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Abstract 

 

In the field of micro-array data analysis the crucial first step is gene selection. The 

process refers to selecting a subset consisting of a few genes which are of genetic 

significance out of thousands of genes to make the job of the classifier algorithm 

computationally easy and efficient at the same time.  

Feature selection plays an important role in classification.  The first set of data are 

gene expression profiles from Acute Lymphoblastic Leukemia (ALL) patients. In 

this paper an algorithm is proposed for feature subset selection (FFS) which is 

based on the nature of intensity values in microarray datasets. The proposed 

method is a combination of  a filter and a wrapper algorithm which selects subsets. 

It is based on two assumptions. Our results demonstrate the importance of feature 

selection in accurately classifying  new samples 

 

Keywords: Gene expression profiles, Feature selection, Classification, Filter, 

Wrapper, Weka etc 
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Chapter 1: Introduction 

In the field of Bio-informatics gene feature selection holds a significant 

importance. It is because of the need of a balance between the computational 

ability and the aspiration for the perfect result.  

 

1.1 Microarray data analysis: 

In each type of cell, like a muscle cell or a skin cell, different genes are expressed 

(turned on) or silenced (turned off). If the cells that are turned on mutate, they 

could—depending on what role they play in the cell trigger the cell to become 

abnormal and divide uncontrollably, causing cancer. By identifying which genes in 

the cancer cells are working abnormally, doctors can better diagnose and treat 

cancer. 

One way they do this is to use a DNA microarray to determine the expression 

levels of genes. When a gene is expressed in a cell, it generates messenger RNA 

(mRNA). Overexpressed genes generate more mRNA than under expressed genes 

This can be detected on the microarray. The first step in using a microarray is to 

collect healthy and cancerous tissue samples from the patient. 

  

Figure-1.1: DNA microarrays 
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This way, doctors can look at what genes are turned on and off in the healthy cells 

compared to the cancerous cells. Once the tissues samples are obtained, the 

messenger RNA (mRNA) is isolated from the samples. The mRNA is color-coded 

with Fluorescent tags and used to make a DNA copy (the mRNA from the healthy 

cells is dyed green; the mRNA from the abnormal cells is dyed red.) The DNA 

copy that is made, called complementary DNA (cDNA), is then applied to the 

microarray. The cDNA binds to complementary base pairs in each of the spots on 

the array, a process known as hybridization. Based on how the DNA binds 

together, each spot will appear red, green, or yellow (a combination of red and 

green) when scanned with a laser. 

1) A red spot indicates that that gene was strongly expressed in cancer cells. 

2) A green spot indicates that that gene was strongly repressed in cancer cells 

3) If a spot turns yellow, it means that that gene was neither strongly expressed nor 

strongly repressed in cancer cells. 

4) A black spot indicates that none of the patient‘s cDNA has bonded to the DNA 

in the gene located in that spot. This indicates that the gene is inactive. 

 

1.2 Importance of Feature Selection:  

From a microarray data we have an immense amount of data to calculate. Here 

feature selection becomes useful. Basically what feature selection algorithms do is 

to reduce the number of features in a dataset. But at the same time it should be 

taken into account that no significant or useful data is being lost. To meet these 

criteria numerous approaches and algorithms have been proposed and used. In this 

document we introduce another approach which makes the feature selection closer 

to this criterion. 

 

1.3 Differential Gene Expression: 

 If the genome is the same in all somatic cells within an organism (with the 

exception of the above-mentioned lymphocytes), how do the cells become different 

from one another? If every cell in the body contains the genes for hemoglobin and 

insulin proteins, how are the hemoglobin proteins made only in the red blood cells, 
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the insulin proteins made only in certain pancreas cells, and neither made in the 

kidney or nervous system? Based on the embryological evidence for genomic 

equivalence (and on bacterial models of gene regulation), a consensus emerged in 

the 1960s that cells differentiate through differential gene expression. The three 

postulates of differential gene expression are as follows:  

 Every cell nucleus contains the complete genome established in the 

fertilized egg. In molecular terms, the DNAs of all differentiated cells 

are identical.  

 The unused genes in differentiated cells are not destroyed or mutated, 

and they retain the potential for being expressed.  

 Only a small percentage of the genome is expressed in each cell, and a 

portion of the RNA synthesized in the cell is specific for that cell type. 

 

 

1.4 Problem Statement: 

One of the main problems of high dimensional data is the inclusion of noisy and 

irrelevant data in the information set. Space and time complexity increases due to 

large number of noisy, redundant and uninformative gene expression. Reducing the 

dimensionality is the goal in feature selection.  

   

1.5 Research Challenges: 

Execution of a brute force exhaustive search is not encouraged due to high 

dimensional feature space. Therefore an optimal method is to be devised to achieve 

an accurate and efficient outcome. The desired outcome of the method is 

minimizing the number of features and increasing the predictive power of the 

classifiers. To add more intensity to the problem domain this field of 

bioinformatics produces inadequate testing and training samples. With the removal 

of noisy, irrelevant and redundant information the proposed method must be able 

to handle the correlation factor existing between the features and thus utilize the 

combined predictive power. Our proposed method encompasses all these factors 

and theoretically expects to bring about better results handling noisy, redundant 

and correlated data.  
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1.6 Motivation: 

This study aims at deriving a better method for feature selection using a hybrid 

approach. This approach has an upper hand on other approaches as it does consider 

the collective measure of genes and not only focus to individuals. The approach 

inherits both the merits from filter and wrapper approaches. The adaptive wrapper 

approach gives better result taking less runtime than the other traditional wrapper 

approaches.   

 

1.7 Scopes: 

In case of research, to improve the search criteria for feature selection, two 

probable approaches can be taken. Firstly, the improvements can come from 

existing approaches. Secondly, it may come from generating new approaches. In 

this study, we have worked with a hybrid approach which is the combination of 

two algorithms. This approach tends to reduce some shortcomings of the existing 

methods which we will discuss later. Computer vision, Pattern recognition, 

Artificial intelligence etc. are the fields where feature selection can be of great use.    

   

1.8 Research contribution: 

In terms of contribution our research can add on the classification accuracy. The 

comparison between the state-of-the-art approaches is given in chapter 4. If the 

features can be classified with a higher accuracy it can add a great value to further 

researches and treatment. 

 

1.9 Thesis Outline: 

Our thesis outline is limited to the feature selection. The work that will be 

explained in this document is concerned with reducing the abount of data in a 

microarray dataset, Applying filter, wrapper methods, Comparing the results with 

the state-of-the-art etc. We have introduced a new approach combining filter and 

wrapper method. The wrapper method has been implemented by using software 

named ‗weka‘. However our future work motivation is about the classification 

techniques.  
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Chapter 2: Literature Review 

 

2.1 Feature Subset Selection: 

This technique measures the goodness of each found feature subset. A great deal of 

work has also been done Feature subset selection (for example Guyon et al., 2004, 

Ma & Huang, 2005, Ooi & Tan 2003). Feature Subset Selection techniques are 

more effective than FR techniques. In our study we have emphasized on FSS. FSS 

follows three basic methodologies: 

   

 Filter methods: Filter methods work with the intrinsic characteristics of 

data. It reduces the size of a dataset by filtering the data in terms of their 

mean, variance, standard deviation etc. Filters don‘t work in iterations. The 

advantage of using filter methods is that it possesses the capability to 

radically decrease the size of the dataset by applying thresholds. On the 

other hand the disadvantage is that the risk of losing relevant data while 

doing so is rather high compared to other methodologies.  

  

 Wrapper methods:  Wrapper methods have more reliability than the filter 

methods to have the most relevant dataset because its integration with a 

classifier. Wrapper works in iterations. In each iteration it takes a subset and 

the classifier integrated to it evaluates the relevance of the data. Comparing 

between the subsets in terms of their relevance wrapper chooses the best 

subset. While we have a great many advantages of the wrapper methods it 

should be taken into consideration that the wrapper methods consume higher 

rates of computational resources than other methodologies. 

 

 Embedded Methods: In Embedded methods the feature space is taken to 

search in order to find optimal subsets of features. The search procedure is 

built into the classifier in this variation. The optimal subset is selected using 

different algorithms such as Bayesian decision trees, SVM etc. 
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2.2 Filter approaches: 

 

Usually in feature selection, subset is selected from a microarray dataset using the 

following methods: 

• Student‘s t test 

• Z test 

• S test 

• Hill climbing 

 

2.2.1 T-test: 

 

 data sets should be independent from each other except in the case of the 

paired-sample t-test 

 where n<30 the t-tests should be used 

 the distributions should be normal for the equal and unequal variance t-test 

 compares between two means to suggest whether both samples come from 

the same population. 

 In feature selection assigns a score(IS: importance score) to each intensity 

value. 

Using a threshold on IS selects the subset. 

 

 

2.2.2  Z-test: 

 Very little difference with t-test 
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 compares between two means to suggest whether both samples come from 

the same population. 

 z-test is preferable when n is greater than 30. 

 the distributions should be normal if n is low, if however n>30 the 

distribution of the data does not have to be normal 

 the variances of the samples should be the same 

 sample sizes should be as equal as possible but some differences are allowed 

Most of the feature selection methods focuses on the supervised learning and in 

this study it‘s not different. An effective learning model is constructed based on 

supervised learning. 

 

2.3 Feature Selection:   

A feature selection algorithm can be seen as the combination of a search technique 

for proposing new feature subsets, along with an evaluation measure which scores 

the different feature subsets. The simplest algorithm is to test each possible subset 

of features finding the one which minimises the error rate. This is an exhaustive 

search of the space, and is computationally intractable for all but the smallest of 

feature sets. The choice of evaluation metric heavily influences the algorithm. 

They are categorized below:  

 Supervised Learning: generates a function mapping input to the desired 

output. Output is predetermined here.  

 Unsupervised Learning: models a set of input but there is no mapping to 

desired output.  

 Semi-supervised Learning: combines both labeled and unlabeled examples 

to generate an appropriate function or classifier.  

 Reinforcement Learning: an observation of real world is given. Every action 

has some impact on the environment. Environment provides feedback that 

guides the learning algorithm. 

 Transduction: predicts new output based on training input, training output 

and test input.  

 Learning to Learn: learns its own inductive bias based on previous 

experience.  
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2.4 Feature Selection Techniques:  

Feature selection can be applied on a set of features which can be a better solution 

than choosing all possible subsets of features [3] - 14. It is impractical if a large 

number of sub-sets are available. Feature selection can be classified into two broad 

categories:  

 

 2.4.1. Feature Ranking: 

This is also known as feature weighing which assesses individual features and as-

signs them weights according to their degree of relevance. Many researches have 

been done with feature ranking as the base method (for example Bekkerman et al., 

2003, Caruana and de SA, 2003, Weston et al., 2003).     

In order to perform feature selection the feature space needs to be traversed i.e. 

feature searching. Feature searching involves going through the feature space to 

select features to be used for classification. Many approaches to feature selection 

exist which can be broadly classified into the following:   

 

2.4.2 Exhaustive: 

Exhaustive search or brute-force is a general problem-solving technique that 

traverses all the possibilities for the solution checking whether each of the 

candidates satisfies the solution criteria. Exhaustive search is easy to implement 

and will guarantee a solution if it exists. The downside of this method is its cost. 

Cost is proportional to the number of candidate solutions which tends to grow very 

rapidly as the size of the problem increases. Thus this approach should avoided 

when sample size is very large.   

 

2.4.3 Best first: 

Best first is a heuristic searching technique. It traverses through the candidate 

solution and selects that appears to be the best choice under the current situation 

and moves forward. But this approach does not ensure an optimum solution. An 

evaluation function defines the selection of a particular candidate 
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Chapter 3:  Proposed Method 

In the proposed method two algorithms have been applied a filter algorithm which 

Filters the Dataset and reduces the number of features based on the standard 

deviation values of the features and the students t-test. And then after reducing the 

number of features the broaden search wrapper algorithm has been applied to the 

reduced dataset. 

3.1 The Dataset: The dataset that has been used for our implementation is an 

ALL Colon cancer dataset. The screenshot of the dataset- 

 

 

Figure 3.1- Screenshot of ALL Colon cancer dataset 

3.2 Filter: 

The filter that has been applied in our approach is a simplistic approach. It 

calculates the standard deviation of the features and applies students t-test on the 

features. The students t-test is a popular method for subset selection in data mining. 

It works in the following way- 
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T-test: 

To apply the t-test the following rules has to be abided.  

 Data sets should be independent from each other except in the case of the 

paired-sample t-test. 

 Where n<30 the t-tests should be used.  

 The distributions should be normal for the equal and unequal variance t-test. 

 compares between two means to suggest whether both samples come from 

the same population. 

 In feature selection assigns a score (IS: importance score) to each intensity 

value. 

Using a threshold on IS selects the subset. 

 

In the proposed model we see that the datasets are independent. The number of 

datasets is not more than 30. Basically we applied the t-test to only one dataset. 

The distribution in the dataset is normal in our model so it can be justified if we 

use the t-test in the proposed approach. Now the t-test actually calculates the 

importance scores for each of the features. And reduces or filters the data 

according to it. 

3.3 Standard Deviation: 

The standard deviation is a popular and simplistic tool to filter features where the 

variance of the values plays a significant role. In the given dataset we can see that 

the variance of sample values in a feature plays a big role as we are looking for 

those features which have differentially expressed genes. As in microarray dataset 

a single spot contains a whole feature the expression values in the feature will be 

significant when they contain values which are not alike. The nature of the 

expression values can be understood from the nature of the differentially expressed 

genes- 

3.4 Differential Gene Expression: 

If the genome is the same in all somatic cells within an organism (with the 

exception of the above-mentioned lymphocytes), how do the cells become different 

from one another? If every cell in the body contains the genes for hemoglobin and 
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insulin proteins, how are the hemoglobin proteins made only in the red blood cells, 

the insulin proteins made only in certain pancreas cells, and neither made in the 

kidney or nervous system? Based on the embryological evidence for genomic 

equivalence (and on bacterial models of gene regulation), a consensus emerged in 

the 1960s that cells differentiate through differential gene expression. The three 

postulates of differential gene expression are as follows: 

 Every cell nucleus contains the complete genome established in the fertilized 

egg. In molecular terms, the DNAs of all differentiated cells are identical. 

 The unused genes in differentiated cells are not destroyed or mutated, and 

they retain the potential for being expressed. 

 Only a small percentage of the genome is expressed in each cell, and a 

portion of the RNA synthesized in the cell is specific for that cell type. 

 

The code where the standard deviation has been calculated is given in the 

appendix.  

The students t-test calculation has been done using the built in function in 

MATLAB. By using both the students t-test and standard deviation a score has  

been obtained for each of the features. Then by using a threshold in that score the 

reduced number of features. 

After applying the filter a reduced dataset has been obtained with 100 features.  

3.5 Wrapper: 

We have used the broaden search wrapper algorithm in the next step. The 

algorithm is based on the following ideas- 

 

3.5.1 Problems associated with simple wrapper algorithms: 

 

 The simple wrapper algorithms work in iterations. From the dataset 

they take subsets and check their classification accuracy. And then 

takes another subset. If the former subset has higher accuracy then the 

former subset is discarded. We felt this is problematic because the 

features‘ classification accuracy depends on each and every feature in 

the subset. So discarding the whole subset is unfair to the features 

which if combined with other features could‘ve given better result. 
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 The best approach would be to calculate classification accuracy for all 

possible combinations. But it is a common knowledge that that is not 

a good option as the amount of computational time and resources it 

would take is immense. 

The objective was to create a balance where the features were taken as much as 

possible and also taking the best combination out of the greater number of features. 

 

3.5.2 The Algorithm: 

Our algorithm takes the subset from the greater set randomly at first. Each subset 

has two kinds of features in it.  

Common features: The common features are those which will be used in the next 

subset of has been used in previous subsets. 

Random features: The rest of the features are called random features. 

In the given dataset the number of random features and common features in a 

subset is equally taken. The size of the subset is 10 and it is constant.  In the 10 

features there are 5 random features and 5 common features. To understand the 

concept the following figure helps- 

 

 

 

 

 

 

 

  

        Level 1 subset 

A  B  C  D  E  F  G  H  I  J  K  M 

       Common                  random feature 

        feature 
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The first subset is taken randomly then the next subset is taken in the following 

way- 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      Figure 3.2- The algorithm 

 

Step-1: Take a random subset and calculate the classification accuracy. 

 

Step-2: Take another subset where the common features from level-1 remains and 

with them some other random features different from the ones previously used. 

 

Step-3: If the classification accuracy in the step-2 is greater than step-1 then in the 

next subset the common features are taken from the random features used in the 

first step. And if the classification accuracy reduces then the common features are 

Take new subset  

for trial where the 

common features 

will be taken from 

the level 1 subset 

random features 

and the random 

features will be  

taken randomly 

from the dataset 

Accuracy score increases Accuracy score Reduces 

Accuraccy test with the 

common features with some 

other random features  

Classification

Accuracy test 

Take 

another 

subset with 

some other 

common 

features 

and 

random 

features 

Discard the common features(they 

will not be in any further subset) 

Level-1 

Level-2 
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discarded from the dataset. And never used in any further subsets. However if the 

accuracy stays the same, a new subset is taken with new features. 

 

3.5.3 Logical assumptions: 

 The assumption for which we are discarding the common features is that the 

common features are present in both the trials. And therefore is responsible 

for the drop in the classification accuracy. 

 

 In the case of the increase in the classification accuracy we are taking new 

subset with common features from level-1 random features.  

 

 This implies that the common feature was not responsible for the low 

accuracy in the first trial. So it leaves only the random features of the first 

trial that could be responsible for the low accuracy.  

 

 

 We take them in the next subset for the hope that we can have a drop in the 

next accuracy so that they can be discarded. 
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Chapter 4: Performance evaluations 

 

For the implementation of the the filter we have used MATLAB. And for the 

implementation of the wrapper algorithm we have used weka.  

 

4.1 Weka: 

Weka (Waikato Environment for Knowledge Analysis) is a popular machine 

learning software written in Java, developed at the University of Waikato, New 

Zealand. Weka is a free software available under the GNU General Public License. 

We have used it for procuring the classification accuracy for each of our selected 

subsets in the wrapper approach. 

 

Advantages of Weka include: 

 

 Portability, since it is fully implemented in the Java programming language and 

thus runs on almost any modern computing platform. 

 It is freely available under the GNU General Public License 

 A collection of data preprocessing and modeling techniques. 

 It‘s Graphical User Interface is very user friendly. 

 

Weka's main user interface is the Explorer, but essentially the same functionality 

can be accessed through the component-based Knowledge Flow interface and from 

the command line. There is also the Experimenter, which allows the systematic 

comparison of the predictive performance of Weka's machine learning algorithms 

on a collection of datasets. 

 

The Explorer interface features several panels providing access to the main 

components of the workbench: 

http://en.wikipedia.org/wiki/Machine_learning
http://en.wikipedia.org/wiki/Machine_learning
http://en.wikipedia.org/wiki/Java_(programming_language)
http://en.wikipedia.org/wiki/University_of_Waikato
http://en.wikipedia.org/wiki/New_Zealand
http://en.wikipedia.org/wiki/New_Zealand
http://en.wikipedia.org/wiki/Free_software
http://en.wikipedia.org/wiki/GNU_General_Public_License
http://en.wikipedia.org/wiki/Java_programming_language
http://en.wikipedia.org/wiki/GNU_General_Public_License
http://en.wikipedia.org/wiki/Preprocessing
http://en.wikipedia.org/wiki/Command_line
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 The Preprocess panel has facilities for importing data from a database, 

a CSV file, etc. And for preprocessing this data using a so-

called filtering algorithm. These filters can be used to transform the data and 

make it possible to delete instances and attributes according to specific criteria. 

 

 The classify panel enables the users to 

apply classification and regression algorithms. These are called classifiers in 

weka. One of the classifiers is selected to the resulting dataset, to estimate 

the accuracy of the resulting predictive model, and to visualize erroneous 

predictions, ROC curves, etc.  

 

 The Associate panel provides access to association rule learners that attempt to 

identify all important interrelationships between attributes in the data. 

 

 The Cluster panel gives access to the clustering techniques in Weka. For 

example the simple k-means algorithm. There is also an implementation of 

the expectation maximization algorithm for learning a mixture of normal 

distributions. 

 

 The Select attributes panel provides algorithms for identifying the most 

predictive attributes in a dataset. 

 

 The Visualize panel shows a scatter plot matrix, where individual scatter plots 

can be selected and enlarged, and analyzed further using various selection 

operators. 

 

We have gone through the steps to calculate the classification accuracy scores 

which is very crucial for coming to our conclusion. 

http://en.wikipedia.org/wiki/Database
http://en.wikipedia.org/wiki/Comma-separated_values
http://en.wikipedia.org/wiki/Statistical_classification
http://en.wikipedia.org/wiki/Regression_analysis
http://en.wikipedia.org/wiki/Accuracy
http://en.wikipedia.org/wiki/Predictive_modeling
http://en.wikipedia.org/wiki/Receiver_operating_characteristic
http://en.wikipedia.org/wiki/Association_rule_learning
http://en.wikipedia.org/wiki/Cluster_analysis
http://en.wikipedia.org/wiki/K-means
http://en.wikipedia.org/wiki/Expectation-maximization_algorithm
http://en.wikipedia.org/wiki/Normal_distribution
http://en.wikipedia.org/wiki/Normal_distribution
http://en.wikipedia.org/wiki/Scatter_plot
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4.2 Result: 

 

We have taken each subset manually and put it in weka as input. The results were 

saved and then the next subset would go as input.  

 

The table in the following page shows the result of the classification accuracy- 

 

 

 

Figure 4.1- The interface of weka explorer: 
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  Table 4.1- Result analysis 

 

Here at last the 10 features were obtained which shows the maximum classification 

accuracy. 

The feature IDs are 1, 2, 3,4,5,31,32,33,34,35. 

 

The classification plotting is visualized in this image- 

 

correctly 
classified 
instances 
% 

random 
features 

common 
features 

 weka1 99.2188 6,7,8,9,10 1,2,3,4,5 
 weka2 99.2188 11,12,13,14,15 1,2,3,4,5 
 weka3 94.5313 16,17,18,19,20 11,12,13,14,15 11,12,13,14,15 discarded 

weka4 96.0938 21,22,23,24,25 16,17,18,19,20 
 weka5 96.875 16,17,18,19,20 26,27,28,29,30 
 weka6 98.4375 31,32,33,34,35 21,22,23,24,25 
 weka7 96.0938 36,37,38,39,40 26,27,28,29,30 26,27,28,29,30 discarded 

weka8 95.4375 36,37,38,39,40 16,17,18,19,20 16,17,18,19,20 discarded 

weka9 93.75 36,37,38,39,40 41,42,43,44,45 36,37,38,39,40 discarded 

weka10 90.625 41,42,43,44,45 46,47,48,49,50 41,42,43,44,45 discarded 

weka11 99.2188 31,32,33,34,35 1,2,3,4,5 
 weka12 90.625 31,32,33,34,35 46,47,48,49,50 46,47,48,49,50 discarded 

weka13 99.2188 1,2,3,4,5 21,22,23,24,25 
 weka14 96.875 6,7,8,9,10 21,22,23,24,25 21,22,23,24,25 discarded 

weka15 99.2188 1,2,3,4,5 6,7,8,9,10 
 weka16 97.6563 31,32,33,34,35 6,7,8,9,10 6,7,8,9,10 discarded 

 

 
 

   

 

features 
remaining: 10 feature IDs 1,2,3,4,5,31,32,33,34,35 
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The classification accuracy using the obtained 10 features are 99.2188%.  This 

accuracy is compared with other algorithms and with different datasets- 

 

Dataset: TSVM-

RFE(60 genes 

72 samples) 

SVM-RFE(60 

genes 72 

samples) 

GLAD(60 

genes 72 

samples) 

Broaden 

search(100 

genes 128 

samples) 

ALL-AML 96.03% 96.32 75.49% 99.2188% 

 

 

 

Figure 4.2-Red dots denote the cancerous samples and the blue dots 

denote the healthy samples 
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Chapter 5: Conclusion 

 

The approach to feature selection that has been described in this paper has scopes 

of improvement. Yet it can be useful for further research on gene feature selection. 

The wrapper method implemented here is works in a complex manner but reduces 

the number of the features in an efficient way. 

 

Our future work motivation is for classification techniques. We will also try to 

improving the method implemented here. In terms of the loss of significant data 

our algorithm plays quite a smart role to select the most relevant features. 
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Appendix: 
 

 

clc 

clear all 

load dataset.csv 

x=dataset(1:128,1:12625); 

  

  

L=12625;  

a=0; b=0; m=0; Std=0; 

  

for i=1:L 

    

    for j=1:128 

        a= a + x(j,i); 

    end 

    b(i) = a; 

    m(i) = mean(b(i)); 

     

end 

  

for i=1:L 

    for j=1:128 

        Std(i)= abs(m(i) - x(j,i)); 

    end 

end 

  

Std 

  

M=max(Std); 
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