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Abstract

Social networking is a tool used by people all around the world. Its purpose is
to promote and aid communication. Social networks, such as Facebook, were
created for the sole purpose of helping individuals communicate. These networks
are becoming the modern way to make friends. These new friends communicate
through these networks. There exist recommendation systems in all the social
networks which help users to find new friends and connect to more peoples. With
friends, there comes a strong friend recommendation system also. The existing
social networks do have their own friend recommendation system which is based
on the friends of friends’ methodology. This graph based friend recommendation
system is not very accurate most of the time and drive users to wrong direction.
We tried to make this recommendation system more accurate adding some extra
layers of personality analysis and user behavior. With the vast amount of user
data, our system will figure out each user’s personality traits and behavior which
will be used to help him/her finding out new users with same nature.
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1 Introduction

1.1 Overview

The number of people using the social network is increasing. Social networks today
made our life easier by helping us get connected quickly with people all around the
world saving time and money. Moreover, getting connected to more people allows
us to know and get used to with different cultures. So, Social Networks without
friends is just like an empty useless box. Entering an era of data explosion, the
network has become an information sharing platform; it is increasingly difficult to
find the information people need in such vast amounts of data. In the condition
that people know what information they really need, the search engine provides
users with a quick and convenient way to find appropriate items.

However, when facing the large amount of data in the network, there are many
users who aren’t aware of what they are really interested in or what they need.
As a result, the recommendation engine provides a good way to deal with the
problem and satisfies the users. Recommendation engine helps users filter out the
apt information they may need indeed from the flood of information, recommend-
ing the users with items, according to the users’ behaviors in the past and their
information the systems collected.

Nowadays, the recommendation engine has been successfully applied to the field
of electronic commerce and some music and movies websites, such as Amazon,
Netflix, etc. With the rise of a variety of social networks such as micro blog and
forums, any of them have launched an application which can recommend potential
friends users may be interested in such as Facebook and twitter. While they both
recommend information to the target users, the recommendation engine in the
social network is of considerable different from the traditional recommendation
system applied in the Electronic Commerce. Compared with the friend recom-
mendation, the traditional-recommendation application has the characters that it
has less attributes rarely changed in the items and that the impact factors on the
users and items are relatively simple, for example, there can be properties like
genre, and writer, singer and publication date in the music.

However, when considering the relations between people and people, there are
many factors related. First, describing a person’s interests and hobbies is more
complex than the description of items. Secondly, people’s interests and hobbies
change over time. Thirdly, in the social network, for most of the users, they add
people into their friend lists not based on similar interests, but due to geographical
location, study or work experience. In this way, recommending potential friends
that users may interested in would be influenced by factors above. Importantly,
similar people users met through social network are much valuable for themselves.
People often gain more help from these weak ties than from strong ties. So research
on the social network friend-making method and potential friend recommendation
is very necessary.
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The idea used in PYMK Friend Recommendation designed by Myspace is based on
the user’s social relations and personal information profiles, or, the ’friend of friend’
method. The similar strategy is applied on Facebook, Renren, twitter and other
social networks, in which the recommended results are based on friends in common,
similar age, geographic location, school information and etc. However, there are
some drawbacks to extend friends through this way. Friends recommended based
only on the number of common friends may not necessarily have the same hobbies
and habits with the target users. Thus, the user may associate the so-called
potential friends and may fall victim into the dilution of ’friendship’ based on the
above strategy, for the reason that they may share some contents that the target
users may not interested. At the same time, this method may cause the waste of
lots of useful information in social networks, through which we can obtain more
accurate and meaningful friend’s recommendation results.

1.2 Problem Statement

The primary goal of a friend recommendation system in social network is to provide
with the most relevant data to the user based on their requirement or demand. But
now-a-days in social networks there are too much data leading to an overwhelming
condition. For instance, if we take Facebook, it has a worldwide monthly active
user of 1.26 Billion which is increasing by 15% every year [2, 3, 5].

Also there is the factor that Facebook or any other recommendation system does
not allow users to choose the category of people they want to be friends with. In
Facebook, friends are recommended based on people a user searches for, people
who searched for the user, number of mutual friends, group affiliation and so on.
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And there is now way that users can personalize this recommendation criteria. So
it becomes very hard to choose friends among this huge amount of people. Recom-
mendation system helps people by narrowing down the choice domain. Different
people have different agenda. That’s why developing a general recommendation
system by adopting traditional methods to satisfy everyone is difficult.

As there are already tons of standards for friend recommendation in social network,
we chose to proceed with analysing user personality and based on that we wanted
to recommend friends.

1.3 Motivation & Scopes

1.3.1 Importance of Recommendation System

A recommendation system helps the people to find out what he/she desires from
a vast collection of entities belonging to the same categories. A well designed
recommendation system can also improve the experience of the users of websites
or other services.

1.3.2 Techniques of Recommendation System

Many current literatures evaluate different types of recommendation system tech-
nologies, and their real life applications introduces and classifies recommendation
system into three main techniques -

• Content based recommendation system techniques

• Knowledge based recommendation systems

• Community based recommendation system

The solutions to the problem identified in the traditional recommendation systems
could be developed by applying social network data in recommendation systems.
Integration of social networks can theoretically improve the performance of current
recommender systems.

• First, in terms of the prediction accuracy.

• Second, with friends’ information in social networks, it is no longer necessary
to find similar users by measuring their rating similarities.

1.3.3 Applications of Recommendation System

Examples of new recommendation applications include Amazon.com’s item rec-
ommendations, movie recommendations (MovieLens), webpage recommendations
(Google). Facebook provides features to recommend a list of people you may
know.
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1.3.4 Importance of Recommendation System in Social Network

Although many researchers have discussed the usefulness of social network based
predictions, recommendation system in social networking area is still in its early
phase describes non-social network based recommendation system such as Col-
laborative Filtering as traditional methodology, and discussed its flaws and weak-
nesses. The solutions to the problem identified in the traditional recommendation
systems could be developed by applying social network data in recommendation
systems. Integration of social networks can theoretically improve the performance
of current recommender systems.

First, in terms of the prediction accuracy. Second, with friends’ information in
social networks, it is no longer necessary to find similar users by measuring their
rating similarities. When people are friends, there are certain things in common
among them. Therefore, the social network based recommendation system makes
the community based recommendation technique more powerful and useful. In
recent times, there have been opportunities for novel recommender applications
on the social web that directly involve humans in a recommendation process, in
which users make recommendations to other users. This is called crowd recom-
mendations.

1.4 Research Challenges

Crawling through social network data is a huge work as there are tons of nu-
meric and non-numeric values. Also determining the features based on which the
personality analysis would be done is also tough. After analyzing personality, cat-
egorizing users into different personality categories and based on their personality
the recommend them as friends is the most hard job. Also there are two meth-
ods for recommendation. In one method, the user gets to choose the category
of people he/she wants to be friends with. And the other method is, people are
autonomously recommended friends based on the similarity of their personality
which is calculated based on the cosine similarity.

1.5 Thesis Outline

In Chapter 1 we have discussed our study in a precise and concise manner. Chapter
2 deals with the necessary literature review for our study and there development
so far. In Chapter 3 we have stated the skeleton of our proposed method, proposed
algorithm for personality analysis and also the flowchart to provide a detail in-
sight of the working procedure of our proposed method Advanced Agglomerative
Clustering Technique(AACT) using Manhattan Distance. Chapter 4 shows the
results and comparative analysis of successful implementation of our proposed
method. The final segment of this study contains all the references and credits
used.
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2 Recommendation System Analysis

2.1 Recommendation System

When confronted to overwhelming plethora of choices [2] and lacking specific do-
main knowledge, users need some assistance exploring or winnowing down the
possibilities. Then, Recommendation system helps users in drawing conclusion
about relevant particular based on the information provided by the items that
user liked in the past.

There are two main methods in the recommended areas to generate recom-
mended systems-

2.1.1 Contend based recommendation system

Content-based filtering method is based on the user’s previous behavior, such
as users’ items ratings, browsing records of goods and their purchasing history,
establishing the user model to describe their interests and behaviors. At the same
time, the system establishes a model for each item to describe its characteristics.
And then match the user models and item models by estimating how much they
are related each other, recommending the items users may need. For example, in
a music-sharing site, we can establish a user model to describe the users’ interests
and preferences by collecting user’s previous listening history, search history and
other information. And then to recommend music’s which match users’ preferences
described by the user model.

2.1.2 Collaborative filtering based recommendation system

Collaborative filtering and content filtering is dissimilar. Collaborative filtering
recommendation recommends items for people based on users who are alike with
them. While in content-based filtering algorithm, we calculate the similarity be-
tween the items, in the collaborative filtering algorithm, we analyze relationships
between users and interdependencies among products to identify new user-item as-
sociations. Using collaborative recommendation, one identifies users whose tastes
are similar to those of the given user and recommends items they have liked. Both
information filtering method have a wide application in the field of ecommerce.

A major advantage of collaborative filtering is that it can address data aspects
that are often elusive and difficult to profile using content filtering and generally
speaking, it is more accurate that content-based method. Collaborative filtering
suffers from what is called the ’cold start’ problem, due to its inability to address
the system’s new products and users. There are considerable differences between
people recommendation and items recommendation and the performance of the
two methods remains to be seen when applied into the friend recommendation
field. The approach used in nowadays social network, ’friends of friends’ method
can be seen as a way of adopting the ideas in collaborative filtering.

As the preceding discussion, in the social networking, many of the user’s friendship
are not based on users’ interests and hobbies, but by other factors, for example,
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one may become friend with others for the reason that they come from the same
city or country. ’Friends of friends’ recommending method may compel users to
add some people with whom they are not similar and who may share information
the user is not interested in. And new ’friends’ may derive from these people,
lowering the accuracy of recommendation.

2.2 Friend Recommendation System

In real life, people often resort to their friends in social networks to share personal
opinions, interests and typically rely on recommendations of them before purchas-
ing a product or consuming a service. Hence, social networking sites, as a solution,
provide novel ways for users to meet, communicate, and share interests and also
serve as a platform for incentives in business marketing via modeling consumer
behavior (Chen and Qi 2011; Bonchi et al. 2011). As a matter of fact, SNSs are in
urgent need of new applications which can both grow and retain users and in turn
offer them with various products and services that they liked in past. FRS, one
such application, explores user’s friends network through the given user attitude
estimation toward another from the evidence provided by his relationship with
other members of surrounding network.

Several methodologies and mathematical models (Kleinberg 2001) have developed
to show how people interact with one another and establish link on SNSs. In
the following subsections, the contributions of various link prediction approaches
are described encompassing two major categories: graph-based and CF-based ap-
proaches.

2.2.1 Graph-based approaches

The task of recommending people to a specific user [14] is same as of predicting
new links in social networks (Nowell and Kleinberg 2004; Chen et al. 2009; Guy
et al. 2009; Leskovec et al. 2010; Brzozowski and Romero 2011). Most existing
approaches have used articulated social network structure while suggesting friends
(Nowell and Kleinberg 2004; Quercia and Capra 2009). For instance, Nowell and
Kleinberg (2004) made recommendation of friends by considering only the local
features of graph and compared several local similarity measures, such as Common
neighbor, Jaccard’s coefficient, Adamic/Adar, Shortest path, and Katz coefficient
in a large study on social network sites.

On the other side, there are global approaches that utilize the complete complex
structure of network but would be hard to comply with, because of the huge
size of networks. Symeonidis et al. (2010) have incorporated transitive node
similarity into global graph features that captures adequately the missing local
graph characteristics and enhance its performance. Some researchers have found
that the problem of link prediction can also be solved just by considering the
common interest that people share with others instead of gathering the complete
social network information, which could be either impossible or very expensive
(Patil 2009; Xie 2010; Scellato et al. 2011).
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2.2.2 CF Based Approaches

Another body of research, combining CF and social networks (Liu and Lee 2009;
Bonhard et al. 2007; Huang et al. 2005; Kautz et al. 1997) in finding friends or
experts in specific fields, considered direct relationship between people[14]. For
example, Referral web, an interactive tool, expands users’ awareness by providing
them a series of people or document in response to their queries, via social network
information (Kautz et al. 1997). Some studies compared content similarity and
social relationship based algorithms for recommending people in an enterprise
social network and found that content similarity algorithms perform better at
discovering new friends (Chen et al. 2009). Guy et al. (2010) aggregated social
network information from various sources and highlighted the three classes of user
similarity sources, people, things, and place that they share, which yield analogous
impact on recommendations.

Later, an idea of strong correlation of users’ similarities with social information, i.e.
trust came into picture that might significantly help in expanding user’s friends’
network (Ziegler and Golbeck 2005). Liang and Li (2011) built a hybrid system to
recommend folks incorporating user interest information (or user preferences) and
social information together into CF and showed that it outperforms traditional
CF-based systems (used only item preference) and similarity-based methods (i.e.
Adamic Adar, Common neighbor, and Jacard coefficient). Despite many studies
based on content similarity, there is a strong need to enlist the set of attributes
that strongly reflect user’s behavior. A weighted approach (Garcia and Amatriain
2010; Yin et al. 2010; Agarwal and Bharadwaj 2011) is designed around the ability
to measure the impact of various features that would encourage a user to connect
with others.

Some other methods have also used evolutionary algorithms to adapt the realism of
weighted schemes which make them more robust (Ujjin and Bentley 2004; Silva et
al. 2010; Agarwal and Bharadwaj 2011; Bobadilla et al. 2011; Naruchitparames et
al. 2011). Recently, (Yang et al. 2011a) proposed a FIP model that aims to link up
users with interested services and with other users who share common interests via
information contained in interest networks and friendship networks. On the other
hand, this model also helped to bridge the gap between CF and random walk
and dragged them into a unified framework that serves both the purposes, i.e.
service recommendations and friends’ suggestions simultaneously. So far, people
have focused only on the use of proximity measures (such as common friends, work,
education, etc.) in CF for friend recommendations, but Bian and Holtzman (2011)
have studied it in a different way through the use of personality matching with CF
and have established that this approach ensures a higher amount of sustainability
in friendship.

2.3 Summary of Renowned Algorithms for Friend Recom-
mendation

Some renowned algorithms are [5] -
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2.3.1 Content-based approach

1. Heuristic-Based RS

• TF-IDF (information retrieval)

• Clustering

2. Model-based RS

• Bayesian Classifiers

• Clustering

• Decision trees

• Artificial Neural Network

2.3.2 Collaborative-based approach

1. Heuristic-Based RS

• Nearest neighbor (cosine, correlation)

• Graph theory

• Clustering

2. Model-based RS

• Bayesian Network

• Clustering

• Probabilistic models

• Linear regression

• Artificial Neural Network

2.3.3 Hybrid approach

1. Heuristic-Based RS

• Linear combination of predicted ratings

• Various voting schemes

• Incorporating one component as a part of the heuristic for the other

2. Model-based RS

• Incorporating one component as a part of the model

• Building one unifying model

2.4 Common Limitations of Recommendation Systems

The common limitations of recommendation system are [5] -
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2.4.1 New User problem

A recommendation system has no information to make recommendations about a
new user. This is also called cold start problem.

2.4.2 Sparsity Problem

Due to the large amount of items and users, it is natural that users will only have
ratings on a few items that are most relevant to themselves. This leaves a large
amount other items not rated or not having social contacts by the users.

2.4.3 Over-Specialization

This is a problem when the system can only recommend the items that the user
already saw or those with high scores and the user is limited to being recommended
to the items that are similar to those already rated.

2.4.4 Limited Content Analysis

This is similar to the New User Problem and many times we don’t have enough
information regarding the items.
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3 Personality Analysis

3.1 Human Personality Insight

Personality can be defined in different ways, depending on whether we focus on
the individual or on people in general.

If we focus on people in general, then we can define personality in terms of indi-
vidual differences — that is, the range of different styles of thinking, feeling and
acting.

Just as human beings can differ a great deal in terms of their physical traits (height,
weight, hair, and so on), they also differ in terms of mental and behavioral traits.
For example, some people are noticeably talkative and outgoing while others are
noticeably quiet and reserved. Such differences and variations are seen everywhere
throughout the human population.

If we focus on the personality of a specific individual, we can define it as that
person’s particular set of enduring dispositions or long-term tendencies to think,
feel and act in particular ways.

Personality is usually broken into components called the Big Five, which are open-
ness to experience, conscientiousness, extroversion, agreeableness, and neuroticism
(or emotionality). These components are generally stable over time, and about
half of the variance appears to be attributable to a person’s genetics rather than
the effects of one’s environment.

3.2 International Personality Item Pool References

• The International Personality Item Pool is a public domain collection of
items for use in personality tests.

• It is managed by the Oregon Research Institute.

• The pool contains 3,329 items

• A Scientific Collaborator for the Development of Advanced Measures of Per-
sonality and Other Individual Differences

• The growing popularity of the IPIP can be attributed to five factors -

1. It is cost free

2. Its items can be obtained instantaneously via the Internet

3. It includes over 2000 items, all easily available for inspection

4. Scoring keys for IPIP scales are provided

5. Its items can be presented in any order, interspersed with other items,
reworded, translated into other languages, and administered on the
World Wide Web without asking permission of anyone

12



3.3 Computer VS Human Accuracy in case of Predicting
Human Personality

Personality is defined as the coherent patterning of affect [10], behavior, cognition
and desire over time and space, which are used to characterize unique individu-
als. There are several theories for personality traits in the literature but the most
widely used personality traits model is the Big-5, five broad personality dimen-
sions. It describes the human personality as a vector of five values corresponding
to bipolar traits. This is a popular model among the language and computer sci-
ence researchers and it has been used as a framework for both personality traits
identification and simulations.

Judging others’ personalities is an essential skill in successful social living, as
personality is a key driver behind people’s interactions, behaviors, and emotions.

This paper showed clearly that

• Computer predictions based on a generic digital footprint (Facebook Likes)
are more accurate (r = 0.56) than those made by the participants’ Facebook
friends using a personality questionnaire (r = 0.49)

• Computer models show higher inter-judge agreement

• Computer personality judgments have higher external validity when pre-
dicting life outcomes such as substance use, political attitudes, and physical
health

Figure 1: Class Diagram

According to the Realistic Accuracy Model, the accuracy of the personality judg-
ment depends on the availability and the amount of the relevant behavioral infor-
mation, along with the judges’ ability to detect and use it correctly.

Such conceptualization reveals a couple of major advantages that computers have
over humans -
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• First, computers have the capacity to store a tremendous amount of infor-
mation, which is difficult for humans to retain and access.

• Second, the way computers use information through statistical modeling gen-
erates consistent algorithms that optimize the judgmental accuracy, whereas
humans are affected by various motivational biases.

• Nevertheless, human perceptions have the advantage of being flexible and
able to capture many subconscious cues unavailable to machines. Because
the Big Five personality traits only represent some aspects of human per-
sonality, human judgments might still be better at describing other traits
that require subtle cognition or that are less evident in digital behavior.

This study is limited in that human judges could only describe the participants
using a 10-item-long questionnaire on the Big Five traits. In reality, they might
have more knowledge than what was assessed in the questionnaire.

3.4 User Behavior Based Friend Recommendation

3.4.1 System Framework Design

In this section, we will make an introduction on the ideas and frameworks of our
friend recommendation system. The system is structured as follows [11]:

• Collecting user information and modeling

• User clustering

• Friend recommendation

3.4.2 User Information Collecting and Modeling

We set up a forum using discuss and embed the friend recommendation system
into the forum. System records the users’ behaviors (browsing and posting) in
several plates and set different weights on the two kinds of records to character
the users’ preferences on each plate [11].

3.4.3 User Clustering

In section 3.2, we established a corresponding model for each user [11], describing
the features of users on N dimensions. In the method we represented below, we use
the cluster model to the system overhead when recommending potential friend.
We adopt the cosine similarity to describe the degree of how much they are alike:
similarity = u*v.

However, |u| |v| (5) where both u and v are vectors established in 3.2 as user models
to depict user’s interests. clustering groups people into collections, breaking a
whole large package of data into several pieces.
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Figure 2: Class Diagram

And in clusters we can deal with data more convenient and takes less system
overload. For the reason that in each cluster the users in it are people who are most
similar, the quality of recommendation is not much influenced by the reduction
of users. In our system we adopted two algorithms, K-means and DBSCAN. The
outcome of clustering in K-means is better. Though DBSCAN do not need the
initial set of cluster number, it tends to perform badly in grouping users into
several different collections or when number of dimensions goes high.

3.4.4 Implement Friend Recommendation

After the work in above, we can begin to seek the similar potential friends for
users based on the clusters. In our system, we realize the recommendation in four
aspects below [11]:

I. Find people who are most similar with the target user based on clusters. We
calculate every people’s similarity with target user and find the N-nearest
ones as the raw recommendation of similar potential friends

II. Then we make the outcomes more appropriate and accurate by combining
the raw potential friend’s recommendation list with user’s profile and the
amount of their common friends, for the reason that recommendations are
more persuasive coming from real friends or some common aspects (such as
coming from the same school) [2]. So we adjust the outcome according to
the common information between user and friend recommended

III. Another aspect that should be taken into count is that users’ interests may
change with time. To deal with this problem, we recalculate the clusters
every one week or two weeks. The update time can be changed over different
situation

IV. The new users of our system should be treated differently. They have two
problems: a. new users do not have history records which can be used to
create a model. b. Which cluster new users belong to is remain unknown.
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This is similar to the ’cold start’ problem in collaborative filtering. To deal
with new ones, we use the ’friend of friend’ method to recommend potential
friend and adjust outcomes by getting direct feedback from users’ preferences
chart. When people log into a social website at the first time, they tend to
add some people they already knew in the real world.

3.4.5 Works done so far

Joonhee Kwon and Sungrim Kim, proposed a method of scoring friendship based
on context and friends can be recommended based on the user’s physical and social
information. Xing Xie, established a friend recommendation machine embedded
on a bioscience web, which can recommend users who have similar research fields
to each other. Jilin Chen, based on IBM’s Beehive dating site compares four
recommendation methods including the four friends on their web sites.

3.5 The Big Five Personality Inventory Study

The “Big Five” model of personality dimensions has emerged as one of the most
well-researched and well-regarded measures of personality structure in recent years.
The Big Five traits are characterized by the following:

3.5.1 Openness to Experience

Curious, intelligent, imaginative. High scorers tend to be artistic and sophisticated
in taste and appreciate diverse views, ideas, and experiences.

3.5.2 Conscientiousness

Responsible, organized, persevering. Conscientious individuals are extremely reli-
able and tend to be high achievers, hard workers, and planners.

3.5.3 Extroversion

Outgoing, amicable, assertive. Friendly and energetic, extroverts draw inspiration
from social situations.

3.5.4 Agreeableness

Cooperative, helpful, nurturing. People who score high in agreeableness are peace-
keepers who are generally optimistic and trusting of others.

3.5.5 Neuroticism

Anxious, insecure, sensitive. Neurotics are moody, tense, and easily tipped into
experiencing negative emotions.
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4 Proposed Idea

4.1 Idea Description

Detection of human behavior can easily be done by having a close look to his/her
activities in social networks. Besides the behavior, each user’s personality is also
analyzed. Every Social Networking platform has its own friend recommendation
system which is developed using the graph based analogy. This analogy refers
to for example, if I am a user, I will only get those persons in my friend recom-
mendation list who are connected to my connections. In this paper, we will be
focusing to develop an efficient and perfect recommendation system with a high
accuracy. We will collect feedback from user about their behavior they will do in
different situations given to them mentioned in our questionnaire. Based on that
we will generate the personality profile of a user by using a standard procedure
of IPIP.org. Based on these data, our system will allow the existing and/or new
users to filter out what kind of persons he/she wants to get recommended. There
will be specific option for selecting the personality category. which will eventually
help a user to get the list of best matched users one after another. Also there will
be automatically recommended friend list which will be generated based on the
personality similarity between those users.

4.2 Methodology

Our core research question asks whether social media user’s personality profile
can be generated based on some social scenarios and based on that personality
profile whether friend recommendation can be done or not. If so, then there is
an opportunity to integrate the many results on the Implications of personality
factors and behavior into the users’ online experiences and to use social media
profiles as a source of information to better understand individuals. For example,
the friend suggestion system could be tailored to a user based on whether they
are more introverted or extroverted.

Figure 3: Our Approach
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4.3 Preview of Application (Persommend)

In this section we compare among the trivial agglomerative method, most re-
cently developed Improved Agglomerative Clustering Technique and our proposed
method. As we can see from the table that our.

Figure 4: Persommend

Figure 5: Persommend
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Figure 6: Persommend

Figure 7: Persommend

5 Implementation

5.1 Data Collection

Data Collection went through different phases. We selected some arbitrary 100
facebook users. The target group was a mix of any age, profession and gender.
We collected the entire data in the following way:

• We created an online survey form called “We created “Persommend” web
service.

• The survey form was hosted in an online server.
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• The form consists of 50 personality questions.

• Each row of the form had an option to rate the questions.

• The value that we saved from the form was numeric.

• We collected the data and kept it in to the database.

• These survey data helped us to identify big five traits of a user.

Figure 8: Training Question Set

5.2 Data Preprocessing

After collecting the data, we calculated the Big five traits using certain equations
predefined my ipip.org. Here goes the procedure:

• These survey data helped us to identify big five traits of a user.

• We calculated the big five traits mainly by the predefined equations.

• The equations provide a value between 40 for each traits.

• The more the value is the more that user has that personality
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Figure 9: Equation

Figure 10: Code Segment

5.3 User Profile Generation

Each user will have their own profile in our system. Once they fulfilled the survey
form, the profile will be generated. The user profile is calculated from the equations
of International Personality Item Pool.

Figure 11: Personality Profile
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5.4 User Classification

First 40 users’ data is considered as the training data. We calculated the person-
ality of each of the users and created a chart to find out which personality has the
major user base.

Figure 12: User Statistics
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5.5 Friend Recommendation

Our system has a completely different section for friend recommendation. The
recommendation system will only work within the existing users. The new user
can find his/her preferred friend depending on the personality. The system will
provide top five users with the choice.

5.5.1 Manual Recommendation

The users can find friends depending on their chosen personality. The users just
have to select a personality trait as their preference and our system will sort out
the best matched users.

Figure 13: Friend Recommendation
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5.5.2 Auto Recommendation

We implemented the cosine similarity to find out the best match for individual
users. This similarity algorithm helped us to find out similar personality of a
particular user. We kept the top five users from our existing user bae. This entire
system is totally automatic and depends on the users personality.

¯similiarity = cos(θ) =
A.B

||A||||B||
=

∑n
i=1AiBi√∑n

i=1A
2
i

√∑n
i=1B

2
i

(1)

Figure 14: Code Section For Cosine Similarity

Figure 15: Class Section of Cosine Similarity
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Figure 16: Section of Cosine Similarity Matrix

6 Research Contribution

Our proposed system has overcome 3 of the 4 well-established problems of typical
recommender system – Sparsity Problem, Over Specialization Problem and Lim-
ited Content Analysis Problem Our system facilitates user with both manual and
auto mode for friend recommendation which ensures the fact that users can choose
their category of friends as well as get the most relevant users recommended as
friends

7 Future Works

Some of our future work plans are listed below -

• Collection of data for at least 1000 people

• Accuracy and performance measurement

• More insight provide on personality

• More customization on friend recommendation process

8 Conclusion

Recommendation, Friend Recommendation in Social Network, Personality Anal-
ysis from Social Network Data all these concepts are quite old now. Lots of works
has been done in these arena. But combining these two concepts together and use
this hybrid model for friend recommendation is still a new and unique concept
and also a challenging and promising one. Using Collaborative Filtering Based
Friend Recommendation System or the Content Based Approach has their lim-
itations as Sparsity Problem, Cold User Problem, Over Specialization Problem,
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Limited Content Analysis Problem. This is because these friend recommenda-
tion systems mainly follow graph-based analysis or common user interest based
method to recommend friend in social network. Analyzing user personality from
social network data can be very useful in this context as per our gathered statis-
tics. As there are already well-established methods for extracting user personality
trait from his/her social network data, we can use this approach to classify users
into different categories containing different personality traits and then we can
recommend users belonging into the same class to each other for being friend in
social network. This approach of ours can also be used in case of product recom-
mendation, event recommendation, group recommendation and all sorts of other
fields where a recommendation system is necessary.
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