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Abstract 

 

Breast cancer is the most common cause of death among patients. One of the 

main reasons is that the lesion is not identified in proper time to seek medical 

facility. The situation in Bangladesh is alarming as there is a huge female 

population in the rural areas who don’t have proper medical access to detect 

the early stage of breast cancer. 

 

We have tried our utmost to contribute to the development of a Computer 

Aided Diagnosis (CAD) system that will detect the tumorous lesion in the BUS 

(breast ultrasound) image automatically.  The algorithm will be able to come 

up with a Region of Interest (ROI) which eliminates human intervention in this 

phase. ROI generation phase consists of Horizontal cut based on entropy 

information and calculation of directional gradient from automatically 

generated seed point. Finally, we segmented our ROI image by adopting two 

approaches; one using watershed segmentation technique and other using 

entropy filtering. The thesis concludes with the comparison among the two 

segmentation methods.  

 

 

Keywords: Region of Interest (ROI), Entropy, Directional Gradient, SRAD Filtering, 

Watershed Segmentation, Binary thresholding, SOBEL Edge Detection 
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Chapter 1 

 

Introduction 
Cancer is a group of diseases that cause cells in the body to change and grow 
out of control. Most types of cancer cells eventually form a lump or mass called 
a tumor, and are named after the part of the body where the tumor originates.  

Breast cancer begins in the breast tissue that is made up of glands for milk 
production, called lobules, and the ducts that connect the lobules to the nipple. 
The remainder of the breast is made up of fatty, connective, and lymphatic 
tissues. Breast cancer typically produces no symptoms when the tumor is small 
and most easily cured. Therefore, it is very important for women to follow 
recommended screening guidelines for detecting breast cancer at an early 
stage. When breast cancer has grown to a size that can be felt, the most common 
physical sign is a painless lump. Sometimes breast cancer can spread to 
underarm lymph nodes and cause a lump or swelling, even before the original 
breast tumor is large enough to be felt. 

 

1.1 Present Scenario 
 

One in eight deaths worldwide is due to cancer [1]. Cancer is the second leading 
cause of death in developed countries and the third leading cause of death in 
developing countries. In 2009, about 562,340 Americans died of cancer, more 
than 1,500 people a day. Approximately 1,479,350 new cancer cases were 
diagnosed in 2009. In the United Sates, cancer is the second most common 



Chapter 1     Introduction  
 

2 
 

cause of death, and accounts for nearly 1 of every 4 deaths [2]. Breast cancer is 
the most common, life-threatening cancer among American women [3]. The 
chance of developing invasive breast cancer at some time in a woman's life is 
about 1 in 8 (12%) [4, 5]. Breast cancer continues to be a significant public 
health problem in the world. Approximately 182,000 new cases of breast 
cancer are diagnosed and 46,000 women die of breast cancer each year in the 
United States [6]. In 2009, 192,370 new cases of invasive breast cancer were 
diagnosed among women in the United States [3]. Thus, the incidence and 
mortality of breast cancer are very high, so much so that breast cancer is the 
second leading cause of cancer death in women. The chance that breast cancer 
will be responsible for a woman's death is about 1 in 35 (about 3%) [4]. In 2009, 
about 40,610 women died from breast cancer in the United States [7]. Although 
breast cancer has very high incidence and death rate, the cause of breast cancer 
is still unknown [4]. No effective way to prevent the occurrence of breast cancer 
exists. Therefore, early detection is the first crucial step towards treating breast 
cancer. It plays a key role in breast cancer diagnosis and treatment. The 
technological boom in every aspect has made researchers to ponder over a 
screening tool that can be used to detect tumor in its developing stage, which 
can be used by the surgeons for further diagnosis. 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 1.1 Average Number of New Cases per Year and Age-Specific Incidence Rates per 
100,000 Population, Females, UK (Cancer Research UK) 



Chapter 1     Introduction  
 

3 
 

According to the IOM (U.S. Institute of Medicine) report, an ideal breast 
screening tool [8]  

 Has minimal health risk;  

 Sensitive to tumors;  

 Early cancer detection capability; 

 Non-invasive and easy to perform;  

 Cost effective, easy to understand & consistent;  

 Provides minimum discomfort to patients 

For detection of small tumor(s), a consistent contrast between tumor and 
normal breast tissues is required. Medical imaging methods have been applied 
to breast cancer detection with various degrees of success [8]. Early detection 
of cancers can reduce unnecessary biopsies in a drastic manner which will 
result in less hazards for the patients under diagnosis. 

 

1.2 Screening Techniques and Ultrasound 
Imaging 
 

Breast cancer screening is vital to detecting breast cancer. The most common 
screening methods are mammography and sonography. Ultrasound imaging 
has proved to be a valuable addition to mammography in the detection and 
classification of breast lesions [9]. Due to low specificity Mammography can 
detect false positives resulting in unnecessary biopsy operations. Also 
Mammography is ineffective in detecting breast cancer in adolescent women 
because of ongoing breast tissue formation in that age period.  

Ultrasound (US) imaging technique is far superior to the other imaging 
modalities in many aspects. Firstly, Ultrasound is a non-invasive method for 
imaging causing almost no hazard for the patients undergoing the diagnosis; 
secondly, it is a very suitable for people of all classes, specially the developing 
countries as it is a very low cost diagnosis technique. Also another vital point 
that makes it superior to other techniques is that it does not expose the patients 
to any radiation so US imaging is very safe for the patients.  Magnetic Resonance 
Imaging (MRI) is very widely used but still this test cannot be performed during 
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pregnancy or to a patient having heart problems due to application of a huge 
magnetic field. Ultrasound image can classify benign and malignant type of 
tumors which is another feature that puts US imaging above other imaging 
modalities. The dissemination of breast cancer disease is reported to increase 
rapidly due to the shortcomings in the currently used screening methods, 
where X-ray mammography is the widely used screening technique amongst 
MRI to detect breast tumors however it has been reported to have estimated 
false results for around 30% of women who have had a screening [10-11]. The 
considerable amount of false results obtained is noticeably the limitation of the 
present screening methods in analyzing dense breast tissue and the area where 
the tumor might be located close to the chest or under the arm and mainly the 
estimation of early stage tumors [12]. Keeping these issues in mind US imaging 
is capable of detecting less false detection which makes it efficient in detecting 
tumor lesions. Comparing with the other Computer Aided Diagnosis (CAD) 
available currently US imaging is more reliable and at the same time cost-
effective. Ensuring maximum safety to the patients US imaging can be very 
helpful in classifying benign and malignant type of cancers. Developing 
countries and also countries possessing fewer resources will be able to 
facilitate the cancer detection using US imaging within their restraints.  

 

1.3 Thesis Objective 
 

The thesis mainly focuses on devising an automatic computer-aided system 
which will be capable of processing input ultrasound image. The main 
objectives of the thesis can be summarized as follows: 

 Automatic Region of Interest (ROI) generation from the original image 
for eliminating the operator dependency of manual delineation of ROI 
and facilitating easier segmentation; 

 Devising a reliable segmentation method for successfully segment the 
ROI image; 

 Finally, integrate this two systems for designing an effective and reliable 
breast cancer detection CAD system. 
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1.4 Thesis Organization 
 

The thesis has been arranged in the following way- 

 In Chapter 2, the basic theory behind Ultrasound Imaging Modality is 
discussed. This chapter emphasizes on the image acquisition using 
ultrasound machines and several inherent feature of BUS image. 
 

 In Chapter 3, focus is provided on reviewing existing works in three 
important steps in BUS image processing: Noise Reduction, ROI Detection 
and Segmentation. 
 

 In Chapter 4, an automatic ROI generation method is proposed. Details 
steps of the generation process is discussed. 
 

 In Chapter 5, two different approaches for segmenting the extracted ROI 
image is discussed. Successful results along with detailed methodology is 
provided. 
 

 In Chapter 6, performance evaluation is carried out for the segmented 
images using statistical metrics. 
 

 In Chapter 7, we have provided the concluding remarks about our work 
and our future plans with the thesis 
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Chapter 2 

 
Ultrasound Imaging 

 

2.1 Basics 

 

The term ‘Ultrasound’ relates to frequency or wavelength. There are three 

region of frequency range-‘subsonic’, ‘sonic’ and ‘ultrasonic’. The acoustic wave 

that fall in the frequency range of human ear (20Hz to 20 kHz) is called sonic. 

The waves having a frequency range less than 20Hz are  subsonic  and  

importantly  the  waves  having  frequency  range  greater  than  20kHz  are 

regarded  as  ‘ultrasonic’  or  ‘ultrasound’. Here we will use ultrasound and 

ultrasonic interchangeably.  

Ultrasound is used in the clinical applications extensively these days. It is 

noninvasive, portable  and  more  over  the  cost  of  clinical  treatments  with  

ultrasound  technology  is  less expensive and affordable.  It is not only possible 

to visualize the anatomy or morphology with ultrasound imaging but can also 

measure or predict the almost all kind of function by means of blood.  Nowadays  

it  is  extensively  used  in  fetal  imaging,  carding  imaging,  breast  cancer 

detection,  and  detection  of  benign  and  malignant  tissue  in  the  human  body.  

Though the ultrasound frequency range starts from 20 kHz, in clinical 
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applications we use typically a range from 1MHz to 15MHz. The typical velocity 

of ultrasound in the human tissue is 1540 m/s.   

The ultrasound is generated by a piezoelectric crystal.  This piezoelectric 

crystal  is embedded  in  the  transducer  which  acts  both  as  transmitter  and  

receiver  in  the  ultrasound imaging process. The crystal deform under the 

influence of an electric field and vice versa. 

 

 

 

 

 

 

 

 

 

 

 

Ultrasound is longitudinal mechanical wave.  In  case  of  longitudinal  wave  the 

displacement  of  the  particles  in  the  medium  is  parallel  to  the  motion  of  

the  wave. As the ultrasound is generated from the piezoelectric crystal, a 

mechanical wave is generated from the application of an electrical signal 

(electric field).  The ultrasound that is produced from the transducer passes 

through the tissues and tissue boundaries. As a result reflection, refraction, 

diffraction  of  the  acoustic  wave  occurs  in  the  tissue  boundaries.  At  the  

boundaries  of  the tissues, the energy of the wave is slightly reflected back to 

the transduce r and the rest of the energy  is  transmitted  through  the  tissue  

boundary.  The reflected  waves  are  detected  by  the transducer  and  the  time  

between  the  signal  transmission  and  reception  in  the  transducer  is 

calculated  to  reveal  the  position  and  the  depth  of  the  tissue  boundaries.  

This process is repeated again and again until the entire image is found. In this 

Figure 2.1 Ultrasound beams are coming out sequentially 
from the Ultrasound transducer 
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way the entire image can be formed within a fraction of second leading to real 

time imaging [2]. 

Figure 2.2: In the first figure one on the left, the ultrasound wave is going 

through the tissue, while  some  portion  of  the  wave  is  reflected  from  the  

tissue  boundaries  and  the  rest  are transmitted again through the tissue. 

Second figure on the right shows an image that can be obtained using 

ultrasound (typically a B-Mode scan). Image is reproduced from [2]. 

 

2.2 Challenges 
 

Though Ultrasound imaging is superior in terms of expense and health hazard, 
but its inherent noise artifacts make image analysis complex. In the course of 
working with US imaging the challenges we faced are - 

 Speckle Noise 
 Attenuation 
 Shadow Artifacts 
 Low Contrast  
 Blurry Boundaries between the objects and background 
 Low Signal/Noise ratio  

 

 

Figure 2.2 Image reproduction from the Ultrasound beam 
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Chapter 3 

 

Literature Review 

 
3.1 Introduction 

 
Since the underlying molecular mechanism of this disease still remains 

unknown, early detection and diagnosis are very essential in reducing the 

mortality. More and more emphases are given on early detection and diagnosis 

of breast cancer. Currently, breast ultrasound (BUS) imaging is a valuable 

method in early detection and classification of breast lesions [13]. 

Researchers working on segmentation of BUS images mainly emphasize on 

dividing the process into some parts such as Speckle Reduction, Region of 

Interest (ROI) detection, Segmentation. After these comes the diagnosis and 

error comparison. 

 
 

3.2 Speckle reduction 
 

Even though, in some cases the speckle are essential information to track 

features, many cases the speckle noise deteriorates the image quality, degrades 

the fine details and edge definition. It also limits the contrast resolution, 

limiting the detectability of small, low contrast lesions in body. Speckle is 
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always considered as a primary source of medical ultrasound imaging noise, 

and it should be filtered out.  
 

The Mean Filter is a simple one and does not remove the speckles but averages 

it into the data. Generally speaking, this is the least satisfactory method of 

speckle noise reduction as it results in loss of detail and resolution. 

 

Median filtering in medical de-noising is used for the inhibition of salt and 

pepper noise [14].  The filter median is a simple nonlinear operator that 

replaces the middle pixel in the window with the median value of its neighbors. 

Hybrid median filter [15] that removes impulse noise while preserving edges 

as compared to the median filter this has better corner preserving 

characteristics. This filter preserves edges much better than median filter [16]. 

 

Speckle noise is an inherent in medical ultrasound images; the most widely 

used median filter model speckle noise as multiplicative independent identical 

Rayleigh Distribution with little concerns about its high correlation. Hence they 

perform poor when it comes to real ultrasound images. 

 

Wiener filter performs smoothing of the image based on the computation of 

local image variance. When the local variance of the image is large the 

smoothing is little, on the other hand if the variance is small, smoothing will be 

better.[17] Wiener filter can be used as de-correlator of speckle, which makes 

its distribution more in reflectivity.  If reflectivity is reasonably assumed to be 

corrupted by multiplicative noise then an adaptive ML estimation approach is 

utilized to eliminate such noise [18]. 

 

Lee et al [19] preprocessed US images by a 4x4 median filter to reduce the 

speckle noise & to enhance features. For removing noise or spot, image 

regularization problem was considered. Mean Variance Model was used to 

solve the problem for smooth image by utilizing the global variation 

framework. But this filter is incapable of removing high frequency noise and 

also it cannot remove noise in high and low variance regions.   

  

An improved version of lee filter known as enhanced lee filter (Enh Lee) which 

eliminates the demerits of lee filter mentioned above [20]. Lopes et al. [21] 
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expands the Lee et. Al approaches by adapting to local heterogeneity, based on 

CI(x,y) which represents the effective descriptor of textural information and 

image homogeneity,  the image is split into three regions of different filtering 

,using thresholds and one of the thresholds determines how much of the image 

is to remain unfiltered.[22] 

 

Perona and Malik proposed a method called anisotropic diffusion equation (P-

M equation). It smooth within the region also has a very good edge preserving 

property. This filtering method is based on diffusion equation and is a new 

method in recent years.  This method originated from the thermal diffusion 

equation. First, image feature should be introduced into the diffusion equation. 

Then designing appropriate diffusion coefficient to control the diffusion 

behavior result in the diffusion is smaller along the gradient direction and 

bigger along the vertical of the gradient direction [23]. 
 

Rafael et al [29] used Band Pass Filtering to provide valuable information on 

region transitions of US images while rejecting most of the noise components. 

The filter is obtained using the McClellan transformation over a 1-D FIR filter. 

Gaussian Smoothing is also used to reduce the influence of noise. Gaussian 

smoothing is performed over a series of iterations. The Gaussian filter consists 

of a 5x5 square matrix. Filter size and standard deviation is constant on all 

iterations. 
 

Xu Liu et al applied Anisotropic Diffusion Non-linear filter is applied to smooth 

the noise. Yu and Acton developed a diffusion approach better suited to speckle 

noise removal. AD filter works well for images corrupted with additive noise. 

In case of images with speckle noise, Speckle Reducing Anisotropic Diffusion 

(SRAD) filter is approved [76]. In SRAD diffusion constant is proposed in terms 

of 'Instantaneous Coefficient of Variation' as a function of the local gradient 

magnitude and laplacian operators [24]. The demerits of this filter include that 

it requires a lot of computation time. To improve upon the operation of the filter 

in [2] a DPAD filter is proposed which makes the computation time less than 

SRAD filter. In ultrasound images of artery, linear features are important. For 

thin and linear features SRAD filter tends to broaden. In order to remove this 

disorder reg-SRAD filter is used. 
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The geometric filter of Crimmins [26], and improved by Busse et al.  [27], is 

derived from geometric concepts. As noted in [22] the geometric filters on 

application of real ultrasound images remove most of the speckle, also noted 

that the computational complexity of geometric filters is lowest at the expense 

of lower speckle reduction capability. 
 

Yap et al used a hybrid filtering approach that combines the strength of 

nonlinear diffusion filtering to produce edge-sensitive speckle reduction, with 

linear filtering (Gaussian blur) to smooth the edges and to eliminate over 

segmentation. Subsequent to hybrid filtering, multi-fractals are used to further 

enhance the partially processed images. 

 
 

3.3 ROI Detection 
 

ROI selection is crucial for segmentation because it reduces the computational 

area and time. It also makes it easier for the computing machine to find the 

lesion and detect the lesion boundary. In the papers [28, 29, 30] segmentation 

algorithm concludes ROI detection. 

 

In the paper [28], Level Set Method is used to obtain the ROI. Level Set method 

is a hybrid speed function method which considers a boundary and region 

information for masses segmentation.  

 

In the paper [29], ROI selection was automatic. Object Suppressing Operation 

is used to obtain binary images containing ROI and in most cases, small 

misclassified isolated objects are considered as noise. 

 

A rule based approach is used to identify important ROIs by Yap et al. ROI is 

detected automatically. The first criterion for the identification of lesions is the 

size of the segments. The suspect lesions are identified as the largest segments 

among the likely multiple segments that result from applying the single 

threshold segmentation. It is observed that 95% of tumors are located at the 

upper regions of the images. Some researchers select the ROI manually as in 

[31, 32, 33, 34] and then try to find the contour/edge of the lesion. 
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3.4 Segmentation  
 

The principal segmentation challenges pertain to characterizing the textured 

appearance and geometry of a cancer relative to normal tissue, and 

accommodating artifacts such as the possibly strong attenuation across an 

image and shadowing, as well as the “fuzziness” of cancerous mass boundaries 

which makes border delineation difficult. Importantly, the studies of Stavos 

[35]-[37] have greatly influenced the design of algorithms for breast mass 

detection. Interestingly, no significant work has looked at the screening case, 

i.e., most work has assumed the presence of a, typically single, suspicious mass. 

 

Many techniques have been developed for BUS segmentation. They are 

categorized into histogram thresholding, region growing, model-based (active 

contour, level set, Markov random field) and machine learning. 
 

Simple histogram thresholding [38, 39] or region-growing algorithms [40, 41] 

can find the preliminary lesion boundary. In a histogram thresholding method, 

an intensity threshold is chosen at the valley of the image histogram to separate 

the image into background and foreground. For a region growing method, a 

region is grown from the seed point (start point) by adding similar neighboring 

pixels. 

  

Although efficient, these methods cannot generate a precise boundary because 

their over-simplified concepts and the high sensitivity to noise. However, they 

can serve as an intermediate step to provide a rough contour [40] or can be 

combined with post-processing procedures such as morphological operations 

[38, 39, 42], disk expansion [43], Bayesian neural network [45],  function 

optimization [44] etc. 
 

Horsch et al. [47] presented a method involving thresholding a preprocessed 

image that has enhanced mass structures. Comparison is made of a partially 

automatic and fully automatic version of the method with manual delineation 

on 400 cases/757 images (124 “complex” cysts, 182 benign masses, and 94 

malignant masses). They compute four image based features (shape, 

echogenicity, margin, and posterior acoustic behavior) defined respectively in 
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terms of the depth-to-width ratio, autocorrelation , “normalized radial 

gradient,” and comparison of gray levels, to test their effectiveness at 

distinguishing malignant and benign masses. This method was further 

evaluated in [48] and [49] to assess the advantages of different features using 

linear discriminant analysis where the best two features were found to be the 

depth-to-width ratio (shape) and normalized radial gradient (margin). In later 

work aimed at further automating the method Drukker et al. [50] extended this 

work to include mass detection by proposing to first filter the images with a 

radial gradient index filtering technique. The method was tested on the same 

database as in [47] and [48]. They showed that 75% of lesions were correctly 

identified.  
 

Neural network (NN) based methods have proved to be popular in this area. 

These aim to make a classification decision based on a set of input features. For 

instance, Chen et al. [51] presented a NN approach where input features were 

variance contrast, autocorrelation contrast, and the distribution distortion in 

the (Daubechies) wavelet coefficients and a multilayered perceptron (MLP) 

neural network with one hidden layer was trained by error back propagation. 

The method was applied to a database of 242 cases (161 benign, 81 carcinoma) 

giving a sensitivity of 98.77% and specificity of 81.77%. They strongly argued 

that image texture was an important component that made their method 

successful. 
 

Huang and Chen [52] proposed an approach that integrates the advantages of 

NN classification and a watershed segmentation methods to extract contours of 

a breast tumor from ultrasound images. The main novelty of this work is in the 

preprocessing step which helps effectively the watershed algorithm by means 

of a reasonably good selection of markers. The authors proposed to use a self-

organizing map (SOM) texture based NN in order to select adaptively (i.e., 

locally) from a set of nine pre-defined filters the appropriate preprocessing filer 

to use. Their method was tested on a database of 60 images (21 benign, 39 

carcinomas), 40 used for training, 20 for testing. Measures of contour difference 

and area difference between the method and manual delineation were 

evaluated although strong conclusions cannot be drawn from this evaluation. 
 

Xiao et al. [54] presented an expectation maximization method that 

simultaneously estimates the attenuation field at the same time as classification 
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of regions into different (intensity based) regions. The number of regions 

(classes) needs to be specified, which in the intended application is not a strong 

limitation. That method was tested on experimental data with different time 

gain compensation (TGC) settings to show that their approach gave consistent 

segmentations under different TGC settings but has not undergone a large 

clinical assessment. This method is compared to that of Boukerroui in [53]. 
 

Madabhushi and Metaxas [46] combined intensity, texture information, and 

empirical domain knowledge used by radiologists with a deformable shape 

model in an attempt to limit the effects of shadowing and false positives. Their 

method requires training but in the small database. Using manual de-lineation 

of the mass by a radiologist as a reference, and the Hausdorff distance and 

average distance as boundary error metrics, they showed that their method is 

independent of the number of training samples, shows good reproducibility 

with respect to parameters, and gives a true positive area of 74.7%. They also 

argued that it has automation advantages over the work of Horsch et al. [47]. 
 

Boukerroui et al. [53] used a Markov random field to model the region process 

and to focus on the adaptive characteristics of the algorithm. Their method 

introduced a function to control the adaptive properties of the segmentation 

process, and took into account both local and global statistics during the 

segmentation process.  A new formulation of the segmentation problem was 

utilized to control the effective contribution of each statistical component. The 

merit of MRF modeling is that it provides a strong exploitation of the pixel 

correlations. The segmentation results can be further enhanced via the 

application of maximum a posteriori segmentation estimation scheme based on 

the Bayesian learning paradigm.  

 

Watershed based approaches have shown promising performances for 

ultrasound image segmentation. The methods consider image as topographic 

surface wherein the grey level of a pixel is interpreted as its altitude. Water 

flows along a path to finally reach a local minimum. The biggest challenge for 

such methods is over segmentation; to address the problem; many approaches 

have been proposed and can be categorized into two types: marker controlled 

and cell competition. 
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Marker controlled methods inundate the gradient landscape of image and 

define watersheds when the flooding of distinct markers rendezvous with each 

other. Hence, the identification of makers is very crucial in   solving the over-

segmentation problem. The method proposed in [55] was a texture-based 

approach that selected the marker candidates as seeds for the water level 

immersion. A self-organization map was trained to identify the texture of 

lesions as the flooding markers. Distinctively, the method in [56] adopted a 

thresholding and morphological operation scheme to seek flooding markers. It 

required a heuristic estimation of the best thresholding of markers to achieve 

the task of lesion delineation.  

 

Cell competition approaches, on the other hand, alleviate the over-

segmentation problem in a different way. A two-pass watershed 

transformation [57] was performed to generate the cell tessellation on the 

original ultrasound image or ROI. In this method, a competition scheme based 

on the cell tessellation was carried out by allowing merge and split operations 

of cells. The cost function was devised to characterize boundary saliency and 

regional homogeneity of an image partition, and it drove the competition 

process to converge to a prominent component structure. However,   neither 

marker controlled nor cell competition approaches guarantee to solve the over 

segmentation problem completely [58]. 

 

Although some of the previous methods can be applied in 3-D, the literature on 

3-D is less extensive. For instance, Chen et al.[59], Chang et al.[60]–[62], and 

Sahiner et al.[63] take a deformable active contour approach. Chang et al. [60] 

applied an active contour which uses intensity and intensity variance 

information. The method was tested on eight tumors (four benign, four 

malignant) with volume estimates compared with estimates by manual 

delineations. Using the match rate as a performance metric, the average match 

rate was about 95%. 

 

Sahiner et al. [63] compared 2-D and 3-D intensity gradient active contour 

segmentation based methods, the active contour initialized by hand, and with 

algorithm parameters determined empirically. Having found the segmentation 

solution, depth-to-width ratio, a posterior shadowing feature measure, and 72 

texture features based on co-occurrence matrix analysis were computed 
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around the boundary for each 2-D slice and linear discriminant analysis used 

to classify volumes. Four radiologists graded the volumes in terms of perceived 

malignancy on a scale 1–10. They showed that the radiologist and computer-

based methods were not statistically different in classification (versus average 

for radiologists). However, they did not look at the accuracy of segmentation in 

depth and recognized that this was an area of possible improvement. 
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Chapter 4 

 

Automatic Region of Interest (ROI) 

Generation 

 

4.1 Introduction 
BUS images contain a lot of different structures (connective tissue, fat, muscles, 

etc.) and the lesion area is usually small compared to the entire image, finding 

a region of interest (ROI) is quite helpful for improving the speed and accuracy 

of segmentation. [31] 

Many existing BUS image segmentation methods have been developed based 

on a manually selected ROI, not on the whole image. Such a requirement 

hinders full automation of BUS image segmentation. In this chapter, we 

describe the development of an automatic ROI generation method that 

facilitates full automation of BUS image segmentation.  

There are two typical ROI definitions: one defines ROI as the rough contour or 

initial contour of the lesion, while the other defines ROI as a rectangular region 

containing both the lesion and some background information.  

In our proposed method, we adopt the latter definition that is our automatically 

generated ROI is a rectangular region. Therefore, this ROI generation method 
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can be utilized by any other segmentation method as a preprocessing step since 

it only cuts the redundant background while keeping the lesion and nearby 

surrounding tissues untouched. 

 

4.2 Existing Works 
There are many existing methods which aim to achieve automation in the ROI 

generation phase. Some of these are: Automatic ROI production by a supervised 

texture classification method [64], ROI generation using texture features and 

spatial characteristics [65], ROI generation using self-organizing map neural 

network [66] etc. In next section we propose a novel ROI generation method of 

BUS image. 

 

4.3 Proposed Method 
In our proposed method we considered texture information as well as spatial 

characteristics of BUS image. Our automatic ROI generation method involves 

three major steps: 

 Horizontal Cut based on Entropy Filtering 

 Seed Generation for Gradient Calculation 

 ROI Finalization using Directional Gradient 

 

4.3.1 Horizontal Cut based on Entropy 
Filtering 
We first applied entropy filtering on BUS image. Entropy is a textural feature 

and can be defined as a measure of randomness [67]:
1

2

0

(x ) log (x )
L

i i

i

Entropy p p




         4.1 
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In equation 4.1, x is a random variable 

  p(x)is the histogram of the intensity levels 

  L is the number of possible intensity levels. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 Original BUS Image 

Figure 4.2 Entropy Filtered Image 
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From the entropy filtered images, we  observed  that  the  entropy  values  are  

different  for  different  regions.  We categorized entropy values based on 

these regions. These values are tabulated in Table 4.1.  

 

Table 4.1 Entropy Value and their respective regions [68] 

Regions  (in 

terms of 

location) 

Regions  (in terms 

of echogenicity) 

Entropy 

Value 

Comments 

Boundary of the 

lesion 

Hyperechoic >6.5 This is general for all 

test images 

Inside the lesion Anechoic 5~6 Varies with images 

but mostly the 

entropy value is 

lesser than the values 

around the lesion 

Rest of the image Mostly hypoechoic 5~6.5 With some anechoic 

regions 

 

 

The entropy values in the dark (anechoic) region inside the lesion vary from 3 

to 5. The white (hyperechoic) region found near the boundary of the lesion has 

very high entropy values ranging from 6 to 7.5. The rest of the image  with 

mostly  gray  regions  (hypoechoic)  has  values  from  5  to 6.5.  The regions can 

be seen in the original BUS image shown in Fig.  4.1. Corresponding entropy 

image in Fig.  4.2.  Low entropy values indicate that randomness is small inside 

the lesion, i.e. the grayscale-intensity   values within the lesion do not vary much 

compared to that of the region near boundary. Due to high variation of 

grayscale-intensity values, entropy is higher near boundary. These echogenic 

regions are depicted in Fig 4.3 and Fig 4.4. We used this information for our 

horizontal cut. 
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Anechoic 

Hyperechoic 

Hypoechoic 

Figure 4.3 Original BUS Image showing 
echogenicity 

Figure 4.4 Entropy Filtered Image showing lesion 
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In our next step we divide our image three equal segments as shown in Fig 4.5. 

In this step our main focus is to discard the segment which has the lowest 

entropy value among the three and preserve the segments with higher entropy 

values. Our motivation behind this approach lies in the discussion above that 

region surrounding the lesion has higher entropy value so preserving segment 

with higher entropy values means preserving the lesion and discarding the 

unnecessary regions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

After dividing the image into three equal segments we formed two regions as 

shown in Fig 4.6. We calculated total entropy of region 1 and region 2. If the 

entropy value of region 1 is greater than the entropy value of region 2 then we 

discarded segment 3. Again if the entropy value of region 2 is greater than the 

entropy value of region 1 then we discarded segment 1. Thus we achieve an 

output image with one segment less than the original image. In this way, we 

achieve horizontal cut of the original image based on entropy filtering. 

 

Figure 4.5 Entropy Filtered Image with three equal 
segments 
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4.3.2 Seed Generation for Gradient Calculation 
Step 01: Binary Image Formation 

We firstly apply entropy filtering on the horizontal cut image. Then we 

transformed our entropy filtered image into binary image using entropy 

thresholding. For our thresholding, we used following equation for threshold 

determination: 

2

MaximumEntropy MinimumEntropy
EnTh


     4.2 

  

Fig 4.7 shows the entropy filtered image and Fig 4.8 shows corresponding 

binary image. 

 

Segment 01 

Segment 02 

Segment 03 

R
eg

io
n

 0
1

 
R

egio
n

 0
2

 

Figure 4.6 Entropy Filtered Image showing regions 
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Figure 4.7 Entropy filtering on horizontal cut image 

Figure 4.8 Binary image 



Chapter 4     Automatic Region of Interest (ROI) Generation 
 

26 
 

Step 02: Deleting Boundary Connected Region 

Subcutaneous fat, glandular tissue, and skin typically appear in the upper 

portion of the image [46]. Also, the shadowing region appears in the posterior 

part of the image [69]. We observed that these regions are generally boundary 

connected and occupies a large area. Fig 4.9 depicts these boundary connected 

regions. Thus eliminating boundary connected region will leave us potential 

lesion region. In this step, we used the technique mentioned in [70]. In this 

technique, a center window is used to evaluate every boundary region. If a 

region has no intersection with the center window and it is connected with any 

of the 4 image boundaries, this region is deleted from the lesion candidate list. 

The resultant image is shown in Fig 4.10. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Boundary 

Connected 

Regions 

Figure 4.9 Binary image depicting boundary connected regions 
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Step 03: Ranking the rest regions 

Now the rest regions are either not connected with the boundary or they have 

an intersection with the image center window. Then we ranked the rest regions 

which are potential candidates of the lesion region. We considered two 

arguments here: 

1. Finding the region with highest area 

2. Finding the region nearest to the image center 

We used to following ranking function from [31] with slight modifications: 

(n)

(c ,c )n o

A
Sn

d
          4.3 

          

In this equation 4.3,  

A (n)= Area of the nth region; 

n=1, 2, 3…….k;  

 

Figure 4.10 Binary image after deleting boundary 
connected regions 
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k=number of regions;  

d(Cn, Co)=Distance between Center of the nth region, Cn to the center of the 

image, Co. 

The region with the maximum value from the ranking function marks our 

winning region for lesion. The winning region is shown in Fig 4.11. 

 

 

        

 

 

 

 

 

 

 

 

  

Step 04: Determining the Seed Point 

Let, R is the winning region from our ranking step, let xmax and xmin be the 

maximal and minimal horizontal coordinates of R, and let ymax and ymin be the 

maximal and minimal vertical coordinates of R, respectively. Then 

𝑿𝒔𝒆𝒆𝒅 =  
𝒙𝒎𝒂𝒙+𝒙𝒎𝒊𝒏

𝟐
     4.4 

𝒀𝒔𝒆𝒆𝒅 =  
𝒚𝒎𝒂𝒙+𝒚𝒎𝒊𝒏

𝟐
     4.5 

 

Generated seed point is shown in Fig 4.12. This seed point is used for further 

calculation. 

 

Figure 4.11 Binary Image with the Winning Region 
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4.3.3 ROI Finalization using Directional 
Gradient 
 

In this section, we finalize our ROI by calculating directional gradient. The 

gradient of an image f in the location (x, y) is defined as 

( )
y

x

f

g x
f grad f

g f

y

 
   
     
   
  

        4.6 

Thus the gradient of an image requires computing the partial derivatives at 

every pixel location of the image. Since we are dealing with digital images, a 

digital approximation of the partial derivatives over a neighborhood about a 

point is required. The equation 4.6 can be discretely approximately as follows: 

( , )
( , 1) ( , )y

f x y
g f x y f x y

y


   


       4.7 

( , )
( 1, ) ( , )x

f x y
g f x y f x y

x


   


       4.8 

Figure 4.12 Box showing Seed Point 
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Using equation 4.7 and 4.8 in a modified way, we calculated directional gradient 

along 360 degrees taking seed point as center for finalizing our ROI. 

Step 01: Smaller Window Generation 

For our directional derivate calculation, we have used smaller rectangular 

window for the better approximation of the boundary. Smaller window 

eliminates chance of false boundary detection.  

Let,  

Dy+= Perpendicular Distance of Image Boundary from the Seed Point in   

positive vertical direction  

Dy-=Perpendicular Distance of Image Boundary from Seed Point in negative 

vertical direction and Dx be the horizontal length of the image.  

Then 

𝐿𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑤𝑖𝑛𝑑𝑜𝑤 = 𝐷𝑥;  

𝐵𝑟𝑒𝑎𝑑𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑤𝑖𝑛𝑑𝑜𝑤 = 2 ∗ 𝐷𝑦;    

𝐷𝑦 = 𝑚𝑖𝑛(𝐷𝑦+,𝐷𝑦−);                                             

 

Figure 4.13 depicts this conventions mentioned and Fig 4.14 shows the smaller 

window generated for further calculations. 

  

 

 

 

 

 

 

  

 

 

Y 

Brown=Dx 

Green=Dy 

Box=Seed Point 

Figure 4.13 Smaller Window Generation 
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Step 02: Gradient Calculation along 360 degree 

Usually derivative calculation provides good result in boundary detection in 

noise-free image which is a very deviant case from ultrasound image. Here, we 

use derivative to obtain a preliminary contour serving as the intermediate 

result for ROI generation.  

Before derivate calculation, we applied median filtering on the image to 

suppress speckle noise. We did not pay too much attention on noise 

suppression step as we are using directional derivate to approximate the 

boundary, not segmenting it. 

To determine gradient of a pixel, grad(j) for in a direction Ø(i) we have used 

the following equation  

( ) 1( ) 2( )grad j q j q j           4.9 

In equation 4.9, 

j= number of pixels of the image; 

q1(j) = sum of next n no. of  pixel intensities from the pixel under 

consideration, p(j);  

q2(j)= sum of previous n no. of pixel intensities from the pixel under 

consideration, p(j);  

n = number of pixels considered for the calculation. 

In our algorithm we found n=8 yielded good outcome. We have used this 

technique of pixel summation to suppress the noise effect of the ultrasound 

Figure 4.14 Smaller Window 
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image. Then, we determined 1st, 2nd and 3rd maximum value of gradients in all 

directions. Finally we achieve a rough boundary by calculating medians among 

the top three gradients in each directions. Fig 4.15 shows our gradient image 

showing the rough boundary. 

 

 

 

 

 

 

 

 

 

Step 03: Final ROI Cut 

For our final ROI cut, we divided our image into four quadrant as shown in Fig 

4.16. Generally, we observed that the irregularity in the shape of breast lesion 

can be closely correlated with oval shape. This is our motivation behind 

choosing such quadrants as depicted in Fig 4.16. 

 

 

 

 

 

 

 

 

 

Quadrant 1 

Quadrant 4 

Quadrant 3 

Quadrant 2 

Figure 4.15 Gradient Image 

Figure 4.16 Image with four quadrants 
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From the set of gradient points in quadrant 1, we determined the average 

among those points and used the value as our radius of ROI in positive x 

direction. We purposefully added an offset of 15 pixels in order to make sure 

that the lesion is completely covered by ROI. The same procedure is repeated 

for other three quadrants. Thus we determine the average radius of our ROI 

centering from our original seed point. 

Using this radius in four directions, we cut off our final Region of Interest. The 

result of the automated generated ROI is shown in Fig 4.17. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.18(a), 4.18(b), 4.18(c) and 4.18(d) shows four generated ROIs from our 

proposed algorithm. 

 

Figure 4.17 Rectangular ROI on the original image 
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Figure 4.18 (a) 

Figure 4.18 (b) 
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Figure 4.18 (d) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.18 (c) 

Figure 4.18 Successfully Generated ROIs 
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Chapter 5 

 
Automatic Lesion Segmentation from the 

derived ROI image 

 

5.1 Introduction 
Automatic lesion segmentation is a crucial step in achieving full automation in 

CAD systems.   A fully automatic CAD can minimize the effect of the operator-

dependent nature inherent in ultrasound imaging [71] and make the diagnosis 

process reproducible [31]. It is quite important to be accurate in segmentation 

because many crucial features for discriminating benign and malignant lesions 

are based on the contour, shape, volume and texture of the segmented lesion 

which further runs through classifier for final decision. So it is very much 

crucial to never lose any important image feature in the segmentation phase. 

Therefore, an accurate segmentation enhances the probability of achieving 

correct diagnosis. 

However, there are characteristic artifacts, such as attenuation, speckle, 

shadows, and signal dropout, which make the segmentation task complicated; 

these artifacts are due to the orientation dependence of acquisition that can 
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result in missing boundaries [31]. These artifacts makes BUS image 

segmentation task a complicated and challenging one. 

In this section, we achieve segmentation in two methods which are discussed 

below in details. 

 

5.2 Method 01 
This method includes six steps. These are shown in the Fig 5.1. 

 

 

Figure 5.1 Proposed Method 01 
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Step 01: Getting the ROI Image 

First of all, we input the ROI image extracted from the method mentioned in 

chapter 3 and starts processing on it to achieve better accuracy and to avoid 

unwanted segmentation as ROI generation phase already removes unwanted 

tissues, muscles, fats etc. from the original image.  

 

 

 

 

 

 

 

 

 

Step 02: Speckle Reducing Anisotropic Diffusion (SRAD) Filtering 

SPECKLE, a form of multiplicative, locally correlated noise which arises from 

coherent wave interference [72] and gives a granular appearance to an 

otherwise homogeneous region of tissue. Ultrasonic produced by ultrasonic 

probe is reflected by the body internal and external interface and returned the 

probe. A series of coherent scattering of waves are induced due to the signal of 

the probe random fluctuating. Thus speckle noise occurs with this random 

fluctuating in medical ultrasound imaging system. Speckle reduces image 

contrast and detail resolution, and makes it difficult to identify abnormal tissue 

patterns (or texture) that may indicate disease [73].  

Speckle noise can be mathematically modelled as 

( , ) ( , ). ( , ) ( , )m af x y g x y x y x y         5.1 

 

Figure 5.2 ROI Image 
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In this equation 5.1 

( , )g x y  = Real Noisy image 

( , )g x y = Original Image 

( , )m x y = Multiplicative Noise Function 

( , )a x y = Additive Noise Function 

Compared to additive noise, multiplicative noise is signal dependent and is 

difficult to be removed without impairing image details [74]. Since additive 

noise is considered to be lower than multiplicative noise, [75] proposed the 

following signal dependent noise model for speckle specification in ultrasound 

images: 

( , ) ( , ). ( , )mf x y g x y x y        5.2 

In BUS image, it is very much crucial to preserve the edges and at the same time 

reduce speckle noise as much as possible. For achieving this purpose, we used 

SRAD filtering technique. The following features of SRAD filtering makes it 

superior over other adaptive de-speckle filtering techniques such as Lee and 

Kuan filter, Frost filter etc. [76]: 

 A partial differential equation (PDE) approach to speckle removal; 
 

 Allows the generation of an image scale space (a set of filtered images 
that vary from fine to coarse) without bias due to filter window size and 
shape; 

 

 SRAD not only preserves edges but also enhances edges by inhibiting 
diffusion across edges and allowing diffusion on either side of the edge; 
 

 SRAD is adaptive and does not utilize hard thresholds to alter 
performance in homogeneous regions or in regions near edges and small 
features. 
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Basic Theory behind SRAD Filtering 

Given an intensity image ( , )oI x y  having finite power and no zero values over 

the image support  , the output image ( , ; )I x y t  is evolved according to the 

following PDE [76]: 

0

0

( , ; )
[ ( ) ( , ; )]

( , ; )
( , ;0) ( , ), ( )

I x y t
div c q I x y t

t

I x y t
I x y I x y

n 


 








       5.3 

In the equation 5.3 

  = Border of    

n  = Outer normal to   

The diffusion coefficient is determined by: 

2 2

0

2 2

0 0

1
( )

[ ( , ; ) ( )]
1

[ ( )(1 ( ))]

c q
q x y t q t

q t q t







         5.4 

And the instantaneous coefficient is given by: 

2 2 2 2

2 2

1 2(| | ) (1 4 )(| | )
( , ; )

[1 (1 4)( )]

I I I I
q x y t

I I

  


 
      5.5 

The initialized 0 ( )q t  is given by 

0

[var ( )]
( )

( )

z t
q t

z t
           5.6 

Here, ( )z t  is the most homogenous region in t   
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Implementing the equations (5.3-5.6), we applied SRAD filtering on our ROI 

image and got out SRAD filtered image shown in Fig 5.4 

 

 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.3 ROI Image before filtering 

Figure 5.4 ROI Image after SRAD filtering 
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Step 03: Watershed Segmentation 

Basic Concept 

The basic concept of watershed is based on visualizing a gray level image into 

its topographic representation, which includes three basic notions: minima, 

catchment basins and watershed lines. In the image of Fig.5.6, if we imagine the 

bright areas have "high" altitudes and dark areas have "low" altitudes, then it 

might look like the topographic surface illustrated by Fig. 5.5. In this surface, it 

is natural to consider three types of points:   

(1) Points belonging to the different minima;  

(2) Points at which water would fall with certainty to a single minimum;  

(3) Points at which water would be equally likely to fall to more than one 

       minimum [77].  

The first type of points forms different minima of the topographic surface. The 

second type points which construct a gradient interior region is called 

catchment basin.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.6 Topographic Relief Image Figure 5.5 A Gray Scale Image 
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The algorithm introduced by Luc Vincent and Pierre Soille is based on the 

concept of “immersion”. Each local minima of a gray-scale image I which can be 

regarded as a surface has a hole and the surface is immersed out into water. 

Then, starting from  the  minima  of  lowest  intensity  value,  the  water  will 

progressively  fill  up  different  catchment  basins  of  image (surface) I. 

Conceptually, the algorithm then builds a dam to avoid  a  situation  that  the  

water  coming  from  two  or  more different local minima would be merged. At 

the end of this immersion process, each local minimum is totally enclosed by 

dams corresponding to watersheds of image (surface). This flooding process is 

shown in Fig 5.7. 

 

Figure 5.7  Flooding in Watershed Algorithm 
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Due to wide variation of intensity in the BUS image, the watershed 

segmentation suffers from over-segmentation of the image. To overcome this 

problem, we suppressed some local minimums in order to achieve our desired 

segmentation. Finally, we applied this algorithm on our SRAD filtered image. 

Fig 5.8 shows the gray scale watershed image and Fig 5.9 shows the color 

mapped watershed image. 

  

  

  

Figure 5.8 Gray Scale Watershed Image 

Figure 5.9 Color Mapped Watershed Image 
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Step 04: Binary Thresholding 

We observed the large connected component of watershed image is our desired 

lesion. Therefore we followed the following principle to form the binary image: 

 Ranked all the segmented region of the watershed image based on area 
 Formed binary image by preserving the largest connected area in the 

watershed image 
Thus we get a binary image having only our lesion. Fig 5.10 shows the binary 

image. 

 

 

 

 

 

 

 

  

 

Step 05: SOBEL Edge Detection 

In this step we apply the SOBEL edge detection method. 

Fig 5.11 shows a 3x3 neighborhood of an image I with green colored box 

showing the center pixel on which the SOBEL edge detection will be applied. 

The steps of SOBEL edge detection are: 

 It uses a 3x3 filter mask as shown in Fig 5.12 and Fig 5.13 to calculate 
gradient in every pixel location of the input image 

 It returns edges at those points where the gradient of I is maximum 
 

 

 

Figure 5.10 Binary Image 
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Figure 5.12 SOBEL Operator for x 
direction 

Figure 5.13 SOBEL Operator for y 
direction 
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Figure 5.11 3x3 Image 
Neighborhood 
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Therefore the gradient equation becomes: 

7 8 9 1 2 3( 2 ) ( 2 )x

I
g z z z z z z

x


      


       5.7 

3 6 9 1 4 7( 2 ) ( 2 )y

I
g z z z z z z

y


      


      5.8 

Applying this SOBEL Edge detector on our binary image, we get the edge of 

our lesion as shown in Fig 5.14. 

 

 

 

 

 

 

 

 

Step 06: Segmented Image 

Finally we superimpose our detected edge on the original image and get our 

desired automatic segmentation. Fig 5.15 shows the final segmented image. 

 

 

  

Figure 5.14 SOBEL Edge Detection 

Figure 5.15  Segmented Image 
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5.3 Method 02 
In the method 02, we made modifications in step 03. Instead of applying 

watershed segmentation we applied entropy filtering in step 03. Fig 5.16 shows 

the steps in method 02. 

 

Figure 5.16 Proposed Method 02 

 

Modified Steps 

Step 03: Entropy Filtering 

In this step we applied entropy filtering on SRAD filtering image. Fig 5.17 shows 

our entropy filtered image. 

 

 

  

ROI 

Image

SRAD 

Filtering

ENTROPY
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Segmented
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Figure 5.17 Entropy Filtering 
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Step 04: Binary Thresholding and Ranking 

We transformed our entropy filtered image into binary image using entropy 

thresholding. For our thresholding, we used following equation for threshold 

determination: 

2

MaximumEntropy MinimumEntropy
EnTh


       5.9 

After thresholding, we ranked the rest region to get the final lesion. Fig 5.18 

shows binary image after thresholding and Fig 4.19 shows the image with the 

lesion. 

 

 

  

Figure 5.18 Binary Image 

Figure 5.19 Binary Image with the winning region 
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Step 05: SOBEL Edge Detection 

Then we applied SOBEL Edge detection to detect the edge from the binary 

image. Fig 5.20 shows the detected edge. 

 

 

 

 

 

 

 

 

 

 

Step 06: Segmented Image 

Finally we superimpose our detected edge on the original image and get our 

desired automatic segmentation. Fig 5.21 shows the final segmented image. 

 

Figure 5.20 Detected Edge 

Figure 5.21 Segmented Image 
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5.4 Segmentation Results  

5.4.1 Results from Method 01 
Fig 5.22(a), 5.22(c) and 5.22(c) shows the segmented images using method 01. 

 

 

 

 

 

 

 

 

 

  

Figure 5.22 (a) 

Figure 5.22 (b) 

Figure 5.22 (c) 

Figure 5.22 Segmented images using method 01 



Chapter 5     Automatic Lesion Segmentation from the derived ROI image 
 

52 
 

5.4.2 Results from Method 02 
Fig 5.23(a), 5.23(c) and 5.23(c) shows the segmented images using method 02. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.23 (a) 

Figure 5.23 (b) 

Figure 5.23 (c) 

Figure 5.23 Segmented images using method 02 
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Chapter 6 
 

Quantitative Evaluation of Segmentation 

Results 
In this section, we try to validate our proposed algorithm by comparing our 

segmented image with the manually delineated ground truth image. We 

evaluate the performance of our method using four statistical metrics as 

follows: 

 Dice Over Lap Coefficient (DOC) 
 Jaccard Coefficient (JC) 
 True Positive (TP) Area Ratio 
 False Positive (TP) Area Ratio   
 Hausdorff distance (HD) 

 

 

6.1 Area Error Metrics 
Area error metrics can evaluate how much of the lesion region is correctly 

covered by the generated lesion region and how much is wrongly covered.  
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The metrics used to evaluate this error are: 

a) TP Area Ratio [7]= 
|

| |

| |

m a

m

A A

A


  

b) FP Area Ratio [7] = 
|

| |
1

| |

m a

m

A A
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c) Similarity or Jaccard Coefficient [17] = 
| |

| |

| |

m a

m a

A A
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d) Dice Overlap Coefficient = 
| |

| |

| |

m a

m a

A A

A A




  

 

Following Fig 6.1 depicts the area error evaluation process. 

  

 

 
 

 

 

 

 

 

 

 

 

 

Figure 6.1 Areas corresponding to TP, FP, and FN regions 
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6.2 Boundary Error Metrics 
We use boundary error metrics to analyze the difference between the contours 

generated by the proposed method and the contours marked by the radiologist. 

In our case we have used Hausdorff distance (HD) [7] which measures the 

worst possible disagreement between two contours. 

Let we denote the manually delineated boundary as 1 2{ , ,..........., }Q q q q  and 

the computer segmented result as 1 2{ , .........., }P p p p  and each element of 

Q or P is a point on the corresponding contour. We find the distances of every 

point in P to all points in Q, and define the shortest distance of jp to contour Q 

as: 

, 1,...........,jp P j     , we find 

( , ) min || ||, 1,.......,j j w
w

d p Q p q w      

where || * || is 2D Euclidian Distance. 

Now HD is defined as: 

max ( , ), 1,.....,j
j

HD d p Q j     

 

6.3 Materials 
• Total 30 breast ultrasound images are used for analysis 

• Out them, 23 images yielded correct results for ROI detection and 15 

images were segmented 
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Case 01 

 

 

 

 

 

 

 

Table 6.1 Comparison between two proposed methods for case 01 

 

 

Metrics Watershed Method Entropy Method 

TP Area Ratio 0.9634 0.6588 

FP Area Ratio 0.0366 0.3416 

JC 0.8715 0.6449 

DOC 0.9314 0.7841 

HD 1.5764 2.0116 

(c)  (b) (a) 

0

0.5

1

1.5

2

2.5

3

3.5

4

TP FP JC DOC HD

Result Analysis
Case 01

Watershed Entropy

Figure 6.2 Case 01: (a) ROI image, (b) Watershed image, (c) Entropy image 

Figure 6.3 Result comparison for case 01 
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Case 02 

 

 

 

 

 

 

 

Table 6.2 Comparison between two proposed methods for case 02 

 

 

Metrics Watershed Method Entropy Method 

TP Area Ratio 0.9780 0.7500 

FP Area Ratio 0.0220 0.2500 

JC 0.5880 0.7092 

DOC 0.7405 0.8299 

HD 4.5214 2.3359 

(b) (a) (c) 

0

0.5

1

1.5

2

2.5

3

3.5

4

TP FP JC DOC HD

Result Analysis
Case 02

Watershed Entropy

Figure 6.4 Case 02: (a) ROI image, (b) Watershed image, (c) Entropy image 

Figure 6.5 Result comparison for case 02 
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Case 03 

 

Table 6.3 Comparison between two proposed methods for case 03 

 

Metrics Watershed Method Entropy Method 

TP Area Ratio 0.9868 0.6621 

FP Area Ratio 0.0132 0.3379 

JC 0.7377 0.6605 

DOC 0.8490 0.7955 

HD 3.3725 1.8061 

(c) (b) (a) 

0

0.5

1

1.5

2

2.5

3

3.5

4

TP FP JC DOC HD

Result Analysis
Case 03

Watershed Entropy

Figure 6.6 Case 03: (a) ROI image, (b) Watershed image, (c) Entropy image 

Figure 6.7 Result comparison for case 03 
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6.4 Result Analysis 
From analyzing the results, we observe that in most of the case watershed 

method yielded better result than the entropy based method. But still 

watershed encompasses larger area around the lesion while entropy misses the 

region by encompassing smaller area. So possible improvement of the 

algorithm may be an edge derived from averaging the resultants from both 

methods. 
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Chapter 7 

 

Future Development and Conclusion 
In this thesis, we came up a segmentation algorithm which is capable of 

automatically generate ROI accurately. The whole system consisted of two 

major steps: 

 Automatic ROI Generation 
 Automatic Lesion Segmentation from the ROI image 

 

The whole system overview is given in Fig 7.1 

Though our system successfully generates ROI image in most of the case, but 

still it suffers from some limitations. These are: 

a) Too much speckle corrupted image provides anomalous entropy value 
which results in wrong ROI detection; 

b) The accuracy of ROI detection is a direct function of shadowing artifacts 
of the image thus too much shadowing results in erroneous detection; 

c)  Too much speckle results in false radius in ROI detection phase; 
d) In segmentation stage, sometimes watershed method encompasses 

larger area while entropy method encompasses smaller area which is a 
hindrance in persevering correct shape of the segmented lesion.   
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Horizontal Cut Based on 
Entropy Filtering

Seed Generation for 
Gradient Calculation

ROI Finalization using 
Directional Gradient

Method 01

ROI Image

SRAD Filtering

WATERSHED 
Segmentation

Binary Image 
Formation

SOBEL Edge 
Detection

Segmented 
Image

Method 02

ROI Image

SRAD Filtering

Entropy Filtering

Binary Image 
Formation

SOBEL Edge 
Detection

Segmented 
Image

ROI Generation 

Lesion 

Segmentation 

Figure 7.1 Whole system overview of proposed methods 
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Potential Future works may listed as follows: 

 

a) Solving the problems in ROI detection phase; 
 

b) Mathematical modelling of Shadowing Artifact of BUS image; 
 

c) Improving Automatic Segmentation of detected ROI image by creating an 
edge which is the average of the edge achieved from watershed method 
and entropy method. 
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