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Abstract

Electronic Mail is the “killer network application”. It is ubiquitous and pervasive. In a
relatively short timeframe, the Internet has become irrevocably and deeply
entrenched in our modern society primarily due to the power of its communication
substrate linking people and organizations around the globe. Much work on email
technology has focused on making email easy to use, permitting a wide variety of
information and information types to be conveniently, reliably, sent throughout the
Internet. However, the analysis of the vast storehouse of email content accumulated
or produced by individual users has received relatively little attention other than for
specific tasks such as spam and virus filtering. Users in the email continuously
receive spam and they get into trouble wasting their time and also harmful emails

can cause harm to the computers.

This thesis presents an implemented framework for data mining behavior models
from email data. The EMT is a data mining tool kit designed to analyze email corpora,
including the entire set of email sent and received by an individual user, revealing
much information about individual users as well as the behavior of groups of users in
an organization. A number of machine learning and anomaly detection algorithms
are embedded in the system to model the user’s email behavior in order to classify
email for a variety of tasks. There are different methods for detection of spam
through email. The main goal is to develop a method that outperforms the existing
methods in terms of detection of spam, ham and wrongly classified spam, i.e. need is
to improve the accuracy of the proposed method compared to the other existing
methods. The other goal is to implement the proposed algorithm for reducing the
time. So, to recapitulate, this thesis also deals the accuracy and process timing based

on prioritization of detecting email messages.

The proposed method uses prioritization of process criterion which is unavailable in
the earlier existing methods. It also uses the post-filtering concept which contributes
for the enhancement of accuracy of the proposed method. Thus the proposed

method, which we name as MAN is responsible for spam detection and outperforms
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the existing methods. This method also provides user convenient spam detection
process. So, by using the concepts of post-filtering, process prioritization and
different criterion in order to detect spam, the optimum accuracy for detecting spam

will be possible.

xii



Chapter 1: Introduction

1.1 Background

Electronic mail is one of the most popular forms of communications today. The
surprisingly fast acceptance of this communication medium is best exemplified by
the sheer number of current users, estimated to be as close to three quarters of a
billion individuals, and growing [1]. This form of communication has the simple
advantage of being almost instantaneous, intuitive to use, and costing virtually
nothing per message. The current email system is based on the SMTP protocol RFC
821 and 822 developed in 1982 and extended in RFC 2821 in 2001[2]. This system
defines a common standard to unite the different messaging protocols in existence
prior to 1982. It allowed users the ability to exchange messages with one another
using a system based on the SMTP protocol and email addresses. These protocols
allowed messages to pass from one user to another, making it practical and easy for
different users to communicate independent of the service-provider or the client
application. In 1982, Denning [3] wrote about the problem of working with email,
asking” Who will save the receivers from drowning in the rising tide of information

so generated?”

Emails for the most part are held in data files or folders with no structured
relationship (at files), making anything more than a keyword search very slow. Users
may choose to move messages into time-ordered sub-folders of related messages.
Studies have shown that typical users quickly generate anywhere from tens to
hundreds of folders in a relatively short amount of time. Finding a particular past
message across these sub-folders can easily turn into a daunting task. Not only is the
email the subject of search, but also the folder in which it might have been placed.
Within these at file folders, attachments are encoded in MIME format making analysis
of anything other than simple filename close to impossible. Recent tools have been
released which allow indexing and searching local data including emails and parts of
attachments. Above and beyond simply sending messages, studies have shown that
many users have quickly adopted email to a variety of tasks including task
delegation, document archiving, personal contact list, and reminder and scheduling

[4]. For example, typical users will use their INBOX or main message area, as an
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active “to-do list”, leaving current messages on the top of the list. Even for well-
organized users who always maintain past messages in appropriate sub-folders,
there remains the possibility of down-time, and hence, over a relatively short period
of time, bursts of email can quickly accumulate making organization of these new
messages a slow and difficult task. In addition to these organization issues, the
Achilles heel of the current email system is its relative ease of abuse. The protocols
were based on the assumption that email users would not abuse the privilege of
sending messages to each other. The misuse and abuse of the email system has taken
on many forms over the years. Typical misuse includes forged emails, unwanted
emails (spam), fraudulent schemes, and identity theft and fraud through “Phishing”
emails. Abuse includes virus and worm attachments, and email DOS attacks. The
common denominator among all these categories is they exploit the email system’s
lack of controls and authentication of sender and recipient (an inherit problem in a
decentralized system). Email is not permission based, and one can simply send a
message without prior approval. Users should not be expected to pay a repair bill for
simply opening an email which seemed to have originated from a friend’s email

address, spoofed by an abuser.

Thus, detecting spam is one of the most important criterion. In this thesis paper, our
effort is to detect the spam in email. There are some existing spam filtering methods
like Bayesian spam filtering, Improved Bayesian spam filtering, Naive Bayesian spam
filtering, Meta spam filtering. We compare the existing methods with the proposed
method and find out the accuracy and false positive, i.e. wrongly detected spam of the
proposed method with the above mentioned existing methods. It is observed that
using the post filtering method of user customization increases the accuracy of the
proposed method. The method of process prioritization is also used in order to detect
the accuracy of the proposed method. If a process is able to detect spam more
frequently than the other process than the prioritization of the process is
automatically updated and thus the accuracy also increases significantly with the
update of the process prioritization. To recapitulate, it can be said that the proposed
method of spam filtering is the best and overwhelms the other existing methods in

terms of accuracy and false positive detection.
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1.2 Problem statement

Now as the number of email users is increasing day by day, so is the number of spam
in the inbox. There are different methods for detection of spam. The most well known
of these techniques are Bayesian, Improved Bayesian, Naive Bayesian , Meta spam
filtering, Greylist method for detection of spam. The advantage of Bayesian spam
filtering is that it can be trained on per-user basis and it can perform particularly well
in avoiding false positives, where legitimate email is incorrectly classified as spam.
The main disadvantage is that spammer tactics include insertion of random
innocuous words that are not normally associated with spam. For the improved
Bayesian method, the main advantage is that the risk of loss factor is reduced. The
disadvantage for the method is that calculating the weighting factor is time
consuming and costly. The advantage of Naive Bayesian spam filtering is that it only
requires a small amount of training data to estimate the parameters [5]. The
disadvantage of the method is that the dependence of the class conditional
independence among these cannot be modeled. The advantage of Meta spam filtering
is that TCP/IP blocking is used to find malicious email address, while the
disadvantage of the method is that definitions of spam should be agreed on before
testing. In the Greylist method, the advantage of the method is that it requires no
additional configuration from user end while the disadvantage of the method is that
it delays much of the mail from non-white listed mail servers. The main problems
with all these existing algorithms is that none of the existing methods have accuracy
of greater than 98% and all of these have higher time complexity which can be
reduced with feasible implementation of a proposed method. So, our goal is to
propose a method with higher accuracy and also provide a users’ (receivers)
customization in proposed model. So, we propose an efficient proposed method
named as MAN which will drive away the disadvantages of the existing method. The

MAN method has greater accuracy in order to detect email spam.

All of these have the advantages and disadvantages. Our main goal in this thesis is to
develop an efficient method of spam detection named as MAN spam detection

technique.
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1.3 Significance of study

This thesis paper first detects the characteristics of different messages in order to
find out the spam. There are different criteria for the detection of harmful messages
such as presence of images, presence of hyperlinks, number of words and characters
in the subject line, receiver actions towards the emails, number of emails send at a
time, the set of distinct word frequently, requesting secrete information, number of
unique sender addresses. If the message seems to be a harmful one then that
message is detected as spam and different methods are applied to find out which

method is the best one in order to detect spam.

1.4 Scope of study

This thesis mainly focuses on the spam, ham (those that are not spam) and false positive
(wrongly detected spam). For this purpose, we have compared Bayesian, Improved
Bayesian, Naive Bayesian, Meta spam filtering, Greylist and our proposed MAN spam
detection method. The accuracy of these methods is compared. The prioritization of the
receiver in the proposed method has immense contribution to decrease the wrongly
detected spam or ham. The MAN spam detection method out performs the other

methods in terms of the criterion mentioned earlier.

1.5 Objectives:

We have set forth the followings as the research objectives:

To study different methods of spam filtering

ISR

To analyze the behavior of spammer (sender)

To analyze the behavior of emails

o o

To analyze the behavior of user (receiver) towards the spam’s

o

To propose a spam detector on the basis of analysis

-

To implement the proposed method in a real life mail server.

1.6 Thesis outline

In this thesis paper, the next chapter deals with the existing filtering methods, in
chapter-3 we will discuss the proposed MAN method for spam detection, in chapter-4

we will implement the proposed method and in chapter-5 will produce a graphical
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representation of the performance analysis of the proposed MAN spam detection
method compared with Bayesian and Naive Bayesian method. Last, but not the least,
in chapter 6 we will summarize the report and will indicate the future work for the

existing proposed method.



Chapter 2: Literature Review

In this chapter, we will discuss about the various email classifications of the existing
methodologies. The main methodologies used for spam filtering are Bayesian spam
filtering, improved Bayesian filtering, A Naive Bayes classifier, Meta spam filtering,

and Greylist. We will discuss about these methodologies in the next section.

2.1 Bayesian spam filtering

It is known as statistical spam filtering method. It makes use of anaive Bayes
classifier to identify spam e-mail. Bayesian classifiers work by correlating the use of
tokens (typically words, or sometimes other things), with spam and non-spam e-
mails and then using Bayesian inference to calculate a probability that an email is or
is not spam. Bayesian spam filtering is a very powerful technique for dealing with
spam, that can tailor itself to the email needs of individual users, and gives low false

positive spam detection rates that are generally acceptable to users.

The first known mail-filtering program to use a Bayes classifier was Jason Rennie's
ifile program, released in 1996. The program was used to sort mail into folders. The
first scholarly publication on Bayesian spam filtering was by Sahami et al. in 1998(7].
That work was soon thereafter deployed in commercial spam filters. However, in
2002, Paul Graham was able to greatly improve the false positive rate, so that it could

be used on its own as a single spam filter.

2.1.1 Process

Particular words have particular probabilities of occurring in spam email and in
legitimate email. For instance, most email users will frequently encounter the word
"Viagra" in spam email, but will seldom see it in other email. The filter doesn't know
these probabilities in advance, and must first be trained so it can build them up. To
train the filter, the user must manually indicate whether a new email is spam or not.
For all words in each training email, the filter will adjust the probabilities that each
word will appear in spam or legitimate email in its database. For instance, Bayesian

spam filters will typically have learned a very high spam probability for the words
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"Viagra" and "refinance", but a very low spam probability for words seen only in

legitimate email, such as the names of friends and family members.

After training, the word probabilities (also known as likelihood functions) are used to
compute the probability that an email with a particular set of words in it belongs to
either category. Each word in the email contributes to the email's spam probability,
or only the most interesting words. This contribution is called the posterior
probability and is computed using Bayes' theorem. Then, the email's spam
probability is computed over all words in the email, and if the total exceeds a certain

threshold (say 95%), the filter will mark the email as a spam.

As in any other spam filtering technique, email marked as spam can then be
automatically moved to a "Junk" email folder, or even deleted outright. Some
software implements quarantine mechanisms that define a time frame during which

the user is allowed to review the software's decision.

The initial training can usually be refined when wrong judgments from the software
are identified (false positives or false negatives). That allows the software to

dynamically adapt to the ever evolving nature of spam.

Some spam filters combine the results of both Bayesian spam filtering and other
heuristics (pre-defined rules about the contents, looking at the message's envelope,
etc.), resulting in even higher filtering accuracy, sometimes at the cost of

addictiveness.

2.1.2 Mathematical foundation

Bayesian email filters take advantage of Bayes' theorem. Bayes' theorem is used
several times in the context of spam:
= A first time, to compute the probability that the message is spam, knowing
that a given word appears in this message;
= A second time, to compute the probability that the message is spam, taking
into consideration all of its words (or a relevant subset of them);

=  Sometimes a third time, to deal with rare words.
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2.1.3 Probability computation

Let's suppose the suspected message contains the word "replica”. Most people who
are used to receiving e-mail know that this message is likely to be spam, more
precisely a proposal to sell counterfeit copies of well-known brands of watches. The
spam detection software, however, does not "know" such facts, all it can do is

compute probabilities.

The formula used by the software to determine that is derived from Bayes' theorem

Pr(W|S).Pr(S)
Pr(W|8).Pr(8)+Pr(W|H).Pr (H)

Pr(S|W) =

. ()

where:
e Pr(S/W) is the probability that a message is a spam, knowing that the word
"replica" is in it;
e Pr(S) is the overall probability that any given message is spam;
e Pr(S/W) is the probability that the word "replica" appears in spam messages;
e Pr(H) is the overall probability that any given message is not spam (is "ham");

e Pr(WJ[H) is the probability that the word "replica” appears in ham messages

Recent statistics [8] show that the current probability of any message being spam is

80%, at the very least: Pr(§)=0.8; Pr(H)=0.2

However, most bayesian spam detection software makes the assumption that there is
no a priori reason for any incoming message to be spam rather than ham, and

considers both cases to have equal probabilities of 50%: Pr(S)=0.5; Pr(H)=0.5

The filters that use this hypothesis are said to be "not biased", meaning that they
have no prejudice regarding the incoming email. This assumption permits simplifying
the general formula to:

Pr (W|S)
Pr(S|W)+Pr (W|H)

Pr(S|W) =

This quantity is called "spamicity"” (or "spaminess") of the word "replica”, and can be
computed. The number Pr(W/[S) used in this formula is approximated to the

frequency of messages containing "replica” in the messages identified as spam during

8
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the learning phase. Similarly, Pr(W/H) is approximated to the frequency of messages
containing "replica” in the messages identified as ham during the learning phase. For
these approximations to make sense, the set of learned messages needs to be big and
representative enough. It is also advisable that the learned set of messages conforms
to the 50% hypothesis about repartition between spam and ham, i.e. that the datasets

of spam and ham are of same size [8].

Of course, determining whether a message is spam or ham based only on the
presence of the word "replica” is error-prone, which is why bayesian spam software
tries to consider several words and combine their spamicities to determine a

message's overall probability of being spam.

2.1.4 Combining individual probabilities

The bayesian spam filtering software makes the "naive" assumption that the words
present in the message are independent events. That is wrong in natural languages
like English, where the probability of finding an adjective, for example, is affected by
the probability of having a noun. With that assumption, one can derive another
formula from Bayes' theorem:

_ P1Py... Py
ek i e SUPRP S )

where:

e Pis the probability that the suspect message is spam;

e P;is the probability P(S|W;) that it is a spam knowing it contains a first word
(for example "replica");

e P;is the probability P(S|W>) that it is a spam knowing it contains a second
word (for example "watches");

o Etc...

e Pyis the probability P(S|Wy) that it is a spam knowing it contains an Nth word

(for example "home").

Such assumptions make the spam filtering software a naive Bayes classifier. The

result p is usually compared to a given threshold to decide whether the message is
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spam or not. If p is lower than the threshold, the message is considered as likely ham,

otherwise it is considered as likely spam.

2.1.5 Other expressions for combining individual probabilities
Usually p is not directly computed using the above formula due to floating-point
underflow. Instead, p can be computed in the log domain by rewriting the original

equation as follows:

_ 1 = (=P)U=Pa)- (1Pn) SRR /)

P1Py...Py

|~

Taking logs on both sides:

In(z—1) = ) ;_[In(1 — P) —InP;]
. (5)

Let n=), [In(1-P)—InP]
Therefore, %—1=en PP (0)

Hence the alternate formula for computing the combined probability:

1

2.1.6 Dealing with rare words

In the case a word has never been met during the learning phase, both the numerator
and the denominator are equal to zero, both in the general formula and in the
spamicity formula. The software can decide to discard such words for which there is

no information available.

More generally, the words that were encountered only a few times during the
learning phase cause a problem, because it would be an error to trust blindly the
information they provide. A simple solution is to simply avoid taking such unreliable

words into account as well.

Applying again Bayes' theorem, and assuming the classification between spam and
ham of the emails containing a given word ("replica") is a random variable with beta

distribution, some programs decide to use a corrected probability:

10
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. (8)

where:
. is the corrected probability for the message to be spam, knowing that
it contains a given word ;
e Sis the strength we give to background information about incoming spam ;
e Pr(S) is the probability of any incoming message to be spam ;
e nis the number of occurrences of this word during the learning phase ;

e Pr(S/W) is the spamicity of this word.

This corrected probability is used instead of the spamicity in the combining formula.

Pr(S) can again be taken equal to 0.5, to avoid being too suspicious about incoming
email. 3 is a good value for s, meaning that the learned corpus must contain more
than 3 messages with that word to put more confidence in the spamicity value than
in the default value. This formula can be extended to the case where n is equal to zero

(and where the spamicity is not defined), and evaluates in this case to Pr(S).

2.1.7 Other heuristics

"Neutral" words like "the", "a", "some", or "is" (in English), or their equivalents in
other languages, can be ignored. More generally, some bayesian filtering filters
simply ignore all the words which have a spamicity next to 0.5, as they bring little to
a good decision. The words taken into consideration are those whose spamicity is
next to 0.0 (distinctive signs of legitimate messages), or next to 1.0 (distinctive signs
of spam). A method can be for example to keep only those ten words, in the examined

message, which have the greatest absolute value |0.5 - pl]|.

Some software products take into account the fact that a given word appears several

times in the examined message, others don't.

Some software products use patterns (sequences of words) instead of isolated
natural languages words [9]. For example, with a "context window" of four words,

they compute the spamicity of "Viagra is good for", instead of computing the
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spamicities of "Viagra", "is", "good", and "for". This method gives more sensitivity to

context and eliminates the Bayesian noise better, at the expense of a bigger database.

2.1.8 Mixed methods

There are other ways of combining individual probabilities for different words than
using the "naive" approach. These methods differ from it on the assumptions they
make on the statistical properties of the input data. These different hypotheses result

in radically different formulas for combining the individual probabilities.

For example, assuming the individual probabilities follow a chi-squared distribution

with 2N degrees of freedom, one could use the formula:
P =C1(-2In(P:P> ... Pn), 2 N) T ) |
where C-1is the inverse of the chi-squared function.

Individual probabilities can be combined with the techniques of the Markovian

discrimination too.

2.1.9 Advantages of the existing Bayesian method
One of the main advantages of Bayesian spam filtering is that it can be trained on a

per-user basis.

The spam that a user receives is often related to the online user's activities. For
example, a user may have been subscribed to an online newsletter that the user
considers to be spam. This online newsletter is likely to contain words that are
common to all newsletters, such as the name of the newsletter and its originating
email address. A Bayesian spam filter will eventually assign a higher probability

based on the user's specific patterns.

The legitimate e-mails a user receives will tend to be different. For example, in a
corporate environment, the company name and the names of clients or customers
will be mentioned often. The filter will assign a lower spam probability to emails

containing those names.
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The word probabilities are unique to each user and can evolve over time with
corrective training whenever the filter incorrectly classifies an email. As a result,

Bayesian spam filtering accuracy after training is often superior to pre-defined rules.

It can perform particularly well in avoiding false positives, where legitimate email is
incorrectly classified as spam. For example, if the email contains the word "Nigeria”,
which is frequently used in Advance fee fraud spam, a pre-defined rules filter might
reject it outright. A Bayesian filter would mark the word "Nigeria" as a probable
spam word, but would take into account other important words that usually indicate
legitimate e-mail. For example, the name of a spouse may strongly indicate the e-mail

is not spam, which could overcome the use of the word "Nigeria."

2.1.10 Limitations of the existing Bayesian method

Depending on the implementation, Bayesian spam filtering may be susceptible to
Bayesian poisoning, a technique used by spammers in an attempt to degrade the
effectiveness of spam filters that rely on Bayesian filtering. A spammer practicing
Bayesian poisoning will send out emails with large amounts of legitimate text
(gathered from legitimate news or literary sources). Spammer tactics include
insertion of random innocuous words that are not normally associated with spam,
thereby decreasing the email's spam score, making it more likely to slip past a
Bayesian spam filter. However with (for example) Paul Graham's scheme only the
most significant probabilities are used, so that padding the text out with non-spam-

related words does not affect the detection probability significantly.

Words that normally appear in large quantities in spam may also be transformed by
spammers. For example, « Viagra » would be replaced with « Viaagra » or « Viagra » in
the spam message. The recipient of the message can still read the changed words, but
each of these words is met more rarely by the bayesian filter, which hinders its
learning process. As a general rule, this spamming technique does not work very well,

because the derived words end up recognized by the filter just like the normal ones.

Another technique used to try to defeat Bayesian spam filters is to replace text with

pictures, either directly included or linked. The whole text of the message, or some
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part of it, is replaced with a picture where the same text is "drawn". The spam filter is
usually unable to analyze this picture, which would contain the sensitive words like
"Viagra". However, since many mail clients disable the display of linked pictures for
security reasons, the spammer sending links to distant pictures might reach fewer
targets. Also, a picture's size in bytes is bigger than the equivalent text's size, so the
spammer needs more bandwidth to send messages directly including pictures. Some
filters are more inclined to decide that a message is spam if it has mostly graphical
contents. Finally, a probably more efficient solution has been proposed by Google and
is used by its Gmail email system, performing an OCR to every mid to large size

image, analyzing the text inside [10].

2.1.11 Applications of Bayesian filtering

While Bayesian filtering is used widely to identify spam email, the technique can
classify (or "cluster") almost any sort of data. It has uses in science, medicine, and
engineering. One example is a general purpose classification program called
AutoClass which was originally used to classify stars according to spectral
characteristics that were otherwise too subtle to notice. There is recent speculation
that even the brain uses Bayesian methods to classify sensory stimuli and decide on

behavioral responses [11].

2.2 Improved Bayesian filtering

Final decision is made based on the weighted score of the attributes of both attitude
analysis phase and relevancy analysis phase. The attitude analysis holds 0.5 weight
age for both e-mail id and subject trusted. Similarly, relevancy analysis phase holds
0.5 weight age for relevant content. If the weighted value is greater than 0.5 then the
email is moved to Inbox and the pre-processed root words which are not already
exist are added to positive dictionary. If the weighted value is less than 0.5 then the
email is moved to spam and the pre-processed root words which are not already
exist are added to negative dictionary. If the weighted value is equal to 0.5 then the e-
mail is hold. The number of normal e-mail that are classified as spam and the reverse

will be significantly trim down since there are a two levels of validating a e-mail in
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the system. Also user can classify spam and ham e-mail according to his personal

interest on a particular e-mail rather than going for a generalized spam filter.

Assumed Ham classified as C0, Spam classified as C1, decision-making text messages

as legitimate risk conditions,

R(HAM|D)=P(C:/D),
R(SPAM/D)=1-P(C:/D)

After calculating a probability the e-mail is spam, one need to compare with the
critical value to determine whether it is a spam. Suppose D is spam e-mail the
probability of P(CI1|D), the probability of the normal messages P(C0|D)=1-P(C1/D).
Threshold in two forms: [12]

a. Set the critical probability ¢, if P(C1/D) > t, then that e-mail is spam;
b. Setthe critical ratio k, if the (P(C1/D) / P(C0O/D)) > k, then that e-mail is spam

It is easy to get the relationship between t and k is:

k
1+k

t
k= —
i K 8

t=

Therefore the text D decision-making of risk as spam R(SPAM | D)=k(1- (P(C1 | D))

2.2.1 Advantage of improved Bayesian filtering method
Using improved Bayesian spam filtering method, the risk of loss factor of k, i.e. weight

factor of the ham emails recognized wrongly as spam are reduced.

2.3 Naive Bayesian spam filtering method

The well known Naive Bayesian classifier is a method based on bayes theorem, with
strong naive independence assumptions. “Independent feature model” is known as to
be a more descriptive term. In simple terms, a naive Bayes classifier assumes that the
presence (or absence) of a particular feature of a class is unrelated to the presence
(or absence) of any other feature, given the class variable. For example, a fruit may be
considered to be an apple if it is red, round, and about 4" in diameter. Even if these
features depend on each other or upon the existence of the other features, a naive
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Bayes classifier considers all of these properties to independently contribute to the

probability that this fruit is an apple.

Depending on the precise nature of the probability model, naive Bayes classifiers can
be trained very efficiently in a supervised learning setting. In many practical
applications, parameter estimation for naive Bayes models uses the method of
maximum likelihood; in other words, one can work with the naive Bayes model

without believing in Bayesian probability or using any Bayesian methods.

In spite of their naive design and apparently oversimplified assumptions, naive Bayes
classifiers have worked quite well in many complex real-world situations. In 2004,
analysis of the Bayesian classification problem has shown that there are some
theoretical reasons for the apparently unreasonable efficacy of naive Bayes
classifiers[13] Still, a comprehensive comparison with other classification methods in
2006 showed that Bayes classification is outperformed by more current approaches,

such as boosted trees or random forests [14].

An advantage of the naive Bayes classifier is that it only requires a small amount of
training data to estimate the parameters (means and variances of the variables)
necessary for classification. Because independent variables are assumed, only the
variances of the variables for each class need to be determined and not the entire

covariance matrix.

2.3.1 The Naive Bayes probabilistic model

Abstractly, the probability model for a classifier is a conditional model p(C|Fjy, ..., Fn)
over a dependent class variable ¢ with a small number of outcomes or classes,
conditional on several feature variables F; through F,. The problem is that if the
number of features n is large or when a feature can take on a large number of values,
then basing such a model on probability tables is infeasible. We therefore

reformulate the model to make it more tractable.

Using Bayes' theorem, we write

é _ p(c) p(Flr"'rFﬂlC)
p(CIFy, .., F) =HOROLtlD e e (10)
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In plain English the above equation can be written as

osterior = prior X likelihood
p - evidence

In practice we are only interested in the numerator of that fraction, since the
denominator does not depend on € and the values of the features F; are given, so that
the denominator is effectively constant. The numerator is equivalent to the joint
probability model p(C, F;, ..., Fn) which can be rewritten as follows, using the chain

rule for repeated applications of the definition of conditional probability:

p(C Fi, ..., Fa)

ap(C) p(Fi, ..., Fn|C)

ap(C) p(F1/C) p(F2, ..., Fa|CF1)

a p(C) p(F1/C) p(F2/C, F1) p(F3, ..., FulC, Fi, F2)

a p(C) p(F1/C) p(F2/C, F1) p(F3/C, F1, F2) p(Fy, ..., FalC, F1, F2, F3)

a p(C) p(F1/C) p(F2/C, F1) p(F3/C, Fi, F2) ...... p(Fu[C, F1, F2, F3, ..., Fn1) ... (12)

Now the "naive" conditional independence assumptions come into play: assume that
each feature F; is conditionally independent of every other feature F; for j # i. This

means that  p(Fi/C, F;) = p(Fi/C) for i # j, and so the joint model can be expressed as

p(C,Fy, ..., Fy) ap(C) p(F1|C) p(F2|C) p(F31C) ... a p(O) [Ti= P(FIC) ... (13)

This means that under the above independence assumptions, the conditional

distribution over the class variable C can be expressed like this:

P(CIFy, ..., ) =Zp(C) [Ty p(F|C) SRR ¢ 1

Where, Z (the evidence) is a scaling factor dependent only on Fj, ..., F,, , ie, a

constant if the values of the feature variables are known.

Models of this form are much more manageable, since they factor into a so-called
class prior p(C) and independent probability distributions p(Fi/C). If there are k
classes and if a model for each p(Fi/C = c¢) can be expressed in terms of r parameters,

then the corresponding naive Bayes model has (k - 1) + n r k parameters. In practice,
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often k = 2 (binary classification) and r = 1 (Bernoulli variables as features) are
common, and so the total number of parameters of the naive Bayes model is 2n+1,

where n is the number of binary features used for classification and prediction.

2.3.2 Estimating the parameters

All model parameters (i.e., class priors and feature probability distributions) can be
approximated with relative frequencies from the training set. These are maximum
likelihood estimates of the probabilities. A class' prior may be calculated by assuming
equally probable classes, or by calculating an estimate for the class probability from
the training set (i.e., (prior for a given class) = (number of samples in the class)/(total
number of samples)). To estimate the parameters for a feature's distribution, one
must assume a distribution or generate nonparametric models for the features from
the training set [15]. If one is dealing with continuous data, a typical assumption is
that the continuous values associated with each class are distributed according to a

Gaussian distribution.

For example, suppose the training data contain a continuous attribute, x. We first
segment the data by the class, and then compute the mean and variance of x in each
class. Let uc be the mean of the values in Tassociated with class ¢, and let ~ be the
variance of the values in x associated with class c. Then, the probability of some value
given a class, P(x=v/c), can be computed by plugging vinto the equation for a Normal

distribution parameterized by ucand . Thatis,

Another common technique for handling continuous values is to use binning to
discrete the values. In general, the distribution method is a better choice if there is a
small amount of training data, or if the precise distribution of the data is known. The
discrete method tends to do better if there is a large amount of training data because
it will learn to fit the distribution of the data. Since naive Bayes is typically used when
a large amount of data is available (as more computationally expensive models can
generally achieve better accuracy), the discrete method is generally preferred over

the distribution method.
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2.3.3 Sample correction

If given class and feature values never occur together in the training set then the
frequency-based probability estimate will be zero. This is problematic since it will
wipe out all information in the other probabilities when they are multiplied. It is
therefore often desirable to incorporate a small-sample correction in all probability

estimates such that no probability is ever set to be exactly zero [16].

2.3.4 Constructing a classifier from the probability model

The discussion so far has derived the independent feature model, that is, the naive
Bayes probability model. The naive Bayes classifier combines this model with a
decision rule. One common rule is to pick the hypothesis that is most probable; this is
known as the maximum a posteriori or MAP decision rule. The corresponding

classifier is the function classify defined as follows:

classify (f;, .., f) = "= p(C = &) [y p(F; = fi IC = ¢)

. (16)

2.3.5 Discussion

Despite the fact that the far-reaching independence assumptions are often
inaccurate, the naive Bayes classifier has several properties that make it surprisingly
useful in practice. In particular, the decoupling of the class conditional feature
distributions means that each distribution can be independently estimated as a one
dimensional distribution. This helps alleviate problems stemming from the curse of
dimensionality, such as the need for data sets that scale exponentially with the
number of features. While naive Bayes often fails to produce a good estimate for the
correct class probabilities, this may not be a requirement for many applications. For
example, the naive Bayes classifier will make the correct MAP decision rule
classification so long as the correct class is more probable than any other class. This
is true regardless of whether the probability estimate is slightly, or even grossly
inaccurate. In this manner, the overall classifier can be robust enough to ignore
serious deficiencies in its underlying naive probability model. Other reasons for the
observed success of the naive Bayes classifier are discussed in the literature cited

below. The naive Bayesian classifier is used for various purposes such as gender
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classification, and document classification. As the main goal of our thesis is dealt with

spam detection, we will deal with the document classification.

The description of the document classification is given below:

2.3.6 Document Classification

Here is a worked example of naive Bayesian classification to the document
classification problem. Consider the problem of classifying documents by their
content, for example into spam and non-spam e-mails. Imagine that documents are
drawn from a number of classes of documents which can be modeled as sets of words
where the (independent) probability that the i-th word of a given document occurs in

a document from class C can be written as p(wi/C).

(For this treatment, we simplify things further by assuming that words are randomly
distributed in the document - that is, words are not dependent on the length of the
document, position within the document with relation to other words, or other

document-context.)

Then the probability that a given document D contains all of the words w;, given a
class C, is

The question that we desire to answer is: "what is the probability that a given

document D belongs to a given class C ?" In other words, what is p(C/D)

Now by definition
_ p(Dn0O)
p(D|C) =5 e e (18)
_ p@n0)
And p(C|D) = (D) A ¢ °)

Bayes' theorem manipulates these into a statement of probability in terms of

likelihood.

p(C|D):%p(D|C) R ¢-11)
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Assume for the moment that there are only two mutually exclusive classes, S and =S
(e.g. spam and not spam), such that every element (email) is in either one or the

other;

Using the Bayesian result above, we can write:

p(SID) = ZDTLPWIIS) v o oo e e e e e o oo e o (23)

p(D)

_ :0(—|S) ) I
p(_'le) - p(D) HLP(Wll S)
(24)

Dividing one by the other gives:

p(SID) _ p(S) [1; P(w;lS)
p(=SID) — p(=S) I1; P(Wi|=S) ' (25)
Which can be re-factored as:
(SID) (S) P(wi|S
p _ P Hi (wilS) ] (26)

p(=SID) — p(=S) L P(wil=S)

Thus, the probability ratio p(S/D) / p(=S/D) can be expressed in terms of a series of
likelihood ratios. The actual probability p(S/D) can be easily computed from log
(p(S/D)/p(=S/D)) based on the observation that p(S/D) + p(=S/D) = 1.

Taking the logarithm of all these ratios, we have:

p(S|D) I p(S) . in P(w;|S)
L

p(=SID) " p(=$) P(wi|-S) (27)

(This technique of "log-likelihood ratios" is a common technique in statistics. In the
case of two mutually exclusive alternatives (such as this example), the conversion of
a log-likelihood ratio to a probability takes the form of a sigmoid curve: see log it for

details.)

Finally, the document can be classified as follows. It is spam if p(S/D) > p(=S/D)

: P(S|D o
(that s, Inﬁ > 0), otherwise it is not spam.
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2.4 Meta spam filtering technique

Given the significance of the spam blight and the competitive nature of the spam-
blocking vendor landscape, most organizations are diligently evaluating suppliers,
and in many cases bringing in products for hands-on testing. In addition, many trade
publications are doing on-site bake-offs to determine the effectiveness of various
solutions, including on-premises software, appliances, and managed services. In
some cases, the testing methodology is flawed, and the results do not represent the
actual effectiveness of the product or service. The root cause of the invalid testing is
that testers typically take a corpus of mail and forward it to the spam-blocking
service or product. In such cases, because of the message forwarding, the vendor is
unable to perform a series of sender IP validation tests, nor is it able to glean
intelligence from the SMTP setup. In some cases, these real-time tests can contribute

up to 20% of spam being blocked.

Furthermore, the header information that is forwarded along with the message is
subject to spammer manipulation and is therefore not necessarily a productive
interrogation target. For example, spammers now routinely add legitimate IP sending
addresses to header information in hopes of the spam being allowed to pass through
the blocking service without scrutiny. In fact, spammers now take great pains to hide
the originating I[P address in the header information, which affects not only white list
performance, but also blacklist, traffic shaping, and reputation filter effectiveness.
Therefore, customers need to understand spammer header tricks as well as the value
of real-time spam evaluation services, and change testing methodologies accordingly

to get a more accurate picture of the effectiveness of spam-blocking products.

Here, we describe various real-time blocking techniques from a sampling of vendors

and conclude with best practices for accurate testing methodologies.

2.4.1 CONTEXT

It is not news to any organization using e-mail that spam threatens the effectiveness
of e-mail systems. Left unattended, spam clogs inboxes, compromises user efficiency,
and overwhelms system components such as message stores and MTAs.

Furthermore, spam is a conduit of all types of salacious content and fraudulent come-
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ons that seek to cajole users into disclosing confidential information such as credit
card and Social Security numbers, bank account information, and passwords (known
as phishing). Approximately 70% of most organizations’ inbound SMTP traffic is
spam. Therefore, it is mandatory that organizations aggressively deploy top-tier
spam-blocking solutions to mitigate the risks and problems concerned and

associated with spam.

Most of the spam blocking services is used in multiple strategies and techniques.

These are not invoked in a mail forwarding situation.

[P-blocking reputation lists: Some spam-blocking companies filter more than 100
million messages a day, and from this large volume they are able to glean intelligence
about the sending patterns of a particular I[P address. If they find a high correlation
between a particular IP address and an unusual volume of mail or certain types of
mail coming from the same address, they will refuse connections for at least a period
of time — from that address. Some companies issue a 550 SMTP error message
(access denied) to the sender. In this scenario, some vendors have a technician
examine the mail flow and determine whether the messages are spam and then act

accordingly [17].

2.4.2 META Practice

Companies also do in-depth log analysis to determine the validity of sending IP
addresses. In addition, vendors have automated the reputation process, and in cases
of, for example, real-time mail flood attacks, the system can shut down connections,
though only after human oversight. With these IP-based reputation filter approaches,
vendors estimate that they stop between 5% and 8% of all spam flowing through its
network. Although there is a common belief that IP addresses are spoof able, SMTP
connections require a confirmation packet from the recipient MTA sent to the

sending IP address.

Although not technically impossible, in practicality, it is extremely difficult to spoof

an IP address.
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2.4.3 TCP/IP blocking

Another blocking method that would not be applicable in a mail-forwarding testing
scenario is blocking messages at the TCP/IP level. Vendors have determined that
spammers often display certain behavior during the SMTP conversation string - when
the recipient and sender MTA first establish a connection. Vendors will not disclose the
specific behavior for fear of tipping off spammers, but when this common behavior is

identified, vendors issue a 550 SMTP error message (access denied).

One vendor is blocking between 25 million and 30 million messages a day based on

this method

This per-message blocking service is also invoked using e-mail authentication

standards such as Sender Policy Framework (SPF) and directory fail attempts. [18]

2.4.4 Traffic shaping

Some vendors use a third spam-blocking method called traffic shaping or IP
throttling, which would not be invoked in a mail-forwarding testing situation. In this
case - called Greylisting - vendors again correlate message flow and type with a
particular IP address. But instead of dropping the connection, vendors slow down
delivery rates - issuing an SMTP 451 error message (connection temporary
unavailable). SMTP relays of legitimate sending organizations will retry later to get
the message through, but a spammer - which is typically paid on volume of messages
sent - will quickly lose patience and move on to another recipient MTA[19]. This
method will also effectively stop dictionary harvest attacks, where the spammer
attempts to collect legitimate mail addresses by bombarding the recipient MTA with

a large volume of mail addressed to common names.

2.4.5 Header walk

Other real-time techniques are emerging that help determine the validity of
messages. “Header walk” services allow the interrogation of header hop data (the
routing path the message took to get to the destination), enabling the discovery of the

sending source IP address. After determination of the source IP address, it will
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perform a real-time lookup to see whether that IP address is registered to that

domain. [20]

2.4.6 Sender query
Vendors use services that validate whether the sending address is legitimate by, for
example, sending a message back to the sender, enabling the company to ascertain

that the sending address is legitimate by scanning for delivery error codes.

2.4.7 Header/conversation data comparison

Companies are also investigating a service that would allow the comparison of SMTP
conversation data (e.g., sending domains) with header information to see whether
they match. Currently, spammers will often spoof header information, and evidence
of that spoofing will be revealed by comparing the SMTP conversation data with the

header data the recipient sees.

2.4.8 Sender IP identification:

Although sender IP addresses can usually be found in the receive headers in a
forwarding scenario, hygiene vendors take additional actions to find the appropriate
[P address. Certain MTAs do not include the original IP address, and some open-
source MTAs have a tendency to botch the proper placement of the sender IP
address. Therefore, in a mail-forwarding scenario, it could be impossible to find the

original sender’s IP address.

2.4.9 Proxy server identification
At a lower level (TCP/IP), vendors can often identify when a proxy server is being
used to relay mail — an almost certain indication that a spammer is the source of the

messages [21].

Again, in a mail-forwarding scenario, this intelligence is lost, creating suboptimal

results for the spam-blocking system under interrogation.

2.4.10 Source origin loss
Origin or source of spam refers to the geographical location of the computer from

which the spam is sent; it is not the country where the spammer resides, nor the
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country that hosts the spam vertised site. Because of the international nature of
spam, the spammer, the hijacked spam-sending computer, the spam vertised server,
and the user target of the spam are all often located in different countries. As much as
80% of spam received by Internet users in North America and Europe can be traced
to fewer than 200 spammers. Losing the source origin of the message also creates
other problems; some Bayesian filters look at the receive header to find legitimate
hops. In a mail-forwarding situation, the final hop is always legitimate, thereby
tricking the filter into awarding positive scores that are fed into the overall statistical

analysis of the message.

2.4.11 Message modification

Any modification to a message before it arrives at the filter can create artificial
results - whether they are changes in the headers or content. For example, adding a
forward descriptor into the subject line can obscure results. Forwarding scenarios
may also result in changes to the MIME (multipurpose internet mail extension)
boundaries that separate messages into logical parts such as text and attachments,

leading, again, to compromised results.

2.4.12 Stale mail

Although not a real-time issue, testing results can be obscured by use of obsolete
messages [22]. Most vendors retire mail-blocking rules, heuristics, and signatures
regularly. If an older corpus of mail is used in a test, blocking effectiveness can be

compromised if the relevant rules and other data have expired.

2.4.13 Testing Methodologies

Many evaluations focus exclusively on spam capture rates and false-positive
generation. A broader testing methodology is more appropriate, where factors such
as end-user satisfaction, ease of administration, and operational control are
considered. This approach enables greater leeway for so-called greymail (messages
the recipient might have solicited at one point, but no longer wants to receive).
Likewise, it is inappropriate to compare vendors representing the three major
delivery modalities (hosted, appliances, and traditional software load) with the same

criteria because each delivery mechanism has a different value proposition. Finally,
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the plug-and-play method of spam evaluation - where testers merely turn on the
service with little or no tuning - does a disservice to the vendors. Testers need to do
the appropriate tuning, including quarantine conditioning - enabling recipients to set

up block/allow lists to get a more accurate picture of blocking effectiveness.

The methodologies used for the following for more accurate testing: [23]

* For hosting vendors such as MessageLabs, FrontBridge, and MX Logic, the
most accurate testing scenario is to change the destination MTA message
exchange record to the hosted vendor, which will filter the mail and
forward it to the recipient domain.

*» For on-premises traditional software load and appliance vendors such as
CipherTrust, an IP load balancer should be placed in front of the hygiene
vendors and a real-world mail feed should be balanced equally across all
the vendors being tested. These approaches have two main virtues: use of
real-time, real-world e-mail feeds, and no changes to mail headers and
other data typically altered in a mail-forwarding testing scenario. Testers
should ensure that a statistically relevant volume of mail is tested for

legitimate results.

Furthermore, for both approaches, we make the following suggestions for improving

the overall testing methodology:

e Blocking engines should be appropriately tuned before the actual tests
start. In the case of hosted vendors, end users should be allowed to
configure their personal blocking preferences.

e Testing should be done on real business users. They should give feedback to
testers when spam gets through and when false positives are detected. These
users should come from various corporate departments such as human
resources, accounting, and customer support. This ensures a real-world
representation of a corporate mail stream.

e Definitions of spam should be agreed on before testing e.g., all messages

with salacious content, regardless of sender, should be considered spam.
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2.5 Greylist

A relatively new spam-filtering technique, greylists take advantage of the fact that
many spammers only attempt to send a batch of junk mail once. [24] Under the
greylist system, the receiving mail server initially rejects messages from unknown
users and sends a failure message to the originating server. If the mail server
attempts to send the message a second time — a step most legitimate servers will
take - the greylist assumes the message is not spam and lets it proceed to the
recipient's inbox. At this point, the greylist filter will add the recipient's email or IP

address to a list of allowed senders.

Though greylist filters require fewer system resources than some other types of
spam filters, they also may delay mail delivery, which could be inconvenient when

you are expecting time-sensitive messages.

2.5.1 Advantages of Greylist

The main advantage from the users' point of view is that greylisting requires no
additional configuration from their end. If the server utilizing greylisting is
configured appropriately, the end user will only notice a delay on the first message
from a given sender, so long as the sending email server is identified as belonging to
the same white listed group as earlier messages. If mail from the same sender is
repeatedly greylisted it may be worth contacting the mail system administrator with

detailed headers of delayed mail.

From a mail administrator's point of view the benefit is twofold. Greylisting takes
minimal configuration to get up and running with occasional modifications of any
local white lists. The second benefit is that rejecting email with a temporary 451
error (actual error code is implementation dependent) is very cheap in system
resources. Most spam filtering tools are very intensive users of CPU and memory. By
stopping spam before it hits filtering processes, far fewer system resources are used.
This allows more layers of spam filtering or higher throughput since greylisting can
easily be configured as a first line of defense with a heuristic filter such as Spam

Assassin handling messages that goes through.
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Greylisting is particularly effective in many cases at weeding out miss configured
MTAs, and is gaining in popularity as a very effective anti-spam tool. It is likely that
those MTAs that do not correctly handle greylisting will become less numerous as

greylisting spreads.

Some greylisting packages support a SQL backend which allows for a distributed

multiple-server frontend to be deployed with the same greylisting data on all frontends.

2.5.2 Limitations of Greylist

The biggest disadvantage of greylisting is that for unrecognized servers, it destroys
the near-instantaneous nature of email that users have come to expect. Mail from
unrecognized servers is typically delayed by about 15 minutes, and could be delayed
up to a few days. A customer of a greylisting ISP cannot always rely on getting every
email in a pre-determined amount of time. This disadvantage is mitigated by the fact
that near instantaneous mail delivery is restored once a server has been recognized
and is generally maintained automatically so long as users continue exchange
messages. However, this disadvantage is especially visible when a user of greylisting
mail server attempts to reset his credentials to a website that uses email
confirmation of password resets. In extreme cases the delivery delay imposed by the
greylist can exceed the expiry time of the password reset token delivered in email. In
these cases manual intervention may be required to white list the websites mail

server so the email containing the reset token can be used before it expires.

Send mail, one of (if not the most) prolific internet message transport agent has a
default retry interval of 15 minutes. Generally this is the maximum amount of time an
email will be delayed. Experienced system administrators for email systems should
tune their mail system settings to sensible values, and the biggest delays from
greylisting systems are incurred when communicating with poorly configured

sending systems with retry intervals left set at several hours or more.

The original specification for email states that it is not a guaranteed delivery
mechanism and not an instantaneous delivery mechanism. This means that greylisting
is a perfectly legitimate process and does not break any protocols or rules. Explaining
this to users that have become accustomed to immediate email delivery will probably

not convince them that a mail server that uses greylisting is behaving correctly.

29



Literature Review

Modern greylisting applications (such as Post grey) automatically white list senders
that prove themselves capable of recovering from temporary errors [25]. Note that

this is irrespective of the reputed spamminess of the sender.

When a mail server is greylisted, the duration of time between the initial delay and
the re-transmission is variable. Some mail servers use a default of four hours, though
most will retry sooner. Most open-source MTAs have retry rules set to attempt
delivery after around fifteen minutes (Sendmail default is 0, 15, ..., Exim default is 0,
15, ..., Postfix default is 0, 16.6, .., Qmail default is 0, 6:40, 26:40, ..., Courier default is
0,5, 10, 15, 30, 35, 40, 70, 75, 80,... Microsoft Exchange defaults to 0, 1, 2, 22, 42, 62 ...,
Message Systems Momentum defaults to 0, 20, 60, 100, 180, ...). Indeed, SMTP says
the retry interval should be at least 30 minutes, while the give-up time needs to be at

least 4-5 days.

Greylisting delays much of the mail from non-white listed mail servers - not just
spam - until typical patterns of communication are recorded by the greylisting
system. For best results, white listing should be used extensively. A static list of
public servers worth being white listed can be found in the greylisting.org repository,

though this is significantly out-of-date.

Greylisting can be a particular nuisance with websites that require an account to be
created and the email address confirmed before they can be used. If the sending MTA
of the site is poorly configured, greylisting may delay the initial email containing the
signup confirmation link, thus introducing a waiting period even though the actual
website may have attempted to send out the email confirmation code immediately.
Almost all stock-configured Sendmail MTAs (sendmail being the most widely deployed
MTA on the internet) will retry after a few minutes, leading to typical delays of under

10 minutes, in most cases it is still depended on the greylisting configuration.

In the above mentioned chapter, the existing best methods of spam filtering are

described. In the next chapter the proposed method will be described.
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Chapter-3: Proposed Method

This chapter discusses about the proposed spam filtering method. The name of the
proposed method is given as MAN method. The outline of methodology, considerable

email features and possible outcomes of the proposed method are described below.

3.1 Outline of Methodology/Experimental design

Naturally two kinds of emails exist in communication: ham and spam. Behavior of
senders, receivers and messages are the considering issues here. Behavior means the
feature or characteristics of particular matter or topics. Considering and analyzing the
behaviors of emails using data mining tools, it is easy to separate spam from ham. As
spam shows many abnormal behaviors in comparison to normal ham messages, these
abnormalities help us to identify spam from ham. The flowchart of the new spam
filtering technique is given in figure 3.1. This figure shows that the users (senders)
send emails to receivers and the email is stored in to the master email database. The
master email database is regularly updated based on the open source resources [26].
Also local user defined and proposed system defined white listed and blacklisted
emails, domains and IP addresses. The emails go through the pre-filtering process
which checks the white listed and black listed IP, domain and email addresses. This
allows the spam checking time of email to be significantly reduced as well as the
overall time for the email to reach the receiver. Moreover, the pre-filtering process
checks the number of recipients of the email. This is done based on how many emails
are sent by the sender at a time. It also checks for the number of emails send to a

specific receiver on daily basis.

If the email is from white listed email address, the email goes into the ham inbox
folder directly, otherwise, it will check for black listed IP, domain or email addresses.
If the email matches with the black listed addresses, then the email directly goes to
spam inbox folder. If it neither matches the black listed nor the white listed

addresses, it will go through spam filtering process.
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In the Spam filtering process, the process checks the subject of the email, the message
body of the email in order to detect the spam with prioritization based subject length,
mixed capital and small letter in subject line, specific words in subject and body,

number of images, web links, image criteria, etc. in email body.

V
/ User sends email /

\

Master email
database
H Pre filtering process ‘

Yes White listed? L) Blacklisted? L

No

%l spam filtering process |
v

No 5 Yes
spam ?

A2 v
N4 y Y V

/haminboxfclder/ spam knowikdecitin /spaminboxch
v ’ v

spam (acc
to receiver)

ham (acc to
receiver) ?

post filtering process

Yes Yes
V
/haminboxfolder/ /spaminboxfoW
| > e ‘

Figure 3.1: Flow chart of the proposed spam filtering method

If it is detected as spam based on these criteria, the email will go to the spam inbox

and otherwise it will go to the ham inbox. The receiver will check the emails and will
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detect whether it is a spam or a ham. The receiver will check the spam inbox and if
the email is necessary for him, he will tag it as ham. This email address will be
considered as white listed address for that specific receiver in future. This will
reduce the time of spam processing. On the contrary, the ham inbox is checked and if
the email is found to be useless to him, he will tag the email as spam. These email
addresses will be sent as a reference to the knowledge base and will be updated as
spam or ham for the future. So, from next time around, these emails will be detected as

spam or ham as the receiver considers these emails to be like that.

If the percentage of a specific email address is detected as a spam by the receiver that
reaches a certain significance level, the email is considered to be blacklisted by the email
server in the future for all receivers. This method is known as post spam filtering
method. The advantage of this post spam filtering method is that this method
enhances receiver based accuracy. This accuracy will be detected compared with the

other well known methods.

3.2 Proposed Spam filtering model

A pictorial representation of the proposed spam filtering method is given in figure
3.2. The figure depicts the proposed spam filtering model. This specifically
demonstrate the updating method of the spam filtering process based on white listed
and black listed region, analyzing pre-filtering based on sender behavior, spam
filtering based on email message body, and post filtering based on receiver behavior.
We use four separate spam filtering engine to connect with the central knowledge
base. It will also increase the performance of the email server and will reduce the
process time. The data are stored in the knowledge base that it uses support and
confidence rule in order to find out the spam and ham emails. The confidence rule
used as {Upper and lower case letters in email subjects, length of the subject is
between 70 to 80 characters} {spam email} has a confidence of 0.7 which is
heuristically found. This means that if these two criteria are included, there is 70%
likeliness for the email to be a spam. The Apriori algorithm is used for this purpose
containing two steps such as finding all frequent item sets, and then using frequent

item sets to generate rule.
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The post filtering method is based on the detection of spam and ham on the choice of
receivers. Suppose, a single malicious email has come to 100 receivers. Among them, 60

receivers considered that email to be malicious whereas (100-60)= 40 of the receivers

User-1 (send email) User-2 (send email)... ... .. .. User-n (send email) White & black listed

email, IP & domain
B e A A S 74""""""-"""""""----_--1
: :
1 1
: :
1 1
1 1
1 1
: :
i i Jii
1
H Spam Knowledge base I :
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: analyzing spammer filtering | White listed sender | v :
! I behavior > engine 5 I i
H <« Spam :
: I * [ Blacklisted sender | filtering I 1
LIty I
H I Spam-filtering by engine I ;
1 analyzing email body | Spam email database | 1

Spam p
: I using Association ] filtr;‘aring ] I :
: I rule of Data Mining [ i — I .
H engine ¢ f ]
H l Data Mining I !
1 1
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1
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1 1
| [, Sy [ ——p— N A p——— S ——————— S —p——————p————— 1
v * v
\2 Ham Inbox Folder 4 - Spam Inbox Folder
\User—] (Received email}://
User-2 (Received email)
ser-n (Received email)

Figure 3.2 : Proposed Spam filtering model

do not take any action. In this case, the email is tagged as spam by the email server
and that email will go to the receivers as spam in future by adding the email address
to be black listed. Here the post filtering can be tagged as PF. The PF is detected on
the ratio of the total number of users considering the emails to be spam divided by

the total number of receivers receiving the same email. If PF is greater than 0.5, then
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the email is considered to be malicious for the rest of the users in future. The vice

versa case applies in the case of spam email where the spam is considered as ham for

the receivers. So, Post Filtering, PF = _NA“;'”A)
Where, Na= Number of receivers taking action

N= Total number of receivers from a single sender email
Sa= Action taken to include the email in spam inbox

Ha= Action taken to include the email in ham inbox

Thus post filtering can be used in order to detect the spam and improve the accuracy

for the proposed spam filtering method.

3.3 Algorithm: Process Prioritization

The algorithm of the process prioritization that is responsible for reducing the

process time from others:

Set UTYPE = Process update sequence type in database
Set SYSTIME = Current System Time, UTIME = Auto update time in database
If UTYPE = Manual then
Input sequence for each process
Update process priority database
Else
If SYSTIME = UTIME then
[Load process list, current priority, total spam detection]
PROCESS <- All process
PSEQ <- Process sequences
PSPAM <- No of spam detection after last sequence update by the processes
WHILE N = 0 to COUNT(PROCESS)
INDX = index of MAX(PSPAM)
Set PSPAM[INDX] = 0 [Spam count reset]
Set PSEQ[N] = INDX
END WHILE
Update priority database by the array PSEQ
End if
End if
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3.4 Algorithm: Post Filtering Method

The algorithm of the post filtering method that will improve the method is as below:

Procedure Spam_By_Post_Filtering (EMAIL, EMAILTYPE, SENDER, RECEIVER)
If EMAILTYPE = HAM then
R_ACTION = Get Receiver’s Response
If R ACTION =1 then [1: Receiver Marked as SPAM, 0: No Action by receiver]|
Move EMAIL to SPAM inbox
Add SENDER address to BLACK_LIST for RECEIVER
RCOUNT = Number of receivers of the EMAIL
MOVECOUNT = Number of receivers marked EMAIL as SPAM
If (MOVECOUNT*100)/ RCOUNT >50 Then
Add SENDER address to BLACK_LIST for all receivers
under this email server
End If
Else
COUNT = Count EMAIL in HAM inbox
If COUNT=3 then
Add SENDER address to WHITE _LIST for RECEIVER
Else
End if
Else
R_ACTION = Get Receiver’s Response
If R_ACTION =1 then [1: Receiver Marked as HAM, 0: No Action by receiver|
Move EMAIL to HAM inbox
Add SENDER address to WHITE_LIST for RECEIVER
RCOUNT = Number of receivers of the EMAIL
MOVECOUNT = Number of receivers marked EMAIL as HAM
If (MOVECOUNT*100)/ RCOUNT >50 Then
Add SENDER address to WHITE _LIST for all receivers
under this email server
End If
Else
COUNT = Count EMAIL in SPAM inbox
If COUNT=3 then
Add SENDER address to BLACK_LIST for RECEIVER
Else
End if
End if
End Procedure
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Some of the considerable email message features, descriptions and examples are

given in table 3.1 in a tabular form.

Table 3.1: Email features, description and examples

Features

Description

Examples

Number of

emails send at a

It is very suspicious to send more

and more email at a time.

If the number of sending email

> 50 at a time, then it is

time obviously a spammer email
account.
Number of Many users have multiple active | Sending messages in various

unique sender

user accounts and they open

addresses at a high rate from a

addresses. these accounts on the same|single PC is also an indication
machine consecutively. of abnormality.

Number of Spammer used more and more | There are specific words and

words and words in subject line and they|characters used for spam

characters in the

subject line.

also mixed capital and small
letters in a single word. This is

also notified point.

detection. If the number of
characters > 70 in subject line,
then it would be considered as

a spam email.

Percentage of
capital letters in

the subject line.

Spammer used capital words in
subject line and mix-ups capital
and small letters in a single word.

This is also notified point.

If the percentage of capital
letters (except first letter of
the first word) > 30 in subject
then it

line, would be

considered as a spam email.

Presence of

images

Using images in the body of email
is not usual character for normal
messages. Sometimes may be one
or two images can be used. But
more images in the email body

prove its abnormality.

If the number of images > 5
then it would be considered as

a spam message.
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Number of

hyperlinks

Hyperlinks are important
characteristics of spam detection.
Spam message contains really
more and more hyperlinks and
spam usually goes with them. It is
also usual to send hyperlinks in
ham but it is not usually more
than 5.

If the number of hyperlink > 5
then it would be considered as

a spam.

Destination of

Spammer uses more hyperlinks

If the hyperlinked destination

hyperlinks those indicate the blacklisted |addresses indicate the
domain or IP addresses. blacklisted domain then this
email will be considered as a
spam.
The set of Spammer uses some certain|Words like get free, loss over

distinct word

words in their email body and

weight, free training, save up

frequently subject line. So these words are | to, world class, read it, protect
the identifier of spam messages. |your family, exciting career,
etc.
Requesting A special case of spamming|Asking password, credit card
secrete activity is phishing, namely | numbers, etc.
information hunting for  sensitive in-

formation by imitating o cial
requests from a  trusted
authorities, such as banks, server
administration or service
providers [27]

Receiver actions
towards the
emails

Normally users can't receive
more than 10 emails in a day
from a single account. Also most
of the users don’'t read or open
some unwanted mails.

If most of the recipients of an
email don’'t read or open the
specific email from a specific
sender then the mail must be a
spam and sender must be a
spammer.
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3.5 Possible outcomes

a. At least 99% of the spam will be detected and filtered.

b. Lower complexity of behavior analysis algorithm will reduce the filtering
time at least by 10%.

c. The percentage of false positive expected to reduce to almost 0%, that is,
there will be almost no spam wrongly classified, which overwhelms the
best existing Bayesian Spam Filter which has false positive of 1.16% [28].

d. Based on the number and percentage of hams that from a trusted region,
the pre-filtering mechanism will be discarded, so that the process time will

be further improved.

In the next chapter, the design and implementation details of the proposed method

will be described with the aid of figures.
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Chapter-4: Implementation

In this chapter, the focus will be on the performance analysis and different output
that has been generated using PHP (preprocessor hypertext). Mysql has been used

for the storage of the data.

4.1 Black-listed IP, domain and email addresses

The proposed method will filter the black listed email address and domain. The black
listed email address and domain will be used in order to filter out the unsecured zone
of the email address. The receiver himself can consider a blacklisted email address to
be a white listed email address for him. Figure 4.1 is the interface that shows the

blacklisted domain, IP and email addresses.

Spam Knowledge Base

Black List ~ White List ~ Proess Details  Statistics ~ Spam Email Records ~ Spam Feedback  System Values

Blacklisted Email Address

ahmed@presstradingme.com [ahmed@pr «
ahmed@presstradingme.com [Anwar@galE]
cora@yemchio.com [anwar@galaxy-packe
cora@yemchio.com [grace@yemchio.cormr
info@galaxy-packagers.com [uddin.anu/ @
ithelpdesk@ulab.edu.bd [arif billah@ulab.et
leif @pservice dk [anwar{@galaxy-packager
root@localhost.com [anwar@galaxy-packs
shanker.gomes@ulab.edu.bd [staff@ulab.¢
shipping-lc @yemchio.com [info@galaxy-p:
shipping-lc @yemchio_com [linda@yemchic
1-bangladesh@advertum.de [asya@sokirk
1838518995@aqq.com [anwar@galaxy-pac
T86moyeen@gmail.com [abdullah@iiuc.ac
T86moyeen@gmail.com [abwahab74@yal
T86moyeen@gmail.com [admin@arctecte
aaraf bd@gmail.com [abdullah@iiuc.ac.bd]
abbey burkley@abbey-burkley.in [anwar@:
abbey_elzy@abbey-elzy.us. org [anwar@g:
abbey_shortt@abbey-shortt.info [anwar@g
abbey_stockstill@abbey-stockstill.in [anwa
abdullah@iiuc_ac .bd [subscriptions@portla
abd_alaziz90@yahoo.com [abdullah@iiuc.

abd_alaziz90@yahoo.com [afidah@ppis-y ~

[ Add || Remove |

Blacklisted Domain & IP

166.143.118.148 [All
192.67.198.4 [All
192.67.198.49 [All]
192.67.198.53 [All
193.53.80.108 [All]
194.1.129.231 [All
194.239.250.90 [All
195.219.94.232 [All]
195.219.94.234 [All]
195.88.78.253 [All]
198.31.210.160 [All
207.29.192.16 [All
208.146.45.34 [All
208.255.131.192 [All
208.255.131.193 [All
208.255.131.194 [All
208.255.131.195 [All
208.255.131.196 [All
208.255.131.197 [All
208.255.131.198 [All
208.38.61.23 [All]
209.126.178.108 [All
209.126.186.175 [All
209.126.186.177 [All

[ Add

[ Remove |

Figure 4.1: Black-listed IP, domain and email addresses
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4.2 White listed IP, domain and email addresses

White listed domain, IP and email addresses are secured zone from where valid
emails can come to the receiver. The white listed email addresses can also be made
blacklisted by the receiver if the receiver is not intending to keep the email or the
email is absolutely un-necessary for him. As user has the right to participate in the
spam filtering process, this checking mechanism of the proposed method makes the

proposed method much more accurate than the conventional methods.

Spam Knowledge Base
Black List ~ White List  Proess Details ~ Statistics =~ Spam Email Records ~ Spam Feedback  System Vahes

Whitelisted Email Address Whitelisted Domain & TP
ahmed(@presstradingme.com [ ahn = 12.107.209.244 [All] -
dan@pservice.dk [ anwar@galaxy-{E] 12.5.136.141 [AIl] I
habibur_rahman@ulab_ edu bd [ stafl 12.5.136.142 [All]
ithelpdesk@ulab edu.bd [ facultyallg 12.5.136.143 [AIl]
ithelpdesk@ulab.edu.bd [ hasan.err 12.5.136.144 [All] =
ithelpdesk@ulab.edu.bd [ imran.rah 152.163.225 [All] |
ithelpdesk@ulab edu.bd [ irahmanb: 194 245 101.88 [All]
ithelpdesk@ulab edu.bd [ staff@ula 195.235.39.19 [All]
khaled khan@ulab.edu.bd [ staff@u 195.238.2 [All] e
kudrat khoda@ulab.edu.bd [ staff@ 195238 3 [All]
latestnews@presscity.com [ anwar 204.107.120.10 [All
MAILER-DAEMON@yahoo.com [ in 204 .60.8.162 [All]
MAILER-DAEMON@yahoo.com [ itt 205.188.139.136 [All]
MAILER-DAEMON@yahoo.com [sh 205.188.139.137 [All]
me(7@ovi.com [ ithelpdesk@ulab_¢ 205.188.144 207 [All]
mel7@ovi.com [ ithelpdesk@ulab.e 205.188.144 208 [All]
noreply@boxbe.com [ithelpdesk@u 205.188.156.66 [All]
patricia@whitehorsemachinery_co.L 205.188.157 [All]
postmaster@hotmail.com [ ithelpde 205.188.159.7 [All]
rafigulislam@ulab.edu.bd [ staff@u 205.206.231 [All]
ragibul@gmail.com [ ithelpdesk@ul 205.211.164.50 [All]
yahoo-account-services-us@cc.yal 207.115.63 [AIN
-ralphs@abcatalonian.com [abdulla 207.171.168 [All]
1-bangladesh@advertum.de [a.giov ~ 207.171.180 [Al]) -

| | | |

Figure 4.2: White listed IP, domain and email addresses

4.3 Email Queue

The email queue uses the FIFO approach where the emails sent by the sender are
stored in the email queue and the first email goes out first from the queue. The figure
4.3 shows the interface of the email queue where email is stored. This figure shows
the screen shot of the email queue. There have an option for the emails unchecked

will be deleted after twelve months.
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Emaid Scannns Viewer 2 Conts & Singe | Process

Emad [n (Joene

EmadD Sesdr  Recgbw  SemDse
Q100 prazishd f rahoo.com rehman® T4 @ vahoo com h12-10-19
9101 it raboo. com etk i & vaboo cmm 1012-10-19
Quoz praxisbd & raboo.com mz_par 0] & vaboocom 02-10-19
o103 praxsbdE Fehoo.com asil & transcombd com 002-10-19
9104 praxicbd (@ Fahoo.com awal @transcombd com 012-10-19
Q105 ‘"hedp @ scitation org abdnilah #inc ac bd 12-10-19
Q105 atozaubab @ mad com ithelpdesk @ ulah edn bd i2-10-19
S107 ocoa i odoa-li info amvar @ galay-packagers com 2012-10-12
o108 7 caasottery/Evaboo conk p_caaskitery @ vehoo.couk 2012-10-19
Q109 Lynette @ proactivenst com abdullah ¥ e ac bd 012-10-19
8110 fnda, e @ Enda. e infi amrror @ galary-pacicagers com 012-10-19
9111 i1 946 gmad rom peri-helrs & dgronps orz H12-10-19
Q12 tarck jamsl st Fulaby odin bd ithalpde sk @ ulab oda bd 02-10-19
o113 shmad nomasn @ vahoo com abdullah & anc ac bd 002-10-12
9114 kassie_ide Wkassie ide ifo amrrar 3 galary-packansrs com MI2-10-19
9115 keavsi fenler@lcaci fenley infn amrer @ galary-paciagers com 2012-10-19
9116 rhatelle keser @ chantelle_kester in anvwrar i galany-packagers com HI-10-19
1T sajlad @isH-bd com abdollah anc ac bd 002-10-19
one athelpdesdc Eolab oda bd khnasiiulab & #mad com. 002-10-12
9119 apcactsheng Femald com abdulah @ane a bd 012 1019

Figure 4.3: Email queue

4.4 Ham inbox

Ham inbox is the place where the receiver checks the trusted emails. The figure 4.4

indicates the ham inbox where the receiver checks for the authorized emails.

Ham Inbox

9069.donardwilli2008@mixmail.com From: Mr.Danard William. 2012-10-19 -
9068.ithelpdesk@ulab.edu. bd ULAB web portal id 2012-10-19 E
9066.pjeodxo@boaaaa.com weight loss solution! 2012-10-19
5065.goodmasud@yahoo.com Experience letter (corrected) 2012-10-19
9064 yahoo-account-senices-us@cc.yahoo-inc.com =?us-ascii?Q?Your_Yahoo! account_information_has_changed?= 2012-10
9063.gra9710@yahoo.com Fwd: iiuc 2012-10-13
9062.gra9710@yahoo.com Fwd: iiuc 2012-10-19
9061.gra8710@yahoa.com Fwd: iiuc 2012-10-19
5060.gra8710@yahoo.com Fwd: jiuc 2012-10-19
9059.hel_sch52@yahoo_co.uk With Trust 2012-10-13
8057 sobhani_farid@yahoo.com Re: Ad in the IUC Website 2012-10-19
9055.ithelpdesk@ulab.edu.bd ULAB mail id (s-170) 2012-10-19

9052 kazideen@yahoo.com 2012-1C
9051.ithelpdesk@ulab.edu.bd ULAB mail id (SI-143) 20121019

9050. latestNews@presscity.com New machines for sale on PressCity.com 2012-10-19 ¥

@ Sender is blacklisted for me
@ Ttis a spam message
Figure 4.4: Ham inbox

In the ham inbox, as it is seen there are two options, the receiver can black list the
email and send a white listed email address form ham inbox to spam inbox as it

might be useless for him. So, the receiver can black list the email address.
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4.5 Spam inbox

The spam inbox is the place where generally the blacklisted email address will be
directed and the receiver will not read those emails considering the emails to be junk

and useless emails.

Spam Inbox
5071.praxisbd@yahoo.com Great opportunity to be a online CCNA Certified. 2012-10-19 -
9070.praxisbd@yahoo.com Great opportunity to be a online CCNA Certified. 2012-10-19 E
9067 liebertonline@lieberipub.com AIDS Patient Care and STDs Vol. 21, Mo. 10, Oct 2007 is now available c
5058.jolene_barma@jolene-barma.us.org This is Jolene. 'm in town. SHALL WE MEET? 2012-10-19
9056.usage@scitationreports.org, Scitation Usage Reports — May 2007 2012-10-19
9054 clara_andujar@clara-andujar.info You've Been Favorite Listed by Clara Andujar! 2012-10-19
9053_Jan Aldnidge{@ncweb.com [ SPAM] **SPAM** Jan Aldridge added you as a friend on Window
9049 annika_purtell@annika-purtell_us_org Annika Purtell SENT YOU A FRIEND REQUEST 2012-10-18
9048 help@scitation.org, New ASCE Online Journal Available 2012-10-19
9047 betty_woolery@betty-woolery.info Hey Stranger! This is Betty. CALL ME! 2012-10-19
9045.martha_damiano@martha-damiano.com =Putf-87Q7?=E2=98=857= Martha Damiano sent you a PRIVATE PO
9044 abd_alaziz30@yahoo.com =%is0-8853-17B75cfjiMzPxyA+PsPhwuPH5MkgPSDayM/H4drS7dl=
9043 .abd_alaziz30@yahoo.com =7?i50-8859-17B75cfiMzPxyA+PsPhwuPH5MkgPSDayM/H4drS7dI=
5042.abd_alaziz30@yahoo.com =7is0-8859-17B75cfiMzPxyA+PsPhwuPHEMkgPSDayM/H4drSTdl=
5041.abd_alaziz30@yahoo.com =%is0-8859-1?B?5cfjiMzPxyA+PsPhwuPH5MkgPSDayM/H4drSTdl= ~
© Sender is whitelisted for me Update.
© Ttis not Spam

Figure 4.5: Spam inbox

Similarly, like ham inbox, in the spam inbox, the receiver can check the spam folder
and tag a spam to be a ham for him based on subject of the email. This user checking
mechanism in the proposed method makes the method more accurate than the

existing methods.

4.6 Process prioritization and auto update

The prioritization of the process for checking the spam by default is based on the
criteria of detection spam by sender behavior termed as sequence of priority-1,
detection of spam by receiver behavior termed as priority-2, detection of spam
considering the number of images and the criteria of images termed as priority-3,
detection of spam considering the number of hyperlink and the linked addresses
termed as priority-4, spam by subject, discrete words and secret information

respectively termed as priority-5,6, and 7. The screenshot depicts it in figure 4.6.

The number of detected spam based on the above criteria changes the sequence of

the spam detection process. The auto update feature changes the sequence or
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priority of the spam detection process automatically. Thus, spam can be detected

based on the criteria of the auto update policy.

Spam Knowledge Basc

DlackList ~ White List  Proess Dictals  Stafisics  Spam Emall Records  SpamTeedback  System Valnes

Process List

Process Name
SpamBySenderBehavior
SpamBvReceiverDehavior
Spennbly fmuge
SpamBySubjoct

SpanBy Dirstmet Words
SpamByScerctinformation

Scquence update option
) Enable awio updatc

) Enuble manul update

O Updatc now

=~ M| [ ] ][R dE'

Spam sfterlast seq update Total Spam
1583 1306
a7 L
az az
15 152
L E51L
1 452
o o

Last updaicd on 20012-10-30 12:00:07

Crrrent setimp: Anto - Thashy

Figure 4.6: Prioritization for detecting spam

4.7 Statistics detected by the proposed method

The spam detection method is carried out based on 70,053 email messages. As the

checking mechanism is done by the receiver based on black listed and white listed email

addresses, the accuracy of the overall proposed method improves and overwhelms

Spam Enowisdars Base
Blacklist WhiteList Proess Detads Spam

Tokal Trenall TS

Processag Detxls No_of Emoels

Ham-[abax 13957
Whetsisird 11052
Par=ad by all pencess 12
Aoved Fom: spam b 1eosver 363

Spam Inbax S
Spam by Backtcrd 30500
Spam by Reosisver Bebavior 360
Spam b Tmage: 4
Spam by byperink 159
Spam by subject 4531
Spam By wards &1 body B9
Aoved Fom: Ham by 1oomeva 268

Process time & spam dedection accuracy

Tl ome

Ferss TO0M) oo proceving 3001 0%7 s
Ferss 20000 ool proosssing TELI5 516 ms
Forst 30000} e prooewsing, 14736554 ms
Ferss 40000 amoi] proossing 21092027 m=
Farst 500000 exrod procewsang, 2BSM.065 ms
Ferse G000 o proocssing 32160123 ma
Fast 0000 cul] proossirg IS0 108 ms
Ferst MO024 el proccssng I8 097 m3

Average cme
0%ms
0391 m=
048] ms
0527 m=
0572 ms
10.536 ma
1556 ms
0266 ms

fpam dewction accoracy

90 AT
9078
90 T4
90 8%

90 345
Lok e
90 300
9997

Figure 4.7: Statistics detected by the proposed method

the existing methods. It is also observed that as the number of email messages

increases, the accuracy improves as well as the overall time. The reason behind this
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is because the black listed and white listed email addresses are already checked and
updated by the receiver and therefore, the other criterion for spam detection is not
required to check. That is the reason why the overall spam detection accuracy
increases and processing time of the method decreases. In the figure 4.7 the accuracy

and time for different number of emails are showed:

4.8 Spam email records

It is observed from the figure 4.8 that sender, subject, receiver, spam type, etc. are
used in the knowledge base. A unique message ID is used for every emails. Data

mining rules are associated in to the Knowledge base.
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Figure 4.8: SPAM email records in knowledge base

This chapter concludes the software implementation process for the proposed MAN
method. Next chapter will show the result of the proposed method and comparison

among the other existing methods.
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Chapter-5: Performance Analysis

In this chapter there will be shown the comparison between the proposed and
existing methods. Here we will see the performance analysis among the existing and
the proposed method using a large number data set. Also the comparison using the

same data set among presently used well known software and the proposed method.

5.1 Heuristic detection of spam email criteria

The criteria to detect optimum number of characters in order to determine the

maximum number of spam is carried out for 15,000 data sets in table 5.1

Table 5.1: Spam detection rate based on number of characters in subject.

No. :)If:ll:ﬁ;::tt ers Spam detection (%)
10 10
20 25
30 40
40 60
50 80
60 90
70 97
80 95
90 90
100 85

It is observed that if the number of characters in the “SUBJECT” area is between 70
and 80 then the message is mostly detected as spam with maximum accuracy. This is

done for 70,053 emails. The following user defined formula is used for this purpose:
Number of optimum characters =MAX (MAXIMUM (SPAM DETCETION(N)));

Here MAXIMUM (SPAM DETECTION (N)) is a subroutine call that detects the
maximum number of spam and MAX indicates the maximum number of occurrence

of characters in order to detect the maximum spam.

When the method is applied for several messages, it is observed that the character

length of 70 to 80 is optimum for the detection of spam mostly.



Performance Analysis

——&—Heuristic detection of spam
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Figure 5.1: Number of optimum characters in subject to detect spam

5.2 Receivers’ feedback

In the figure 5.2, receiver detects whether the email is ham or spam for his or her
convenience. If the receiver thinks the email to be spam, he or she checks it as spam

and if necessary checks it as ham which is added to white list and black listed email

Spam Knowledge Base

Process detected as Spam but

Rrgenss Nass receiver marked as Ham
SpamBySenderBehavior 133
SpamByReceiverBehavior 3
SpamBySubject 115
SpamByImage 0
SpamByHyperlinks o)
SpamByDistinctWords 3
SpamBySecretlnformation 0

Figure 5.2: Receivers’ feedback after getting email

addresses based on user convenient. If more than 50 % of the receivers consider the
email messages to be spam, then those email messages will be added as black listed
email address and the vice versa is also applied. All these are done in the post

filtering phase.

a7
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5.3 Optimum system values

Spam Knowledge Base

* System default vaues
Count SPAM if total number of sending email at 2 time
Count SPAM if receiver receieves mails in a day from single sender
Count SPAM if number of image
Count SPAM if number of hyperlink
Count SPAM if number of character in subject lire
Count SPAM if percentage of CAPS character in subject line
SPAM, if percentage of receivers marked Ham as Spam
Auto Blacklist a sender if number of message found as SPAM
Auto Whitelist a sender if number of message found as Ham

W

W

W

W

W W
LI | | | | A
o

W

VoW
(/]
(5]

Spam/Fmail Detection Records Based On Default Values

rigome e

Value For_Sender Beha 50 £
Value For Receiver Behavior 10 352
Number_Of Image o 2
5 0
Number Of Hyperlink 5 154
3 4
Number_Of Character In Subject 0 6482
70 17
Percent Of CAPS In_ Subject 30 1098
40 737
N— i) 14
Percent Of Receivers Marked Ham To_Spam €@ 0

Move_To Black f Sender Mails In Spam
Move To_ White If Sender Mails In Ham

Figure 5.3: Optimum system values

|,
g3

The optimum system values are used in order to detect spam. Thus different

criterion is used in order to detect the email messages as spam.

5.4 Accuracy for different number of emails

The accuracy of the proposed MAN method increases as the number of emails
increase. The reason behind is that there is a receiver customization as well as the
post filtering implementation. There is an enhancement of knowledge base (KB)
which updates the black listed and white listed email addresses. The accuracy of the
overall proposed MAN method overwhelms the other existing methods. If 60% of
receiver says that a specific email is spam it is marked as black listed and the vice

versa is true if the email is marked as white listed.

48



Performance Analysis

=—o—MAN's Accuracy
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Figure 5.4: Accuracy for different number of emails using the proposed method

5.5 Postfiltering method analysis

The proposed MAN method uses post filtering method to overwhelm the other
existing methods and performs better in terms of accuracy and time. The time of the
proposed method decreases as well compared to the other existing methods as the
knowledge base is automatically updated by the user and this consideration is not
being used by the earlier methods. This causes the black listed and white listed email
addresses to be updated. So, as a whole the time and accuracy of our proposed MAN

method is better than any other existing methods.

5.6 Comparison with the existing methods

The outcome of the proposed method is compared with the existing Bayesian and
Naive Bayesian approach and the following result was found. The accuracy is

computed based on 70,053 emails.

Table 5.2: Performance analysis among the existing and proposed method

Bayseian |Improved| Naive Meta | Greylist | Proposed
Features spam | Bayseian | Bayseian | spam |approach| method
filter |approach | approach| filter
Spam detected accuracy |98.00% |99.10% |97.30% |98.60% |96.00% |99.92%
False positive 1.16% 0.46% 1.20% 1.63%| 3.50% 0.10%

49




Performance Analysis

100.00%
99.50%
99.00%
98.50%
98.00%
97.50%
97.00%
96.50%
96.00%
95.50%
95.00%

Spam Detected Accuracy

; I I I B Spam detected

Bayseian Improved Naive Meta Greylist  Proposed
SPAM filter Bayseian Bayseian Spam filter approach method
approach approach

Figure 5.5: Performance analysis on the basis of spam detection

4.00%

False Positive Rate

3.50%

3.00%

2.50%

2.00%
1.50%

1.00% -
0.50% -
0.00% -

Bayseian Improved Naive  Meta Spam Greylist Proposed
SPAM filter Bayseian Bayseian filter Approach filtering

I I M False positive

approach approach

Figure 5.6: Performance analysis on the basis of false positive

5.7 Comparison with the existing software

The outcome of the proposed method is compared with the current version of
Windows Live Mail 2011 (Build 15.4.3555.0308) & Gmail and following result was

found. The accuracy is computed based on 8000 same data set.
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Table 5.3: Performance analysis among the existing and implemented software
using common data set

Features Windows | Gmail Proposed method
Live Mail Before Post |  After Post
Filtering Filtering
Spam detected accuracy |98.75%  |99.47% |99.87% 99.92%
False positive rate 2.5% 0.26% | 046% 0.1%

Spam Detected Accuracy

100.00%

99.50%

99.00%

98.50% I B Spam detected accuracy

98.00% T T T ,

Windows Live Gmail MAN Method MAN Method
Mail before post after post
filtering filtering
Figure 5.7: Spam detected accuracy using common data set
False Positive Rate
3.00%
2.50%
B Windows Live Mail
2.00%
1.50% = Gmail
1.00%
B MAN Method before post
0.50% filtering
0.00% . | : - — mwesm____ EMAN Method after post
WindowsLive ~ Gmail  MAN Method MAN Method filtering
Mail before post after post
filtering filtering

Figure 5.8: False Positive rate using common data set
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5.8 Observation from the output

From all the figures above, it is seen that the proposed spam filtering method works
better and overwhelms the performance of the existing method. The features and the
parameters used in order to detect the performance analysis of the methods are
spam detected, hams classified and the false positive, i.e wrongly detected spam by
the method. It is observed that the spam detected by the proposed method is higher
and performs better than the existing one. The checking mechanism of detecting the
spam is carried out through 10,000 to 70,000 email messages and the proposed
method was able to detect almost 99.92% of the spam. It is also observed that, the
proposed method detects hams correctly, finds out the spam detected and has almost
zero false positive (wrong detection of spam) which indicates the authority of the

method over the other four spam detection.

So, in short, it can be said that the proposed method is able to detect spam better and

able to provide user comfort.

It is observed from this chapter that the proposed method works better than the
existing method in terms of detecting spam. In the next chapter, the discussion will
be carried out through the further improvement of the proposed spam detection

method.
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Chapter-6: Conclusions

6.1 Discussion of Results

From the chapter above, it is noticed that the proposed method of spam detection
overwhelms the other existing method in terms of spam detection, ham detection
and false positive. Our proposed method also takes lesser time than the conventional

methods of spam detection.

Email has become parts and parcel of our everyday life. Making it efficient saves
significant amount of time from each of our lives. Due to it critical role in saving our
time we selected the topic and came out with the idea of introducing MAN. We have
successfully demonstrated the better capability of MAN in comparison to two other
methods. The best anticipation and greatest satisfaction would be to put the
proposed method into the real life after incorporation of the suggested improvement
in the earlier paragraph. Nonetheless, we are sure that this project will be able to

contribute further in the area of developing an efficient spam filter tool.

6.2 Future Works

However, there is also room for improvement on this thesis work. The concept of
sender authentication with confidentiality, availability and integrity can be added to
ensure the security to the receiver. Moreover, an appropriate algorithm can be used
for this purpose. The knowledge base can be used to derive the age, gender,
preference, area of the receiver. Based on the age, gender, preference, area of the
receiver, clustering can be used in order to find out the emails that are considered to
be valid to the same age group, gender, preference and area of the receiver. The spam
can be used as outliers or noise. The Grid-Partitioning-Around-Medoids method can
be used for this purpose, which provides less time complexity and greater accuracy.
Thus, the spam will not be considered for the receiver in future. In this away, a more

accurate and better spam detection method can be developed.
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