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ABSTRACT 

This is a thesis on a system which will be able to sense the traffic situation of a road; and with 

its prior knowledge of neural network it will be able to predict the possibility of traffic 

congestion so that a better decision can be taken by the authority. The number of vehicles 

coming from residential, industrial or restricted area will also be taken into consideration to get 

a better response at the time of prediction. With the help of neural network a model for the 

entire possible scenario of congestion is trained and this learning has helped to provide the 

output scenario for any given situation. The output of the system will be the percentage 

occupation of the road or congestion depending on which authority will take the wise decision 

to remove the congestion. This can also compare the current situation of different roads to 

learn the percentage of congestion. Then if the information of the traffic situation is made 

available through internet then general people can get the idea of congestion and avoid the 

busy roads to select an alternative free one. Government agencies will be able to take decisions 

like where to construct new roads, install traffic lights etc. if there is authentic information 

regarding the behavior of traffic in different parts of the day. Gathering of this information is 

easily possible from our project  

 

 

Keywords:  

Community area pressure, Geographic information system, Neural Network, Back propagation 

algorithm, training of input and output 
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Chapter 1: Introduction 

1.1 Thesis context 

In our country the traffic signals are time oriented. After a certain period of time they repeat 

the signals again and again without considering the load on the road from the surrounding 

areas. Since no load management and calculation are taken into account, so all types of road 

get congested very easily.  

In order to deal with traffic behavior we cannot ignore the reality of surrounding community 

area pressure. For any residential area the traffic or the vehicles contributed to the main road is 

not the same as the area with no population or barren land. Again the number of vehicles is not 

same throughout the day. At morning people usually go to their respective work places, so the 

vehicles contribute more to the main roads. This road behaves exactly opposite at the evening 

when people return for their houses after the work.  

For this reason we have incorporated the new idea of community area pressure at the time of 

forecasting the traffic model. Then with the help of neural network we have trained our system 

with various input and their corresponding output. Based on this knowledge our system will be 

able to generate output which will suggest the actual condition of the road so that effective 

measure can be taken to reduce the congestion. Again this knowledge of traffic behavior will 

help the traffic surgeons to take better decision, the drivers to select best route with less 

congestion and the government to take major decisions like where to construct new roads and 

how to improve the overall traffic condition of the country.  

 

1.2 Problem Statement 

We want to sense the number of vehicles on the road through any of the available medium and 

then with the help of our system we will generate an output showing the different state of the 

road; for example busy, congested, less busy etc. Then this knowledge will help the traffic 

police to take the decisions like which roads need longer time of green signal to avoid the 

unwanted congestion.  

 

 



10 
 

1.3 Solution Outline 

In order to get the road information we have used the ArcGIS and Google Earth software. Then 

we have decided some general conventions and three parameters contributing to the 

congestion of the road. These are the  

1. Number of vehicles currently on the road  

2. Community area pressure and  

3. Vehicles coming from the previous node. 

We can make this information dynamic if we can apply any of the recent technologies like RFID 

counter, Global Positioning System, image processing of the close circuit camera etc. As soon as 

we get all the number of vehicles of these parameters, then we will put them in the neural 

network where we have formed a model after much training of data. This physical model from 

its previous knowledge will suggest us about the current situation of the roads and show the 

current congestion state as its output. Depending on this output the concerned people will take 

efficient and further decisions.    

 

1.4 Analytical statement of the solution 

After getting the count of vehicles of the three parameters we will take it as the input to our 

system. These input values will go to the neural network where an equation was formed after 

the training of data. The equation will now read the input values and show the corresponding 

output to the user. They will show the output in terms of bar graph so that the user can easily 

understand the current situation of the road.  

We can also store all this information for a week or month so that we can understand the 

general behavior of the road in different times as well as days. This information will be helpful 

to take further development decisions.  
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Chapter 2: Related Works 
 

Traffic congestion is very severe and growing problem in many urban areas   across the world 

like our country. In the near future the traffic congestion problem is likely to worsen due to 

automobile and structural trends both in developed and developing country. Moreover 

everyday more than thousand cars are putted down into the road. So it creates traffic 

congestion. The roads are not constructed with specific plan and proper criteria. Based on 

comparison of the increasing number of vehicle roads are not increasing. Therefore again it 

influences to increase the traffic congestion. In public sector planning using the transportation 

tools is based on the static flow of network and travel cost planning. Network flows reach a 

steady state equilibrium based on this concept most transportation and land use forecasting 

tools.   

There are several parameters for traffic congestion.  First of all we tried to identify the 

major influencing entities for traffic congestion and then modeled it for improving the 

condition. Secondary data are collected in many ways from the authenticated source, say 

(some selected road junction data are collected), which will be processed and analyzed. How 

the data would be influenced by the GIS software or what will be the estimated solutions within 

this data. In Nigeria one paper was processed based on this thing where two things were 

checked. The first way is the provision of traffic information that enables commuters and 

motorists to take rational decisions as to which route to take during peak hour travel. The 

second is the determination of appropriate queries that can evoke graphical response, which 

could be used to manage traffic congestions. 

 Statement of the Problems: 

 In a highly urbanized environment, the automobile is a significant contributor to 

environmental pollution. The extent of pollution depends on certain variables such as the age 

of the vehicle, the type of the vehicles and the quality of the fuel used. Some of the effects of 

pollutants include respiratory diseases, caused by oxides of Nitrogen, and aggravation of 

asthma on those who are already afflicted with this disease. Apart from this, carbon monoxide, 
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which is a dangerous pollutant from automobile exhaust, affects blood and prevents easy flow 

of oxygen from getting to the brain, the heart and other tissues. 

 Illegal parking is also a major problem in urban environment. This is because parking on 

roadside, which is a common phenomenon, reduces the traffic corridors meant for the efficient 

movement of automobiles. Thus, it becomes a major problem in cities and especially in the 

Central Business District (CBD), where multi-storey buildings are common and the land use is 

devoted mostly to commercial purposes. The resultant effect of such illegal parking, therefore, 

is traffic congestion. This illegal parking leads to delay in traveling time and increases the cost of 

traveling because more fuel is used up in the process of accomplishing a delayed journey [8].  

 

 Why GIS software is so mandatory for this type of research which is found from this 

paper. It is mentioned that GIS is not only veritable tools but also provide that it is properly 

build on a designed database. Again, most of the times the transport administrator searches for 

something which can enhance the transportation supply in accordance with the environmental 

condition. A decision support system integrated in Geographical Information System (GIS) is just 

like that for the analysis and evaluation of different transport policies so that it enhances the 

efficiency of administration. This DSS (Decision Support System) works on three levels such as 

the first one performs the network analysis the second assesses the energy consumption and 

pollutant emissions and the third level evaluates the several policies selected.The model allows 

the estimation of traffic flow patterns within each link of the road network starting from the 

knowledge of the network characteristics and traffic demand. 

Geographical information system (GIS) technology offers extremely significant power in 

transport modeling. The spread of GIS use facilitates the efficient and portable spatial data 

storage, updating and processing. In addition, a GIS system facilitates model accessibility, 

database maintenance and updating, and cartographic display of model results. This can greatly 

enhance the role of the transport model as a decision support system (DSS) in transportation 

planning and policy development. The interface of network-based equilibrium models with a 

GIS platform offers substantial potential of modeling transportation planning, analysis and 

control. GIS systems can greatly improve the realistic representation of the multi-modal 
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transportation network, increased likelihood of database integrity relative to the traditional 

multi-modal network data model, effective user-interfaces and efficient visualization of 

network equilibrium solutions.  

In this work, a computer-integrated tool for evaluating urban transportation policies is 

presented. The tool provides estimates of road traffic and evaluates the implications of urban 

traffic policies. The tool is a prototype GIS-based DSS that involves realistic representation of 

the multimodal transportation network. The uniqueness of the tool lies in combining transport 

network and travel demand database management, GIS utilization for policy definition and 

result presentation, traffic simulation and analysis, energy consumption and pollutant emission 

modeling, evaluation of environmental impacts and scenario comparison into a seamlessly 

integrated package. While neither of these elements is new, it is the tight integration that 

provides the new approach and qualifies the tool as a user-friendly decision support tool. In the 

following sections of the paper the basic structure of the tool is presented, its operation is 

outlined and characteristic case studies for the Greater Athens Area in Greece demonstrate the 

effectiveness of the proposed approach. 

 

The Greater Athens Area is the target region used in case studies of the DSS tool 

described. This area consists of 83 local authority areas, while the integrated urban character of 

the region is ensured by the existence of a common/shared infrastructure 

(public transport system, road network, etc.) connecting all its parts as well as a common 

administrative framework. The urban activities of this region gravitate towards the centers of 

the cities of Athens and Piraeus, as well as in the centers of a small number of regional centers 

clustering the two main centers. The Municipality of Athens is the central part of the region [9]. 

 

The parameter of each policy is based on traffic, environmental and energy indicators. 

This model serves as the repository of the data as well as the user interface of the tool which is 

integrated in GIS environment. Moreover, Government authority does their work traditionally 

in most of the countries. Besides the urban traffic congestion is increasing and becomes 

complex day by day. After all, traditional static process is not so adequate for analyzing road 
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network flows and searching for minimum cost route. For analyzing or modeling the road 

networks flows and finding the minimum cost routing one paper is processed based on GIS-

based decision support tool.In accordance with this paper, temporal resolutions, capturing 

dynamic congestion propagation effects are forecasted by this system.    

 The urbanization is another factor for traffic congestion in developing countries. It is 

related with some features like population, increasing number of coming people in the urban 

cities, enough vehicle condition and so on. Ultimately it makes a gathering situation. With 

taking the help of Geographical Information System and Global Positioning System some guys 

are trying to mitigate this traffic situation.  Within this paper they were done their work finding 

some parameter and then modeled the system. Parameter are like travel time data, counting 

the travel speed, road segmentation, data segmentation etc.  
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Chapter 3: Background Study 

3.1 Geographic Information System (GIS) 

 Definition of GIS 

Digital geographic data are numerical representations that describe real-world features and 

phenomena, coded in specific ways in support of GIS & mapping applications using computer. 

For geographic data to be useful, they must be encoded in digital form and organized as a 

geographic database. This allows a range of functions for storing, processing analyzing and 

visualizing the spatial data whereas conventional paper map represents a general- purpose 

snapshot of the real world at the given time only. Thus geographic database is dynamic, rather 

than static. 

GIS is a computer-based tool for solving real-world problems. A GIS integrates information in 

such a way that it helps us to understand and find solutions to problems. The objects are stored 

in a database and dynamically linked to an onscreen map, which displays graphics representing 

real-world objects.  

A geographic information system is designed to capture, store, manipulate, analyze, manage, 

and present all types of geographical data. 

   

Figure 3.1.1: GIS data  
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 Components of GIS 

1) Trained manpower- Computer engineer 

-Database expert 

-Spatial planner 

2) Data - Maps, images 

- Attribute data, 
- Thematic Maps  

- Satellite Images 

3) Hardware - Like any other hardware  

-with some extra component  

- (big printer, digitizer…) 

4) Software -Storing data 

- Analysis tools 

- Data capture 

- Data editing, manipulation & processing 

5) Procedures- Database development and analysis 

6) Presentation- On paper map, digital  

 

 Functions of GIS 

The GIS is capable of finding solutions to real-world problems. A GIS has the following 

capabilities: 

1) Data Capture 

2) Store Data 

3) Data Manipulation and Editing 

4) Database Management 

5) Data Integration and Modeling 

6) Database Query and Analysis 

7) Customization and Tools Development 
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8) Output Preparation 

 

  Figure 3.1.2: Functions of GIS 

 

 GIS Data Types 

The GIS data types can be divided into 2 main categories. 

1) Raster data: Raster representations divide the world into arrays of cells and assign 

attributes to the cells. 

 

 

Figure 3.1.3: Raster representation. 

 

Raster image comes in the form of individual pixels, and each spatial location or 

resolution element has a pixel associated where the pixel value indicates the attribute, such as 

color, elevation, or an ID number. 
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Raster representations divide the world into arrays of cells and assign attributes to the cells. 

Raster graphics are resolution dependent. They cannot scale up to an arbitrary resolution 

without loss of apparent quality. 

 

    

  

   Figure 3.1.4: Effect of a raster representation using (A) the  
largest share rule and (B) the central point rule 

 
In a raster representation space is divided into an array of rectangular (usually square) cells. All 

geographic variation is then expressed by assigning properties or attributes to these cells. The 

cells are sometimes called pixels. 

 

 
 Figure 3.1.5: Raster Data representation 
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2) Vector Data: Vector data are represented by means of coordinates. By using one or 

more pairs if coordinates, spatial objects are identified and represented by one of the 

three forms of basic geographical elements:  

(1) Points: represented as single pairs of coordinates, are the simplest type of vector data. 

(2) Lines or arcs: represented as the string of coordinates, begin and end with a node. 

(3) Polygons or areas: represented as a closed loop of coordinates. 

 

In a vector representation, all lines are captured as points connected by precisely straight lines 

(some GIS software allows points to be connected by curves rather 

than straight lines, but in most cases curves have to be approximated by increasing the density 

of points). An area is captured as a series of points or verticesconnected by straight lines as 

shown in the following figure. The straight edges between vertices explain why areas in vector 

representation are often called polygons. 

 

 

  Figure 3.1.6: Vector Data 

 

 Vector data means the representation of the real world objects in the form of points, lines & 

polygons. 

 To analyze a map and save the records in a database vector data is more useful. 

 Points are stored using the coordinates, for example, a two-dimensional point is stored as (x, y). 

Lines are stored as a series of point pairs, where each pair represents a straight line segment, 

for example, (x1, y1) and (x2, y2) indicating a line from (x1, y1) to (x2, y2).  
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Figure 3.1.7: Vector data  

 Comparison between raster data and vector data: 

 Vector data structure produces smaller file size than raster image because a raster 

image needs space for all pixels while only point coordinates are stored in vector 

representation.  

 When the graphics or images have large homogenous regions and the boundaries and 

shapes are the primary interest then Vector Data is more useful.  

 Vector data is easier to handle than raster data on a computer because it has fewer data 

items and it is more flexible to be adjusted for different scale.  

 Topology among the graphical objects or items is much easier to be represented using 

vector form, since a commonly shared edge can be easily defined according to its left 

and right side polygons. On the other hand, this is almost impossible or very difficult to 

do with pixels. 

    

 

   Figure 3.1.8: Comparison between raster and vector data  
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 GIS concepts: 

 

 

   Figure 3.1.9: GIS Concepts 

 Representing geographic space: 

Real-world features exist in two basic forms- 

1) Objects: Objects are discrete and definite, such as buildings, highways, cities, parks etc. 

They are represented in the geographic database as the Object-based Model. 

2) Phenomena: Phenomena are distributed continuously over a large area such as terrain, 

temperature, rainfall, noise level and other environmental indices. They are represented 

in the geographic database as the Field- based Model. 
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Figure3.1.10: Image from GIS software 

 

Figure 3.1.11: The image of the buildings 

 

Figure 3.1.12: vector layer of roads 
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3.2 Neural Network 

 Definition of Neural Network 

An artificial neural network involves a network of simple processing elements (artificial 

neurons) which can exhibit complex global behavior, determined by the connections between 

the processing elements and element parameters. Artificial neurons were first proposed in 

1943 by WarrenMcCulloch, a neurophysiologist, and Walter Pitts, a logician, who first 

collaborated at the University of Chicago. 

In a neural network model simple nodes (which can be called by a number of names, including 

"neurons", "neuroses", "Processing Elements" (PE) and "units"), are connected together to 

form a network of nodes — hence the term "neural network". While a neural network does not 

have to be adaptive per se, its practical use comes with algorithms designed to alter the 

strength (weights) of the connections in the network to produce a desired signal flow. 

The term neural network was traditionally used to refer to a network or circuit of biological 

neurons. The modern usage of the term often refers to artificial neural networks, which are 

composed of artificial neurons or nodes. 

Thus the term has two distinct usages: 

1. Biological neural networks 

2. Artificial neural networks 

 

 

 

 

   Figure 3.2.1: Human Neuron 

http://en.wikipedia.org/wiki/Warren_Sturgis_McCulloch
http://en.wikipedia.org/wiki/Walter_Pitts
http://en.wikipedia.org/wiki/University_of_Chicago
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    Figure 3.2.2: The neuron Model 

  

 Layers in a Neural Network: 

The most common type of artificial neural network consists of three groups, or layers, of units: 

a layer of "input" units is connected to a layer of "hidden" units, which is connected to a layer 

of "output" units. The activity of the input units represents the raw information that is fed into 

the network. The activity of each hidden unit is determined by the activities of the input units 

and the weights on the connections between the input and the hidden units. The behavior of 

the output units depends on the activity of the hidden units and the weights between the 

hidden and output units. 

 

 

 

Figure 3.3.3: Layers of NN 
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 Supervised Learning of the Data in AI module 

Neural Network is an Artificial Intelligence module used for forecasting, process control, 

research, data validation, risk management etc. The Road Data, Plot Data & Vehicle Data will be 

given to the Neural Network for training purpose. The given input and output will be trained in 

the neural network in such a way that they will generate a weight value within themselves. 

After that they will form an equation given the weight values. The new equation will be based 

on the trained value so putting the test value on the equation we will be able to get a solution. 

Based on this solution we can take further decisions.  

The training of data takes 90% of its sample values for training purpose. Then 5% of samples are 

there for validation and 5% of the samples are for the testing purpose. Based on this samples 

an equation is formed in the neural network. 

3.3 Back propagation Algorithm 

For better understanding, the back propagation learning algorithm can be divided into two 

phases: propagation and weight update. 

 Phase 1: Propagation 

Each propagation involves the following steps: 

1. Forward propagation of a training pattern's input through the neural network in order 
to generate the propagation's output activations. 

2. Backward propagation of the propagation's output activations through the neural 
network using the training pattern's target in order to generate the deltas of all output 
and hidden neurons. 

 Phase 2: Weight update 

For each weight-synapse follow the following steps: 

1. Multiply its output delta and input activation to get the gradient of the weight. 
2. Bring the weight in the opposite direction of the gradient by subtracting a ratio of it 

from the weight. 
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This ratio influences the speed and quality of learning; it is called the learning rate. The sign of 
the gradient of a weight indicates where the error is increasing, this is why the weight must be 
updated in the opposite direction. 

Repeat phase 1 and 2 until the performance of the network is satisfactory. 

 Modes of learning 

There are two modes of learning to choose from: One is on-line (incremental) learning and the 
other is batch learning. In on-line (incremental) learning, each propagation is followed 
immediately by a weight update. In batch learning, much propagation occurs before weight 
updating occurs. Batch learning requires more memory capacity, but on-line learning requires 
more updates. 

 Algorithm 

Actual algorithm for a 3-layer network (only one hidden layer): 

Initialize the weights in the network (often randomly) 
Do  
For each example e in the training set  
O = neural-net-output(network, e) ; forward pass 
T = teacher output for e 
Calculate error (T - O) at the output units 
Compute delta_wh for all weights from hidden layer to output layer; backward pass 
Compute delta_wi for all weights from input layer to hidden layer; backward pass 
continued 
Update the weights in the network 
Until all examples classified correctly or stopping criterion satisfied 
Return the network 

As the algorithm's name implies, the errors propagate backwards from the output nodes to the 
inner nodes. Technically speaking, back propagation calculates the gradient of the error of the 
network regarding the network's modifiable weights. This gradient is almost always used in a 
simple stochastic gradient descent algorithm to find weights that minimize the error. Often the 
term "back propagation" is used in a more general sense, to refer to the entire procedure 
encompassing both the calculation of the gradient and its use in stochastic gradient descent. 
Back propagation usually allows quick convergence on satisfactory local minima for error in the 
kind of networks to which it is suited. 

Back propagation networks are necessarily multilayer perceptron (usually with one input, one 
hidden, and one output layer). In order for the hidden layer to serve any useful function, 
multilayer network logistic, the Softmax function, and the Gaussian function. 

http://en.wikipedia.org/wiki/Algorithm
http://en.wikipedia.org/wiki/Stochastic_gradient_descent
http://en.wikipedia.org/wiki/Maxima_and_minima
http://en.wikipedia.org/wiki/Multilayer_perceptron
http://en.wikipedia.org/wiki/Softmax_activation_function
http://en.wikipedia.org/wiki/Gaussian_function
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The back propagation algorithm for calculating a gradient has been rediscovered a number of 
times, and is a special case of a more general technique called automatic differentiation in the 
reverse accumulation mode. 

s must have non-linear activation functions for the multiple layers: a multilayer network using 
only linear activation functions is equivalent to some single layer, linear network. Non-linear 
activation functions that are commonly used include the  

There are many variations of the back propagation algorithm. The simplest implementation of 

back propagation learning updates the network weights and biases in the direction in which the 

performance function decreases most rapidly, the negative of the gradient. One iteration of this 

algorithm can be written 

𝑥𝑘+1 = 𝑥𝑘 -𝑎𝑘𝑔𝑘  

Where,𝑥𝑘 is a vector of current weights and biases, 𝑔𝑘 is the current gradient, and 𝑎𝑘 is the 

learning rate. 

 

There are two different ways in which this gradient descent algorithm can be implemented: 

incremental mode and batch mode. 

 In incremental mode, the gradient is computed and the weights are updated after each input is 

applied to the network.  

In batch mode, all the inputs are applied to the network before the weights are updated. The 

next section describes the batch mode of training; incremental training is discussed in a later 

chapter. 

 Batch Training (train) 

In batch mode the weights and biases of the network are updated only after the entire training 

set has been applied to the network. The gradients calculated at each training example are 

added together to determine the change in the weights and biases.  

Batch Gradient Descent (traingd) 

The batch steepest descent training function is traingd. The weights and biases are updated in 

the direction of the negative gradient of the performance function. If you want to train a 

network using batch steepest descent, you should set the network trainFcn to traingd, and then 

call the function train. There is only one training function associated with a given network. 

http://en.wikipedia.org/wiki/Automatic_differentiation
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There are seven training parameters associated with traingd: 

 Epochs 

 Show 

 Goal 

 Time  

 min_grad 

 max_fail 

 lr 

The learning rate lr is multiplied times the negative of the gradient to determine the changes to 

the weights and biases. The larger the learning rate, the bigger the step. If the learning rate is 

made too large, the algorithm becomes unstable. If the learning rate is set too small, the 

algorithm takes a long time to converge.  

The training status is displayed for every show iterations of the algorithm. The other 

parameters determine when the training stops. The training stops if the number of iterations 

exceeds epochs, if the performance function drops below goal, if the magnitude of the gradient 

is less than mingrad, or if the training time is longer than time seconds. max_fail, which is 

associated with the early stopping technique, is discussed in Improving Generalization. 

The following code creates a training set of inputs p and targets t. For batch training, all the 

input vectors are placed in one matrix. 

      p = [-1 -1 2 2; 0 5 0 5]; 

      t = [-1 -1 1 1]; 

Create the feedforward network. 

net = newff(p,t,3,{},'traingd'); 

In this simple example, turn off a feature that is introduced later. 

net.divideFcn = ''; 

At this point, you might want to modify some of the default training parameters. 

net.trainParam.show = 50; 

      net.trainParam.lr = 0.05; 
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net.trainParam.epochs = 300; 

net.trainParam.goal = 1e-5; 

If anyone wants to use the default training parameters, the preceding commands are not 

necessary. 

Now we are ready to train the network. 

      [net,tr]=train(net,p,t); 

The training record tr contains information about the progress of training. 

Now we can simulate the trained network to obtain its response to the inputs in the training 

set. 

      a = sim(net,p) 

      a =   -1.0026   -0.9962   1.0010   0.9960 

Gradient Descent with Momentum 

In addition to traingd, there are three other variations of gradient descent. 

Gradient descent with momentum, implemented by traingdm, allows a network to respond not 

only to the local gradient, but also to recent trends in the error surface. Acting like a lowpass 

filter, momentum allows the network to ignore small features in the error surface. Without 

momentum a network can get stuck in a shallow local minimum. With momentum a network 

can slide through such a minimum.  
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Chapter 4: Proposed Approach 

4.1 General Framework 

 

 

 

   

    

     

 Figure 4.1 General Framework of our thesis 

4.2 Satellite image 

• Captured by: QuickBird Spy Satellite USA. 
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• This satellite can capture image with accuracy of 15-25 cm (for defense purpose). For 

commercial purpose they provide accuracy of not less than 50 cm. 

• “Digital Globe” commercially provides this image at the cost of 21 dollar per sq. km. 

• For study purpose we have collected this image from Jahangirnagar University. This 

image has an accuracy level of 60 sq. cm per pixel.  

• Size of the image a portion of Dhaka city around 2.2 GB. 

 

Figure 4.2 A spy satellite named QuickBird 

 

4.3 Road information 

We have selected a traffic control node of Dhaka city randomly. This node is situated at 

23⁰45’51.73”N and 90⁰23’20.45”E. We have taken the four roads as North road, East road, 

South road and West road in the clockwise direction as shown in the figure below. 
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Figure 4.3.1: Name of the roads 

Then we have measured the length of the roads from its previous node or the traffic signal to 

get the following information. Then taking the approximation that 5 meters are occupied by a 

vehicle we found out the highest number of vehicles that can reside on this road. The table is 

shown below. 

 North Road South Road East Road West road 

Length 370 m 550 m 1000 m 532 m 

Number of lanes 4 4 2 4 

Maximum number of vehicles 296 440 400 425 

Figure 4.3.2: Information of the roads. 

 

4.4 How to count the number of vehicles 

There are many different ways to keep track of the number of vehicles in a road. Few of them 

are as follows. 

 Radio Frequency Identification (RFID) 

Radio-frequency identification (RFID) is the use of a wireless non-contact system that uses 

radio-frequency electromagnetic fields to transfer data from a tag attached to an object, for 

the purposes of automatic identification and tracking. The tag contains electronically stored 

information which can be read from up to several meters (yards) away. Unlike a bar code, 

the tag does not need to be within line of sight of the reader and may be embedded in the 

tracked object.This is the method where an access point will remain connected with the 

server. There are some RFID tags which remain connected with the moving objects. 

Whenever the object comes closer to the RFID access point some information is sent to the 

server. This information helps in computation of the vehicles. 

North Road 

 

East Road 

 

South Road 

 

West Road 
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 So if we can keep an access point at the beginning of the road then this will contain the 

number of vehicles getting in to the road. Again the access point will tell us the number of 

vehicles going out from the road. Subtracting these numbers we can easily get the number 

of vehicles currently present on the road.  

 Global Positioning System (GPS) 

Global positioning system devices have a direct connection with the satellite. With this 

device we can find the exact location on the earth. If we want to use GPRS for counting the 

number of vehicles then a device needs to be connected to every vehicle which will send 

information to the cloud. Then from the cloud one can get the idea about the number of 

vehicles currently residing on the road. 

 Close Circuit Camera 

A close circuit camera is connected to every end of the roads. In this camera one can see 

the picture of the situation of the road. With some further enhancement one can use the 

technology of Image Processing to isolate the vehicles and count the number of them. In 

this way one can get the count of vehicles. But this technology requires a lot of calculation 

& processing.  

 Metallic plate 

This is a modern technology introduced in our country. Here a metallic plate of sensors 

remain laid down on the road. Each time a wheel crosses the metallic bar, it counter is 

incremented to one. In this way the number of vehicles crossing the sensor can give the 

vehicle count. 

 Air tube method 

This is the oldest method of automatic traffic counting. The tube is hollow and sealed on 

one end, with the other leading to a box off the side of the road. Every time the tube is 

compressed by a wheel, the pulse of air generated is registered by a pressure switch. 

 Statistics 

Another source of car count can be got from the people of statistics department. They go 

directly to the location and count the number of vehicles manually on demand.Thenthey 

can provide us with their statistical output.It is done by many statistical research 

organization and Academic Institutions. 
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Besides all these there may be other methods and technologies which can give the number of 

vehicles count on a road dynamically. For our thesis we have taken the car count from the 

statistics department. 

4.5 Parameters 

We have taken three parameters to get the idea of the road condition. This can be increased or 

decreased as per the situation of the road and behavior of the traffic.  

 Number of vehicles currently on the road 

This is a number which indicates the number of vehicles that are staying on the road 

due to signal or congestion. After a red signal is given, many cars come & wait for the 

green signal. These numbers of vehicles occupy the road from the beginning.  

 

 Community area pressure 

Community area pressure gives the number of vehicles which will contribute to the 

traffic congestion from the nearby and surrounding residential, industrial, commercial 

etc. type of area. In few minutes of time the people coming out from their living area 

are taken into consideration so that the exact traffic condition is understood.   

An area with many higher storied buildings will contribute more vehicle and pressure on the 

road. Then again a densely populated area will have higher contribution to the road 

than a less densely populated area.Last but not the least, the area that has only one 

connecting road will generate more pressure than the area having more than one 

connecting road.  

 

 Vehicles from the previous node 

This is another number representing the count of vehicles coming from the last traffic 

signal. These vehicles will fill up the road and create congestion after some time. So this 

parameter is also taken in to consideration so that accurate vehicular information is 

found. 
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4.6 Neural network 

 Training of data 

After getting the road information and the vehicular information we have trained our model 

the input and output scenario of the roads. We have taken many samples to train the model in 

Matlab. Depending on this prior knowledge the system can tell the user about the current 

situation of the roads. For our model we have kept the training data on the text files like 

North_road_data, East road data, South road data & West road data. 

Then we have used some neural network functions using “nftool” in Matlab for our training 

purpose. Few of them are like  

newfit(east_road_input,east_road_target,numHiddenNeurons) 

train(net_east,east_road_input,east_road_target); 
 
sim(net_east,x_east); 

 
For the implementation purpose we have concentrated on the fact that if we can create the 

functions, train with the practical input and generate the output for only one node then we can 

extend that for the rest of the nodes.    

 Back propagation algorithm 

The algorithm we have used for our system modeling is the Marquardt-Levenberg back 

propagation algorithm of neural network. This algorithm can predict the output from a well-

trained input condition. In mathematics and computing, the Levenberg–Marquardt algorithm 

(LMA), also known as the damped least-squares (DLS) method, provides a numerical solution 

to the problem of minimizing a function, generally nonlinear, over a space of parameters of the 

function. These minimization problems arise especially in least squarescurve fitting and 

nonlinear programming. The LMA interpolates between the Gauss–Newton algorithm (GNA) 

and the method of gradient descent. The LMA is more robust than the GNA, which means that in 

many cases it finds a solution even if it starts very far off the final minimum. For well-behaved 

functions and reasonable starting parameters, the LMA tends to be a bit slower than the GNA. 

LMA can also be viewed as Gauss–Newton using a trust region approach. 

http://en.wikipedia.org/wiki/Mathematics
http://en.wikipedia.org/wiki/Numerical_analysis
http://en.wikipedia.org/wiki/Least_squares
http://en.wikipedia.org/wiki/Least_squares
http://en.wikipedia.org/wiki/Least_squares
http://en.wikipedia.org/wiki/Nonlinear_programming
http://en.wikipedia.org/wiki/Gauss%E2%80%93Newton_algorithm
http://en.wikipedia.org/wiki/Gradient_descent
http://en.wikipedia.org/wiki/Robustness_%28computer_science%29
http://en.wikipedia.org/wiki/Trust_region


36 
 

Chapter 5: Implementation &Output of the system 

5.1 Congestion state of different roads 

From the training of the situation in the neural network we have created a new 

equation. Now if we give any input in this equation then we can get the desired output 

situation. If our system is given an input with the parameters mentioned above then this 

generates an output showing the percentage of road occupied or filled up with vehicles. 

After getting the percentage of all the roads of a node we can easily take a decision 

about which roads need green signal for longer times. This helps to give priority to the 

busier roads than comparatively less busy roads. 

 

 
Figure 5.1 Comparison of congestion among the connected roads 
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Figure 5.2 Congestion state of 4 roads 

5.2 With and without community area pressure 

This figure shows the effect of community area pressure in the occurrence of traffic 

congestion with and without community area pressure analysis. This shows that for a 

better approximation we must take the community pressure into account as they play a 

vital role in traffic congestion formation. So for a better approximation of the road 

congestion state we cannot ignore the influence of community area pressure. 

 

Figure 5.3: The difference with and without community area pressure 
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5.3 Working days’ average:the result shows us the percentage congestion of the north 

road by the vehicles at different times of working days of a week.  

 

 

 

Figure 5.4: Working days congestion state at different times from 7am to 12pm 

From this information we can find the average congestion state of a particular road in different 

time of a day. After getting the pressure on the road given by the vehicles in few days’ time we 

can get the average congestion scenario of the road. Then depending on this result further 

decisions can be taken. 
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Figure 5.3: Average congestion state on working days at different time 

 

Figure 5.4 Average congestion states on vacation or holidays. 

At the time of national holidays, different festivals or for some unwanted accidents the traffic 

behavior may change. Though the days are like the working days but the number of vehicles is 

reduced dramatically. In such cases they should be considered as the weekends. Though our 

system will work perfectly on these complex situations but this may provide a wrong 

impression about the roads and behavior of the traffic if not considered as weekend. If this is 

kept in mind during the formation of database, then the information will not mislead and give 

the more accurate picture of the roads.  

We can find the congestion states of other roads in the similar way.   
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Chapter 6: Limitations & Scope of our system 
 

Highest efficiency from this system can be achieved if we can make the system dynamic. Due to 

the unavailability of necessary infrastructure or technological support we could not make it 

dynamic. As a result there are some errors in our approximation. We had to use some data 

which are not precise or accurate. Unless we can use any of the dynamic vehicle counting 

method this data will not be accurate either.  

 

Another limitation is regarding the parameters we have chosen as the cause of traffic 

congestion. We have taken three parameters namely, Number of vehicles currently on the 

road, Community area pressure, Vehicles from the previous node. We have taken these 

parameters by our assumption that they are responsible for the traffic congestion. But there 

may be more parameters responsible which we have ignored. 

 

There are many ways by which we can enhance the effectiveness of our system. Few of them 

can be as the following. 

 From the output of our system we can observe the traffic behavior of different roads in 

different time of the day. With this information in hand the government can take major 

decisions like construction of new roads, installation of traffic signals, traffic signal 

modifications, guard rail installations, flashing beacon installations and bike and 

pedestrian projects. The Department of Transportation also provides state and local 

transportation agencies with traffic count information for congestion management and 

highway performance monitoring. 

 

 We can store the traffic congestion behavior in the cloud so that any person can get the 

information for his need. For project purpose or for personal use one will be able to 

search the cloud to get accurate information about the roads and traffic. This will be 

helpful for the people to select an alternative road if the information is available. 

 

 

 Government agencies like BRTA can take care of the information by preserving them in a 

database so that they can take efficient decisions with very dependable data at hand.  
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 We can send this information time to time to any radio station so that they can 

broadcast the current congestion situation of the roads. It can also be made information 

by demand so that any one asking through SMS can get the current update of the roads. 

 

 Another important enhancement can be achieved if we can show the traffic behavior of 

the roads to the drivers by electronic message boards installed beside the lanes. 

Watching the current condition in those boards the drivers will be able to choose the 

optimal path of their destination. 

 

 Intelligent traffic signal lights with variable length of time span can be made with this 

system. This type of signal lights will check the congestion state of the roads. Then they 

will make a priority list where most congested road will get longer time of green signal 

say 5 minutes, then the next less congested road say 4 minutes & the free road for 2 

minutes. A round robin will take place so that every road gets the green signal but with 

different time span according to its need. 
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Chapter 7: Conclusion 
 

In this research we have studied the effect of community area pressure on the congestion of 

traffic. We have also learnt the behavior of traffic in different part of day time. The Geographic 

Information System software provided the road information. Then with the neural network 

module of Artificial Intelligence we have trained our system with many sample input with its 

corresponding scenario as output. This training has helped to take the further decision from any 

new input to show the traffic congestion picture. Different types of outputs are shown in this 

project which will be highly efficient in taking major traffic related decisions. The result if stored 

in the cloud and accessible by the general people on demand can be made, then the benefit 

would be highest. With the information generated from our system government can take 

further decisions like where to construct roads or implement signals. Then if the general people 

can see the behavior of the roads then they can easily find an alternative road avoiding the one 

with excessive traffic. Our project could be highly efficient if we could take the input data 

dynamically. But it was not possible in our part to take the dynamic data due to unavailable 

technological infrastructure and technologies in our country. But we are hopeful that our 

system will give maximum benefit and efficiency if it is incorporated with any dynamic system 

which can count the number of vehicles. 
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Chapter 9: Appendix  

 

We have done our simulation in Matlab. Before training our system we 

have chosen some parameter so that based on this training data, we can 

take any decision through the test data.   

Training data of North road  

 

functiony_north =check_north(x_north) 

 
north_road_input = [67  78  87  115 127 179 115 110 158 147 53  113 89  75  

84  156 145 60  55  108 96  89  101 105 55  85  82  139 43  57  85  76  163 

59  80  70  75  60  50  40  47  30  19  35  67  83  95  121 103 75  36  45  

76  84  36  41  148 121 76  100 10  0   0   20  15  12  30  15  13  0   0   

17  21  55  75  95  83  93  100 20  15  25  35  120 75  79  87  88  127 85  
                    31  45  40  40  50  88  75  73  59  38  72  69  63  58  

50  45  42  55  50  53  45  43  38  35  40  45  47  28  58  65  80  76  55  

96  105 85  96  19  61  75  45  51  67  75  80  73  99  86  50  95  84  30  

39  60  65  76  86  55  75  79  5   5   0   15  20  11  30  0   12  17  5   

19  25  20  30  55  43  40  35  75  105 125 20  100 127 100 175 0   15  19  
                    18  55  48  58  75  96  105 106 66  100 82  15  53  98  

87  78  82  84  79  36  50  16  25  27  45  62  60  66  10  5   10  26  45  

76  96  100 25  75  9   85  75  86  100 105 115 125 27  36  96  50  20  25  

39  15  95  59  40  33  20  30  10  5   0   10  20  17  45  0   0   18  3   

23  27  19  47  60  76  53  62  80  30  75  160 30  15  25  33  15  140 24 
                    ]; 
north_road_target = [39.1   60.1    59.1    71.9    85.1    95.6    99.6    

97.6    95.6    96.2    69.9    66.5    69.2    78.0    74.6    94.2    90.8    

67.2    62.1    66.5    64.5    50.0    55.4    56.4    47.2    64.8    63.8    

78.7    37.5    42.9    59.1    60.1    88.8    78.0    94.9    86.1    66.2    

52.0    40.5    67.5    56.4    56.4    62.8    72.6    88.5    94.9    74.6    

82.0    84.1    74.3    47.2    33.7    52.0    53.7    66.2    59.4    92.5    

70.6    57.7    70.6    8.4 3.3 0   15.2    18.5    13.5    35.4    5.0 8.4 

11.8    2.7 19.9    24.6    31.7    51.3    70.9    68.2    62.8    66.5    

59.1    50.6    76.0    72.6    84.4    73.3    68.9    99.6    34.7    95.2    

43.2 
]; 

 

 
numHiddenNeurons = 5;  % Adjust as desired 
net_north = newfit(north_road_input,north_road_target,numHiddenNeurons); 
net_north.divideParam.trainRatio = 70/100;  % Adjust as desired 
net_north.divideParam.valRatio = 15/100;  % Adjust as desired 
net_north.divideParam.testRatio = 15/100;  % Adjust as desired 

 
% Train and Apply Network 
net_north= train(net_north,north_road_input,north_road_target); 
% outputs_north = sim(net_north,north_road_input); 
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desired_output_north = sim(net_north,x_north); 
y_north = desired_output_north; 

 

 

Training data of South road  

 

 
functiony_south=check_south(x_south) 

 

 
south_road_input = [ 
    67  78  87  115 127 179 215 210 208 197 203 213 189 175 184 156 145 160 

155 158 196 189 201 205 205 185 182 189 193 197 185 176 169 159 80  70  75  

60  50  40  47  30  19  35  67  83  95  121 153 175 136 145 176 184 136 141 

148 151 176 100 10  0   0   20  15  12  30  15  13  0   0   17  21  55  75  

95  83  93  100 20  15  25  35  120 175 129 87  88  127 185 
    31  45  40  40  50  88  75  73  59  63  72  69  63  58  50  45  42  55  

50  53  45  43  38  35  40  45  47  53  58  65  80  76  85  96  105 85  96  

119 161 75  45  51  67  75  80  73  99  86  100 95  84  30  39  60  65  76  

86  75  75  79  5   5   0   15  20  11  30  0   12  17  5   19  25  20  30  

55  43  40  35  175 105 125 120 100 127 150 175 0   15  19 
    18  55  48  58  75  96  105 106 116 125 132 115 103 98  87  78  82  84  

79  86  105 116 125 127 159 162 160 159 160 155 105 96  85  76  96  100 125 

175 109 85  75  86  100 105 115 125 127 136 136 100 120 125 139 115 95  59  

40  33  20  30  10  5   0   10  20  17  45  0   0   18  3   23  27  19  47  

60  76  53  62  180 130 175 160 30  15  25  33  15  140 24 
    ]; 
south_road_target = [26.3   40.4    39.7    48.4    57.2    64.3    89.7    

88.4    87.0    87.5    92.5    90.2    80.6    75.2    72.9    63.4    61.1    

67.9    64.5    67.5    78.6    79.0    82.7    83.4    91.8    89.0    88.0    

91.1    93.4    94.7    84.0    79.0    77.0    73.1    63.8    57.9    67.2    

80.4    72.7    45.4    37.9    37.9    42.2    48.8    59.5    63.8    72.9    

77.9    88.4    84.0    77.2    68.1    80.4    81.5    67.2    62.7    62.2    

58.8    61.5    47.5    5.6 2.2 0   10.2    12.5    9.0 23.8    3.4 5.6 7.9 

1.8 13.4    16.5    21.3    34.5    47.7    45.9    42.2    44.7    85.2    

56.8    73.8    71.5    56.8    72.0    69.0    67.0    23.4    64.0    

51.8]; 

 

 

 

 
numHiddenNeurons = 5;  % Adjust as desired 
net_south = newfit(south_road_input,south_road_target,numHiddenNeurons); 
net_south.divideParam.trainRatio = 70/100;  % Adjust as desired 
net_south.divideParam.valRatio = 15/100;  % Adjust as desired 
net_south.divideParam.testRatio = 15/100;  % Adjust as desired 

 
% Train and Apply Network 
net_south= train(net_south,south_road_input,south_road_target); 
%outputs_south = sim(net_south,south_road_input); 
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desired_output_south = sim(net_south,x_south); 
y_south = desired_output_south; 

 

 

Training data of East road  

 

functiony_east=check_east(x_east) 
east_road_input = [ 
    67  78  87  115 127 179 215 210 208 197 153 213 189 175 184 156 145 160 

155 158 196 189 201 205 155 185 182 139 143 157 185 176 169 159 80  70  75  

60  50  40  47  30  19  35  67  83  95  121 153 175 136 145 176 184 136 141 

148 151 176 100 
    31  45  40  40  50  88  75  73  59  63  72  69  63  58  50  45  42  55  

50  53  45  43  38  35  40  45  47  53  58  65  80  76  85  96  105 85  96  

119 161 75  45  51  67  75  80  73  99  86  100 95  84  30  39  60  65  76  

86  75  75  79 
    18  55  48  58  75  96  105 106 116 125 82  115 103 98  87  78  82  84  

79  86  105 116 125 127 109 162 160 109 110 105 105 96  85  76  96  100 125 

175 109 85  75  86  100 105 115 125 127 136 136 100 120 125 139 115 95  59  

40  33  20  30 
    ]; 
east_road_target = [29.0    44.5    43.7    53.2    63.0    70.7    98.7    

97.2    95.7    96.2    76.7    99.2    88.7    82.7    80.2    69.7    67.2    

74.7    71.0    74.2    86.5    87.0    91.0    91.7    76.0    98.0    97.2    

75.2    77.7    79.2    92.5    87.0    84.7    80.5    70.2    63.7    74.0    

88.5    80.0    50.0    41.7    41.7    46.5    53.7    65.5    70.2    80.2    

85.7    97.2    92.5    85.0    75.0    88.5    89.7    74.0    69.0    68.5    

64.7    67.7    52.2]; 

 

 

 
numHiddenNeurons = 5;  % Adjust as desired 
net_east = newfit(east_road_input,east_road_target,numHiddenNeurons); 
net_east.divideParam.trainRatio = 70/100;  % Adjust as desired 
net_east.divideParam.valRatio = 15/100;  % Adjust as desired 
net_east.divideParam.testRatio = 15/100;  % Adjust as desired 

 
% Train and Apply Network 
net_east= train(net_east,east_road_input,east_road_target); 
%outputs_east = sim(net_east,east_road_input); 

 
desired_output_east = sim(net_east,x_east); 
y_east = desired_output_east; 

 

 

 

Training data of West road  

%%% Checking the condition of a road in a week%%% 
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functiony_west=check_west(x_west) 
west_road_input = [ 
    67  78  87  115 127 179 215 210 208 197 203 213 189 175 184 156 145 160 

155 158 196 189 201 205 205 185 182 189 193 197 185 176 169 159 80  70  75  

60  50  40  47  30  19  35  67  83  95  121 153 175 136 145 176 184 136 141 

148 151 176 100 
    31  45  40  40  50  88  75  73  59  63  72  69  63  58  50  45  42  55  

50  53  45  43  38  35  40  45  47  53  58  65  80  76  85  96  105 85  96  

119 161 75  45  51  67  75  80  73  99  86  100 95  84  30  39  60  65  76  

86  75  75  79 
    18  55  48  58  75  96  105 106 116 125 132 115 103 98  87  78  82  84  

79  86  105 116 125 127 159 162 160 159 160 155 105 96  85  76  96  100 125 

175 109 85  75  86  100 105 115 125 127 136 136 100 120 125 139 115 95  59  

40  33  20  30 
    ]; 
west_road_target = [27.2    41.8    41.1    50.1    59.2    66.5    92.9    

91.5    90.1    90.5    95.7    93.4    83.5    77.8    75.5    65.6    63.2    

70.3    66.8    69.8    81.4    81.8    85.6    86.3    95.0    92.2    91.5    

94.3    96.7    98.1    87.0    81.8    79.7    75.7    66.1    60.0    69.6    

83.2    75.2    47.0    39.2    39.2    43.7    50.5    61.6    66.1    75.5    

80.7    91.5    87.0    80.0    70.5    83.2    84.4    69.6    64.9    64.4    

60.9    63.7    49.1]; 

 
numHiddenNeurons = 5;  % Adjust as desired 
net_west = newfit(west_road_input,west_road_target,numHiddenNeurons); 
net_west.divideParam.trainRatio = 70/100;  % Adjust as desired 
net_west.divideParam.valRatio = 15/100;  % Adjust as desired 
net_west.divideParam.testRatio = 15/100;  % Adjust as desired 

 
% Train and Apply Network 
net_west= train(net_west,west_road_input,west_road_target); 
%outputs_west = sim(net_west,west_road_input); 

 
desired_output_west = sim(net_west,x_west); 
y_west = desired_output_west; 
 

 

 

This segment is used for checking the road traffic congestion percentage: 

function [] = checkbusy( road, val) 

 
if(val>= 85), fprintf('%s road trafiic percentage is %.2f 

(Congested)\n',road,val); 
fprintf('Open the signal 6 minutes for the %s road\n',road); 
elseif (val>=75 &&val< 85), fprintf('%s road trafiic percentage is %.2f (Very 

Busy)\n',road,val); 
fprintf('Open the signal 5 minutes for the %s road\n',road); 
elseif (val>=60 &&val< 75), fprintf('%s road trafiic percentage is %.2f 

(Busy)\n',road,val); 
fprintf('Open the signal 4 minutes for the %s road\n',road); 
elseif (val>=40 &&val< 60), fprintf('%s road trafiic percentage is %.2f 

(Moderate Busy)\n',road,val); 
fprintf('Open the signal 3 minutes for the %s road\n',road); 
elseif (val>=25 &&val< 40), fprintf('%s road trafiic percentage is %.2f 

(Normal)\n',road,val);     
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fprintf('Open the signal 3 minutes for the %s road\n',road); 
elsefprintf('%s road trafiic percentage is %.2f (Free)',road,val); 
fprintf('Open the signal 3 minutes for the %s road\n',road); 
end 
fprintf('\n'); 

 
       This portion shows the congestion percentage with respect to the input 

condition for every separate road. 

 

fid_north = fopen('north_test_data.txt','r'); 

 
Noi_north = fscanf(fid_north, '%d ', 1); 
for i=1:Noi_north 
x_north = zeros(3,1); 
for j=1:3 
x_north(j,1) = fscanf(fid_north, '%d ', 1); 
end 
%x_north 
y_north = check_north(x_north); 
% fprintf('\nPossible percentage of the road capacity of north road: %.2f 

\n', y_north); 

 
end 

 

 
fid_south = fopen('south_test_data.txt','r'); 

 
Noi_south = fscanf(fid_south, '%d ', 1); 
for i=1:Noi_south 
x_south = zeros(3,1); 
for j=1:3 
x_south(j,1) = fscanf(fid_south, '%d ', 1); 
end 
% x_south 
y_south = check_south(x_south); 
% fprintf('\nPossible percentage of the road capacity of south road: %.2f 

\n', y_south); 

 
end 

 

 

 
fid_east = fopen('east_test_data.txt','r'); 

 
Noi_east = fscanf(fid_east, '%d ', 1); 
for i=1:Noi_east 
x_east = zeros(3,1); 
for j=1:3 
x_east(j,1) = fscanf(fid_east, '%d ', 1); 
end 
% x_east 
y_east = check_east(x_east); 
%fprintf('\nPossible percentage of the road capacity of east road: %.2f \n', 

y_east); 
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end 

 

 

 
fid_west = fopen('west_test_data.txt','r'); 

 
Noi_west = fscanf(fid_west, '%d ', 1); 
for i=1:Noi_west 
x_west = zeros(3,1); 
for j=1:3 
x_west(j,1) = fscanf(fid_west, '%d ', 1); 
end 
% x_west 
y_west = check_west(x_west); 
%fprintf('\nPossible percentage of the road capacity of west road: %.2f 

\n\n', y_west); 

 
end 

 
%junction_percetage = zeros(50,50); 
junction_percetage=[y_east;y_west;y_north;y_south]; 

 
checkbusy('North',y_north); 
checkbusy('South',y_south); 
checkbusy('East',y_east); 
checkbusy('West',y_west); 
%junction_percetage_output = sortrows(junction_percetage); 

 

 
%plot(y_north,y_south,y_east,y_west); 

 
%junction_percetage_output = sort(junction_percetage,1,'ascend'); 
%fprintf('posible percentage in ascending order: %.12f \n \n', 

junction_percetage_output); 
%fprintf('Show the posible percentage in ascending order: %.12f \n \n', 

sort(junction_percetage,1,'ascend')); 

 
graphshow = zeros(4,2); 
for i = 1:4 
graphshow(i,1) = i; 
graphshow(1,2) = y_north; 
graphshow(2,2) = y_south; 
graphshow(3,2) = y_east; 
graphshow(4,2) = y_west; 
end 
stem(graphshow(:,1),graphshow(:,2)); 
xlim([0 5]) 
ylim([0 100]) 
title('Current condition of the Roads'); 
xlabel('Name of the roads '); 
ylabel('Percentage of Traffic Congestion'); 
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Before going to this code we took the seven working days road input parameter (say at 6.00pm) 

and then this snippet of code will show the average congestion percentage of north road at 

6.00 pm. 

 

fid_north = fopen('north_test_data_weekly.txt','r'); 

 
Noi_north = fscanf(fid_north, '%d ', 1); 
graphshow = zeros(6,2); 
for i=1:Noi_north 
x_north = zeros(3,1); 
for j=1:3 
x_north(j,1) = fscanf(fid_north, '%d ', 1); 
%fprintf('%d',x_north(j,1) ); 
end 
%x_north 
y_north = check_north(x_north); 

 
graphshow(i,1) = i; 
graphshow(i,2) = y_north; 

 
fprintf('\n Possible percentage of the road capacity of north road: %.2f \n', 

y_north); 
Average_north(i,1)=y_north;   

 
end 
fprintf('\n Average percentage of this road at this perticular time :: % .2f 

\n', mean(Average_north)); 
%plot(graphshow(:,1),graphshow(:,2)); 
% graphshow(7,1) = 7; 
% graphshow(7,2) = mean(Average_north); 

 
bar(graphshow(:,1),graphshow(:,2)); 
xlim([0 7]) 
ylim([0 100]) 
title('North Road Percentage at 6.00 Pm on different working days') 
xlabel('Day'); 
ylabel('Percentage'); 

 

 

 

Similarly we can take the east, west, south road condition at different time to perform the 

similar action. 

 

 

 


