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ABSTRACT

The number of cyber-attacks has increased in recent years in both the number and va-

rieties which demands a dynamic way of detection. Network Intrusion Detection System

(IDS) leverages the key feature of Machine Learning algorithms to analyze network traffic

and to build a sophisticated and dynamic system. However, the performance of Machine

Learning algorithms depends on the representation of dataset.Recent research on Network

Intrusion Detection has focused on feature selection and feature extraction techniques to ob-

tain the best output and to adapt to continuously varying attacks. In this paper, we present a

correlation-based technique for feature extraction from the traffic information. Our feature

extraction framework builds a normal traffic profile and consider the deviation of network

traffic information from normal traffic profile as the new feature set. The new derived set

of features optimizes the anomaly detection technique using classification algorithm. Our

evaluation conducted on KDD-CUP99,UNSW-NB15,NSL-KDD,AWID and CIC-IDS2017

dataset and outperformed detection rate for intrusions compared to other recent state-of-

the-art anomaly detection methods.
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Chapter 1

Introduction

1.1 Overview

With the development and increase of connectivity dependent devices in recent years, it has
become a challenge for IT security professionals.Symantec Internet Security Threat Report
claimed that more than three billion zero-day security attacks were reported on a single day
in USA and Australia [1]. The dark web is also being a market place of such network intrusion
mechanism and the interest in network intrusion activity is also in a rise there. A report found
the rise of network intrusion posts on dark web by 69% in the first quarter of 2020 compared
to the fourth quarter of 2019 [2]. In spite of development in cyber-security domain, it still a
challenge to cope up with such new varieties of intrusion technique and attacks. To-address the
alarming issue, extensive research is going on in Network Intrusion Detection System (IDS)
nowadays.

As intrusion comprises any set of action that attempts to compromise availability, confidential-
ity, integrity or bypass security mechanism of a system, the approach of Intrusion Detection
System is usually analyzing incoming network traffic in search of such attempts. For real time
detection of such event, there are approaches like individual packet analysis, flow of traffic
analysis and behavior of the source or attackers analysis [3]. The aim of Intrusion Detection
System is to detect malicious activity, attack on computer security and confidentiality, spreading
of computer virus, eavesdropping or stealing info from network activities and taking necessary
action needed. An IDS works like the primary guard wall for network traffic.Typical IDS works
based on a server which is set up on the links of a backbone network so that it can monitor
all the traffic. It can even installed on smaller system of network traffic gateways like switch
or router. Dedicated IDS can also be used to ensure security for individual server or connec-
tivity dependent devices as well.In such a case it works by analyzing incoming traffic to the

1



1.2. INTRUSION DETECTION SYSTEM (IDS) 2

system [4].

1.2 Intrusion Detection System (IDS)

Intrusion Detection System is commonly a reactive agent which examines the traffic and take
action rather than being a pro-active agent.IDS works by monitoring network traffic, real-time
examining the traffic and making a guard-wall against the attacks. An Application Protocol-
based intrusion detection system is placed on a group of servers that are dedicated to coordinate
the operation of an application and thus monitors and examines the traffic on application specific
protocol.On the other hand, A Host-based Intrusion Detection System is installed in Individual
devices participating in network.It analyzes all the events of that host devices like system calls,
application and network logs, file system activities and system state [4].

There are three common methods of intrusion detection for IDS - Signature-based Detection,
Anomaly-based Detection and Stateful Protocol Analysis. Hybrid method by combining these
methods are also being used for intrusion detection [5].

1.2.1 Signature-based Detection (SD)

Signature in traffic commonly aims at searching for a pattern in the flow of traffic. SD analyze
the captured network events and attempts to recognize possible intrusions. It is also called as
knowledge based intrusion detection or misuse detection. Because it utilizes knowledge about
the attacks or possible vulnerabilities of the system in search of footprint in network traffic flow.
It works on comparative manner. SD is the simplest and effective method of intrusion detection
which works based on contextual analysis [6].
SD also faces several issues. It seems ineffective with unknown attacks. It possess little un-
derstanding about internal working methodology of protocols or machine states. SD requires
keeping signatures of attacks up to date. Such frequent knowledge management seems costly
and time consuming.

1.2.2 Anomaly-Based Detection (AD)

Anomaly means the deviation from the ’normal traffic behavior’. It works in two stage - Gener-
ating normal traffic profile and Comparing with observed events. It characterize attacks as the
dissimilar traffic to the normal traffic profile. It works effectively with new and unseen attacks.
It is less dependent on context rather detects by privilege abuse [7].
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Anomaly-based detection also faces some issues. It needs a lot of data to create traffic profile.
It depends on quantitative manner more instead of qualitative approach.

1.2.3 Stateful Protocol Analysis

It works based on the knowledge of protocol standard for protocol operating in a network. This
method considers unusual state of protocol as an intrusion and flags the traffic that causes such
unusual state as potential intrusion. Stateful protocol analysis depends on vendor-developed
generic profile and follows a qualitative approach to detect intrusion. This method traces pro-
tocol states and finds unusual traffic or commands. This method fails to detect attack which
imitate like normal traffic [6].

1.3 Machine Learning based IDS

Machine Learning Algorithms comes with inherent property of deep statistical analysis of
dataset. Intrusion Detection System leverages this key feature of Machine Learning to analyze
network traffic info. Machine Learning based IDS works in anomaly based intrusion detection
approach [8]. Anomaly based detection works like binary classification approach. AD builds a
normal network traffic profile and identifies attack or intrusion traffic as discrepancy to normal
traffic behavior. Machine Learning classification algorithms play the role of classifier in this
case. Machine Learning provides a significant support for traffic analysis and profile generation
as the inherent property of machine learning algorithm supports deep dive into the statistical
analysis of data distribution. ML supported IDS is a quantitative process and self-learn the
characteristics of traffic by discovering large amount of network traffic data.

However, the performance of Machine Learning model depends upon the amount of data is was
introduced to, variation in dataset and the descriptiveness of data distribution in the samples
of data [7]. The work of ML supported IDS becomes easy whenever the data distribution of
’normal’ traffic is easy to characterise using simple mathematical model. But most of the real
world system doesn’t possess such distribution rather holds complex behavior. To support such
data distribution, machine learning algorithms uses several deep analysis and optimization tech-
niques. Machine Learning algorithms results in the characteristics of the traffic of the system
from the observed data. Machine Learning based IDS performs in two steps - Feature Selection
and Outlier Detection [8].
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1.3.1 Feature Selection

Feature selection is the selection process of subset of relevant features to be used for model
construction. Feature selection makes the model simplified and easier to interpret. In case of
IDS, feature selection makes the best choice of data from the raw traffic info to take into consid-
eration for the best performance of mathematical descriptor. Feature selection techniques helps
to generalize the model and reduces overfitting. Feature Selection is a must in case of Big-data
challenges as it can reduce computational demand. It also shorts time to train the model. There
are three types of feature selection methodology is used commonly - Wrapper-based, Filter-
based and Hybrid feature selection method [9].

Filter-based method utilizes independent algorithm or method to find out meaningful feature
subset. It makes the selection by two common approaches: filter-based feature ranking and
filter based subset evaluation. Filter-Based feature ranking method weighs the importance of
each feature independently. It ranks the features based on the worthiness of the feature to make
distinct decision about the sample. Ranking method is faster than the other method method
as it considers individual features at a time. But the ranking method works poor on removing
correlated features.It ranks the individual features based on self-distribution only.
Subset evaluation techniques works by making group of features. This method evaluates the
descriptive property of the sub-group of features as well as the interrelation between the fea-
tures participating in the sub-group by taking the mutual correlation into consideration. This
method uses multi-variate measurement and compares between subsets of features to select the
worthiest subset among those [10].

Wrapper-based method uses classifiers to make the choice of worthy subset of features. The
subset evaluators of wrapper-based method also run search algorithm on the subset of features
to find out the subset containing most descriptive info aiming at classification. But the approach
is quite different. The selection and the evaluation is performed from the point of view of a
learner. A learning algorithm like decision-tree is performed on different subset of available
features and makes the best choice of subset. This method seems more realistic as the point of
view of learner is taken into consideration. However, evaluation of the subsets through classifier
makes the method extremely computationally expensive [11].

Hybrid-method combines both the ranking and wrapper method of feature selection. It takes
the individual worthiness of features into consideration as well as importance in the sense of
learner. The method attempts to combine the accuracy benefits of filter-based method with the
computational efficiency of filter-based method [9].
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1.3.2 Outlier Detection

Outlier is an observation point at distant from the ideal state or boundary. The intrusion de-
tection is like a binary approach of normal versus attack. So the attack or malicious traffic is
considered outlier and is identified by evaluating the nature of traffic. In this step, machine
learning classifier comes into effect by utilizing the selected features. The classifier evaluates
the characteristics of traffic flow and make the decision about the possibility of traffic belonging
to an attack category. [8]

1.4 Feature Extraction method for IDS

Feature is commonly defined as the variables in representative from and derived from raw data.
The distribution of characters or group of characters is also known as features. But while using
the features for training a model, meaningful features only should be taken into account. Fea-
ture Selection method works in this motivation. However, to ease up the learning process more,
analyzing and finding out inherent method among the given features, finding out the hidden
statistical data distribution of the features and utilizing these extracted relation of the features
can be beneficial. Such feature extraction or feature engineering approaches can help the classi-
fier to learn the data distribution more clearly and thus helps to make accurate decision.Feature
extraction method helps to limit storage requirement and faster learning by reducing amount of
data to calculate. Moreover, the process reduces set of features to work with. Considering the
relationship between features also helps in data understanding. Overall classification accuracy
is also increased in this process as the features becomes distinct and more descriptible.
Feature extraction method comprises of two steps: Feature Construction and Feature Selec-
tion [12]. Feature construction step combines set of feature to produce a more meaningful,
distinct and useful feature. Whereas feature selection works here as a second level of evaluator.
Feature Selection has been described in brief in the previous section. So in this section will de-
scribe the feature construction method only.We present three popular feature construction meth-
ods: Association Rule Learning, Frequency Episode Extraction and n-grams Extraction [13].

1.4.1 Association Rule Learning

Association Rule is a famous method of data extraction in Data Mining. It finds out hidden
relations between variables or features in a large dataset and the extracted relation can be utilized
to train the model more efficiently [14]. It analyzes relation between events and tries to find out
more likely event that will occur based on the evidence. In case of IDS, it considers the common
characteristics of traffic or user behavior as evidence to determine a possible extracted feature
which can describe the hidden property of those features.
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1.4.2 Frequency Episode Extraction

Frequency episode represents the features as a sequential audit of data occurrences in the feature
set. In fact, frequent episodes are the collection of events occurring together [15]. It helps in
reducing dimension of feature set by considering combination of frequently occurring events.
In case of IDS, the frequency episode extractor looks for sequential pattern in the features of
given traffic. Such relation can describe temporal properties as well as statistical nature of data.
So the relation can be further used as feature to make the classification more distinct.

1.4.3 N-grams Extraction

N-gram approach works like searching for a string matching of length n-characters [16].Many
intrusion attempt exploiting vulnerabilities of a system can be identified by analyzing the header,
monitoring the connection behavior and observing the session variables. But in case of N-gram
extraction, the payload info is also taken into consideration. It attempts to find the payload
pattern in packet inspection [13]. Such pattern is also being used as meaningful features.

1.5 Problem Statement

The objective of our work is to develop a feature extraction method and proposing a frame-
work for Machine Learning based Intrusion Detection System classifier so that the classifier
can be more efficient in case of detecting the traffic containing attack. As ML based IDS fol-
lows Anomaly Detection (AD) approach [8], the meaningful feature extraction can facilitate
its classification accuracy between normal traffic and attacks. The existing dataset of IDS con-
tains traffic information as features. Considering such large amount of traffic information as
workable features can cause curse of dimensionality. On the other hand, extracting meaningful
features from them can help to distinguish difference in data distribution between normal traffic
and attacks.
We aim at thoroughly studying the existing approach of feature extraction for anomaly-based
detection and the existing approaches of Machine Learning based Intrusion Detection System
(IDS). We will make improvement with regard to benchmark metrics by introducing our pro-
posed method. We will evaluate our proposed methodology on different available dataset of
intrusion detection system. The problem statement can be described more specifically as:

”Inspecting and analyzing the incoming traffic info, how much efficiency of a Machine Learning
based Intrusion Detection System (IDS) can achieve in detecting the potential attacks or security
threat in the scale of Detection Rate (DR).”
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1.6 Research Challenges

Dealing with network traffic data seems more challenging with respect to dealing with typical
machine learning data. Most of the dataset is consist of only the header file info related to in-
coming traffic. To detect anomaly from the incoming traffic, it is more challenging to find out
meaningful features to train the classifier.

Moreover, the intrusion detection system (IDS) is an anomaly-based detection classifier. So
some previous attempt was to characterize an ideal profile of normal traffic which will help to
identify the attacks as anomaly traffic deviated from the normal characteristics. However, the
attempt fails when the attack can successfully imitate like normal-traffic behavior.

Most of the existing machine learning based IDS method doesn’t take the qualitative analysis
into consideration. So in the name of feature selection , it drops some important features of traf-
fic which may be important traffic entity by convention of protocol. Such attempt of intrusion
detection may result in good accuracy but loses explainability in real life scenario.

There are several intrusion detection dataset: KDD-CUP99, UNSW-NB15, NSL-KDD, CIC-
IDS, CIC-DoS etc. These datset contains different data distribution for normal traffic as well as
attacks. Most of the research methods aiming at only achieving accuracy which may performs
good at particular dataset but fails in others. So there are a few generalized approach for all
the dataset. Lack of generalization may seems inappropriate for intrusion detection in real life
scenario. Generalized method for all the dataset is a research challenge.
To make a more meaningful and generalized intrusion detection system (IDS) is challenging.

1.7 Overview of Our Solution Approach

Our solution approach follows two typical steps of Anomaly-based detection - traffic profile
generation and anomaly detection. However, in case of traffic profile generation, we have used
correlation based grouping of features. The features that are mutually correlated will form a
group. So the normal traffic profile will form groups of features characterizing the normal traf-
fic behavior. Now the extracted features for training will be deviation value of all the traffic
in training set from the groups of ’normal traffic profile’.Such extracted data can identify pos-
sible deviation of normal traffic from ’ideal characteristics’ as well as the range of deviation
for attack from ideal normal traffic profile. The extracted data will work as training set for the
machine learning classifier.
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In our solution approach, we have followed traditional Anomaly-based Detection method for In-
trusion Detection. However, our attempt was to develop a more generalized framework. More-
over, we attempted to keep approach of classification more meaningful. As most of the methods
in literature drops meaningful features in feature selection and thus loss qualitative strength, we
have followed feature extraction method instead of feature selection. So that our method doesn’t
drop away features, rather consider interrelation between them for training classifier. Such an
approach can ease up the training process by taking hidden properties into account as well as it
reduces no of features to work with which releases from ’curse of dimensionality’.

1.8 Research Goals

• Propose a novel feature extraction method for Network Traffic dataset.

• Propose a framework of Intrusion Detection System.

• Exploring the effectiveness and justifying the approach.

• Study the effect of different parameters on the Detection Rate (DR) of Intrusion Detection
System (IDS) approach.

• Try to formulate a better and efficient approach in respect of Detection Rate (DR) com-
pared to the methods in Literature.

1.9 Thesis Outline

In Chapter 1 we have discussed our study about the domain of working in descriptive manner.
Chapter 2 contains the necessary background study and literature review for our work and the
contribution of these paper. In Chapter 3 we have stated our proposed method in detail with
proper explanation and figures to provide detailed insight.In Chapter 4 we have shown the result
analysis of our proposed model and comparative analysis with the existing work in literature.
Chapter 5 draws the conclusion of our thesis work with stating the future work. The final
segment of this book contains all the references.



Chapter 2

Literature Review

2.1 Statistics-based Techniques

The statistics-based techniques utilizes statistics techniques to support anomaly-detection model.
The common features of network intrusion system is the header information containing by a
network traffic packet or flow information of data traffic. Statistics-based method inspects net-
work traffic by individual packet and detects potential intrusion. Being an anomaly-detection
model, statistics-based approach builds a normal traffic profile based on statistics-based data
distribution model. The statistics-based IDS calculates different statistical properties like mean,
standard deviation, min, max, median etc from the features.The normal traffic profile is created
based on the extracted pattern of statistical values and distribution. Any packet information
deviates from the normal traffic profile, is marked as anomaly. Statistics-based techniques pro-
vides a real-time inspection by evaluating each incoming data packet based on normal traffic
behavior. The three common types of statistics-based intrusion detection techniques are: Uni-
variate Technique, Multivariate Technique and Time Series Model.

2.1.1 Univariate Technique

The univariate technique takes the statistical property of each features into account individually.
It calculates some statistical properties on each of the features or the complete set of features.
The characteristics of the whole dataset or individual features is taken into account but the mu-
tual correlation between the features is ignored in this approach.

Univariate technique approach considers the extracted statistical properties as behavior metrics.
The characteristics of incoming unknown traffic is evaluated based on the behavior metrics of
normal traffic. Univariate technique evaluate individual traffic packets for each of the behavior

9
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metric and based on the result, the Univariate Intrusion Detection System detects abnormalities
[17].

2.1.2 Multivariate Technique

The multivariate-technique for intrusion detection system is also an anomaly detection tech-
niques which leverages relation between the features or variables to build normal traffic profile.
Multivariate approach takes into account the combination of features. In general approach, the
correlation value of feature pairs is used as the measurement of mutual relationship of features.
However, several statistical measurement techniques are also used for measuring the relation-
ship. The relationship among the variables provides a second order representation of the normal
traffic behavior. So utilizing the relationship information in normal traffic profile generation can
add another layer on the normal traffic behavior.

Ye et al. presented multivariate correlation technique to create long term normal behavior profile
and detecting anomaly based on the profile. This approach utilized the motivation of quality
control method where long term static-behavior of expected traffic is made by statistical analysis
of the mutual combination of ideal traffic and any deviation from the expected behavior is
marked as abnormalities [17]. However, different multivariate techniques have been taken into
account to identify the mutual relationship more precisely. Yeung et al. introduced Covariance-
matrix based profile modeling for normal traffic and examined their method on flooding attacks.
The covariance-matrix based modeling method showed how multivariate anomaly detection
can be used for the detection of flow-based DoS attacks as well [18]. Tan et al. proposed
multiplication based multivariate correlation technique and intrusion detection framework for
Denial-of-Service attack. The mathematical product of all feature pairs is considered as the
feature correlation in this method. Moreover, a distance-based classifier using mahalanobis
distance metric with normal traffic is proposed [19]. Li et al. extended the work and examined
addition based correlation on the framework. Addition based correlation takes mathematical
addition instead of product among the feature pairs [20]. However, multivariate correlation
technique faces the challenge of curse of dimensionality as the number of features increases
extensively. The increase in number of features causes the estimation of statistical distribution
difficult [21]. Dimensionality reduction techniques such as feature selection is used to meet the
challenge. Gottwalt et al. proposed a τ (tau)-correlation based feature selection technique on
extracted multivariate features [22]. Our proposed method also contains a novel multivariate
feature modeling techniques. So, we have presented the technique of some related papers in
this section in detail.
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Covariance-Matrix Modeling and Detecting Various Flooding Attacks [18]:

This paper introduced the novel method of using co-variance of the features of normal traffic
and utilizing correlation of features to detect anomaly detection. The authors discussed about
the importance of correlation in building normal traffic profile. This paper showed that the
deviation in the covariance of features from normal traffic profile can quantify the anomaly in
unknown traffic packets.

The proposed method can detect flooding/DoS attacks.The traffic flow information of X tempo-
ral sample stream is divided into l chunks containing n number of samples each.(fig-2.1)

Figure 2.1: Segmentation of observed temporal sample stream

For any chunk-l, a matrix representation of the samples yl is considered. The chunk contains n
number of samples, where each of the samples having p features, as fig-2.2

Figure 2.2: Matrix representation of chunk - l

For the chunk-l, a co-variance matrix is formed on the p-features which represents the correla-
tion between the feature pairs participating in the respective chunk(fig-2.3).

The data dimension is shifted from a p-feature space to a p(p+1)/2 feature space because of
the formulation of covariance matrix representation. The detection methodology is modeled
on the dissimilarity between matrices. For an unknown traffic flow, the respective covariance
matrix for the chunk containing the traffic flow is generated. Comparing the covariance matrix
of unknown traffic flow with trained covariance matrix representation of normal traffic flow
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Figure 2.3: Covariance matrix of the features for chunk-l

using a distance based function, the anomalous traffic flow is identified. The methodology is
shown in fig-2.4.

Figure 2.4: Illustration of the covariance-matrix-based detection model

The distance function is a binary decision function which compares the values of covariance of
normal traffic profile and covariance of observed incoming traffic flow. M obs is the covariance-
matrix containing the record of a chunk of sequence of observed data where N is the matrix
of normal traffic profile and T is the threshold of dissimilarity. For each of the element in
covariance matrix of observed traffic and normal traffic,the difference is calculated using the
dissimilarity function (fig-2.5) and based on the dissimilarity threshold. A binary matrix is
formed as a result of dissimilarity function. The observed traffic is marked as normal for the
formation a zero matrix and anomaly for a non-zero matrix.

Figure 2.5: Dissimilarity Function

A System for Denial-of-Service Attack Detection Based on Multivariate Correlation Anal-
ysis [19]

The authors proposed a multiplication based multivariate correlation technique and a ’maha-
lanobis distance’ based detection framework.In the multiplication based correlation method,
the mathematical product of all possible feature pair is considered as multivariate correlation
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based extracted feature. The method is dynamic in nature as it is considering the product of
two features instead of individual features. Any changes in individual feature is interpreted in
mutual representation. So,updating the normal traffic profile is dynamic and the detection of
anomaly is real-time.

The normal traffic behavior is measured by calculating the mean and covariance for ideal normal
traffic. The possible deviation of real world normal traffic from the ideal profile is calculated
as standard deviation. Now, any traffic obtains the distance within the ideal normal traffic
behavior maintaining standard deviation is considered as ’Normal’ traffic. Whereas, the traffic
out of expected boundary is marked as ’Anomaly’.

An Intrusion Detection System Based on Polynomial Feature Correlation Analysis [20]

This paper proposed another multivariate correlation technique named Addition-based Corre-
lation (ABC) and extends the framework proposed by Tan et al [19]. In case of multivariate
correlation of feature, the mathematical addition of feature pairs is considered in this method.
The normal traffic profile is created on the extracted multivariate features and the anomaly is
detected based on the deviation from normal traffic profile. The method is consist of three step:
feature extraction process using Addition Based Correlation (ABC) method, creating Normal
Traffic Profile and detecting the anomaly using Distance-based Classifier.

Figure 2.6: Feature Extraction process of ABC-method

For feature multivariate feature extraction step (fig-2.6),a novel feature extraction method is in-
troduced known Addition Based Correlation(ABC).In the ABC method, mathematical addition
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between all the feature pairs is calculated. The new extracted multivariate feature is the sum of
all possible feature pairs.
Given a traditional dataset of m features, for the combination of all possible feature pair, the
Addition-based Correlation is calculated. The features of extracted feature set is the sum of
feature pairs of original dataset. The original dataset of m feature results in an extracted feature
set of m(m−1)

2
multivariate correlated features.

Figure 2.7: Creating Normal Traffic Profile

For Normal Traffic Profile generation step (fig-2.7), the mean and covariance matrix for the
multivariate correlated features. To estimate the normal traffic behavior, ’Mahalanobis Dis-
tance’ for all normal traffic in train set from the expected value (mean) of normal traffic is
obtained. Finally, the expected mahalanobis distance and possible deviation from the mean is
measured. The calculated mean and standard deviation of mahalanobis distance of normal traf-
fic is considered as the normal traffic behavior profile.

Figure 2.8: Mahalanobis Distance based Classifier

In the final step, a mahalanobis distance-based classifier(fig-2.8) is used. The expected range of
Mahalanobis distance from the mean of features of normal is defined by the mean and standard
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deviation of normal traffic(µ − σ to µ + σ). For an incoming traffic, the distance from normal
traffic mean is calculated. In case of the calculated Mahalanobis Distance value of unknown
traffic is in the range of expected Mahalanobis Distance value of normal traffic maintaining the
boundary of standard deviation, the traffic packet is marked as ’Normal’. Otherwise, the traffic
is considered as ’Anomaly’.

CorrCorr: A Feature Selection Method for Multivariate Correlation Network Anomaly
Detection Techniques [22]

The multivariate correlation techniques suffers from curse-of-dimensionality as the number of
features increases extensively. Working with the increased number of features can cause ad-
ditional complexity in building normal traffic profile [21]. Gottwalt et al. proposed a feature
selection method for dimensionality reduction for the increased number of feature space.

The authors used a symmetrical τ (tau) correlation based feature selection method [23] on the
extracted multivariate features to select the reduced feature set. The symmetrical τ (tau) corre-
lation method is a filter-based feature selection method. The ranking of the multivariate fea-
tures is generated not only by the descriptive information it contains but also taking the mutual
correlation and inter-dependency into consideration. From the ranking of feature, set of most
relevant features is obtained. Moreover, as the symmetrical τ (tau) correlation method takes
the mutual correlation of the features into consideration, a second layer of correlation informa-
tion between the features is obtained whereas the first layer was the technique of multivariate
correlation. More descriptive normal traffic profile can be obtained using the second-order cor-
relation framework along with existing statistical analysis.

2.1.3 Time Series Model

Time series is a sequence of observations made over a certain time interval. Time series model
analyzes traffic flow or a number of time-varying sequential packets and performs statistical
analysis on the flow to detect abnormalities. Time series model works on aggregated packets
over a period of time. A certain flow of normal packets may possess ’strong similarities’ in
behavior whereas an intrusion or anomaly can brings dissimilarity to the flow.

Time series approach of intrusion detection system (IDS) performs based on probability of
occurring of an incoming traffic in a particular time. Viinikka et al. proposed a method where
network flow are aggregated to generate a flow characteristics. The extracted data representation
of normal traffic possess ’strong similarity’ in behavior whereas attacks causes inconsistency.
Moreover, aggregated traffic analysis helps to identify interesting phenomena about relevancy



2.2. KNOWLEDGE-BASED TECHNIQUES 16

of normal traffic and attacks [24]. Qingtao et al. presented a model where time series model
mimics the anomaly-detection approach. Abnormalities are detected by observing abrupt vari-
ation in time series data of traffic flow [25].

2.2 Knowledge-based Techniques

Knowledge based approach is a qualitative anomaly detection technique. Unlike the other
anomaly-detection techniques, the knowledge-based IDS is created on a set of rules defines
normal network activity. The knowledge-based techniques is based on standard rules and a
new traffic is evaluated on the rules. The knowledge-based IDS faces low false-positive ratio.
However, this approach lacks of extensive data analysis and significant statistical extraction of
information like traditional quantitative approaches.The common types of statistics-based in-
trusion detection techniques are: Finite State Machine, Description Language, Expert System
and Signature Analysis.

2.2.1 Finite State Machine

A finite state machine-based model is a representation of normal traffic behavior in possible
sequence of execution flow. The control operations, behavior traffic activities and resultant set
of machine variables for normal traffic is mapped to a finite state machine with states and transi-
tions. Any variation from expected transitions is marked as anomalous behavior. Walikinshaw
et al. proposed a FSM model where possible states and transitions represents legitimate system
behavior and detected unexpected transitions in FSM is marked as anomaly [26].

2.2.2 Description Language

Description Language-based approach defines the syntax possible set of rules where the rules
specifies the behavior and signature of known attacks. Studnia et al proposed an intrusion
detection approach leveraging language theory to represent attack-signature from the behavioral
pattern of malicious traffic [27].

2.2.3 Expert System

An expert system is represented by a number of manually defined rules which contains the
known attack behavior of traffic. Kim et al. proposed a qualitative approach of hierarchical
misuse detection model designed based on defined set of rules by the domain experts [28].
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2.2.4 Signature Analysis System

The signature analysis approach is the earliest one in the field of Intrusion Detection System
(IDS). It works like traditional string matching or pattern matching approach. A signature
database of known attacks stores the signature of all the known attacks. The signature-based
IDS inspect all the incoming packets in real time for possible string, word or pattern matching
with the known attacks. Kenkre et al. proposed a framework using IPS open source tool to
inspect incoming network traffic and logging suspicious packet information [29].

2.3 Machine Learning Techniques

Machine Learning algorithms has brought an immense change in quantitative data analysis. The
inherent property of machine learning algorithms is used to identify the data distribution from
a given set of data. ML methods performs a complex pattern-matching calculation to extract
pattern and complex relationship in dataset. Machine Learning techniques have been used ex-
tensively for intrusion detection system to discover knowledge from intrusion dataset [30].

2.3.1 Supervised Learning Methods

A supervised learning method learns the characteristics of traffic behavior from a train set with
labelled data and evaluated on test dataset. The trained model is used to detect anomalous traffic.

Decision Tree: Decision tree converts a intrusion dataset into decision node and branch repre-
sentation. As IDS system faces curse-of-dimensionality issue because of considering raw traffic
information as features, Decision Tree based approach performs extensively well through se-
lection of meaningful features [31]. Thaseen et al. proposed intrusion detection system based
on random-tree model which reduces false alarm rate of existing classifiers [32].Khraisat et al.
examined c5 decision tree based classifier to reduce both the false positive and false negative
rate [33].

Naive Bayes: This methods works based on bayes principle and dependency assumption among
the attributes. Koc et al. experimented naive bayes based method for intrusion detection sys-
tem and found naive-bayes to be extremely helpful for high-dimensionality issue. Moreover,
Hidden Naive Bayes model achieves a high speed network by utilizing the property of highly
interdependent attributes. [34].
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Genetic Algorithms: Genetic algorithm in Intrusion Detection System (IDS) is used by defin-
ing properties of network intrusion dataset as genome and population. Hoque et al. defined
feature characteristics as genome and number of random rules as population [35].

Fuzzy Logic: Fuzzy logic based classifier considers degree of uncertainty rather than tradi-
tional numerical value analysis approach only. As the features of intrusion dataset is the header
and flow information of network traffic, the features aren’t equally meaningful and suffers from
vagueness. Elhag et al. used fuzzy logic to handle such ambiguous data [36].

Support Vector Machine (SVM): SVM usually draws a splitting hyperplane between normal
traffic and attacks in intrusion detection system. Intrusion dataset often suffers from high-
dimensionality whereas SVM can utilize the high-dimensionality nature of IDS dataset. Li et
al. leveraged SVM with a feature selection technique for intrusion detection system [37].

Hidden Markov Model: HMM is used in IDS by modeling HMM model with known data
characteristics. Using markov model characteristics, the unseen data can be identified [38].

K-Nearest Neighbour: KNN is a classical approach for anomaly detection. Lin et al. used
Nearest Neighbour approach with combining the center of clusters for profile definition of net-
work traffic [39].

2.3.2 Unsupervised and Semi-supervised Learning Methods

Unsupervised Learning methods extract interesting properties from the input dataset without
class labels.

K-means clustering: K-means clustering technique is used to extract out group similar prop-
erties of data which can be leveraged in group similar intrusion detection system modeling.
Annachhatre et.al. used k-means clustering to identify host behavior [38].

Semi-supervised learning can be used in case of occasional labelled data [40]. Different semi-
supervised techniques such as co-training [41], self-training [42], Expectation maximization
[43] and Graph-based method [44] are used.
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2.3.3 Ensemble Methods

Multiple machine learning algorithms is used together to achieve a better performance. Aburom-
man et al. utilized ensemble method for modeling meta-classifier in two step learning [45]. Jab-
bar et al. proposed ensemble method of Random Forest and AODE-based naive bayes classifier
model to leverage enhanced precision and attribute dependency respectively [46]. Gaikwad
et. al. proposed a bagging ensemble method using REPTree and achieved low false positive
rate [47]. Moustafa et. al. proposed a an AdaBoost ensemble method combining Decision Tree,
Naive Bayes and Artificial Neural network to achieve a high detection rate [48]. Paulauskas et.
al. combined four weaker learners: Naive Bayes,Partial Decision List (PART), J48, C5.0 and
evaluated their increase of performance in ensemble method [49]. Zhou et al. examined with
the combination of C4.5, Random Forest and Forest by Penalizing Attributes (Forest PA) which
exhibits better performance than state-of-the-art approaches under several metrics [50].

2.3.4 Feature Selection Methods

As network traffic faces problem of extensive features, feature selection methods is used to
solve curse-of-dimensionality.Three common feature selection methodologies are- Wrapper-
based, Filter-based and Hybrid feature selection method [9].

Filter-based method uses multi-variate measurement and compares between subsets of features
to select the worthiest subset among those features [10].Abdullah et al. proposed a method
where a dataset is divided into subsets according to each attack and feature selection is per-
formed based on Information Gain (IG) of each feature in all of the subset [51].Hota et. al.
examined four feature selection method: Info Gain, Correlation, ReliefF, Symmetrical Uncer-
tainty and showed a comparative analysis [52].Zhou et al. used a hybrid selection method
combining CFS and Bat-Algorithm [50].
Wrapper-based method uses classifiers to make the choice of worthy subset of features through
an extremely computationally expensive process [11].Khammassi et. al. proposed a wrapper
method using Genetic Algorithm and Logistic Regression [53].Pajouh et. al proposed another
wrapper method principle component analysis and linear discriminate analysis [54].
Hybrid method combines the accuracy benefits of filter-based method with the computational
efficiency of filter-based method [9].Several hybrid method such as central point of attributes
with ARM [55] is also used.
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A hybrid feature selection for network intrusion detection systems: Central points [55]

The authors proposed an adaptive feature selection method for intrusion detection system.The
proposed method(figure-2.9) contains two algorithms which works as the two principle step of
the method.

Figure 2.9: The Proposed Architecture for an Adaptive NIDS

In the first algorithm, ’Central Points of Attribute values’ is calculated. By the term central
point, it refers to the most frequent occurring value of an attribute. For the calculation of central
points, the dataset is splitted into partitions and the central points for each of the partitions is
calculated. The number of the partitions is denoted by p where,

p = #ofpartitions =
#ofrecords

#ofattributes

The second step of the method is Association Rule Mining [14] based feature selection.The al-
gorithm discards away the similar features containing same central point and works with the in-
dependent features only. The association rule mining is applied on the selected independent fea-
tures. Association rule mining approach creates a antecedent and precedent relationship among
the features such that, for r = {f1, f2, f3, ...., fN} , the relationship is f1(antecedent)→f2(precedent)
where,
1) f1 ⊆ r, f2 ⊆ r and 2) f1 ∩ f2εØ
This method is a two-step hybrid feature selection approach using the central point calculation
of attributes and Association Rule Mining (ARM).

2.3.5 Deep Learning Methods

Deep Learning methods provide flexibility and ability to discover complex patterns from intru-
sion dataset. Moreover, deep learning methods possessing the ability to handle large amount
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of data, is able to handle abounding number of samples extracted from raw data flow informa-
tion in intrusion dataset. Deep Learning can also take multi-dimensional data as input. So, a
two-dimensional representation for flow consisting of consecutive packets is introduced to de-
tect Distributed Denial of Service attack [56]. Moreover, temporal data processing capability
of RNN-LSTM network has been utilized [57]. Some of the related paper achieved benchmark
result using Deep Learning approach is discussed in this section in detail.

DeepDefense: Identifying DDoS Attack via Deep Learning [56]

This paper have leveraged the RNN-LSTM architecture for DoS attack detection. The authors
have introduced sequential multi-dimensional representation of successive network traffic.
In the first step, the method performs data pre-processing where categorical features are re-
placed by nominal values and the long strings feature values of ICSX dataset is processed by
bag of words. After preprocessing, the dataset becomes of shape (m x n’) where n’ is the
number of features after transformation. Then T successive traffic is combined into a single
multi-dimensional feature input of size T x n’ where the label of two-dimensional input stream
is the label of the last traffic packet sample. This new feature set contains the successive traffic
history which brings multi-dimensional sequential representation to the traffic records.

The primary dataset of m number of samples and n features (mxn shape) is processed to a
dataset of shape (T-m)xTxn’ where each of the sample contains the description of itself along
with previous (T-1) records. Then the data is feed to a RNN-LSTM neural network which learns
the sequential nature between the successive traffic. Finally a new traffic with history of (T-1)
number of previous traffic samples, can be evaluated using the learned model.

Edge-Detect: Edge-centric Network Intrusion Detection using Deep Neural Network [57]

This paper has follows deep neural based LSTM-RNN network introduced by Yuan et al. [56]
for intrusion detection on UNSW-NB15 dataset. The authors designed this method based on the
basic characteristic of DoS attack, ’Frequent data packet incoming to an edge can cause DDoS
attack’. So the method aims at detecting edge under attack by assessing sequential scanning of
incoming traffic. A data science pipeline is proposed for sequential assessing of incoming data
packet to scan and detect ’edge under attack’.

Two stage of learning is used in this method. In stage-1,feature selection and feature reduction
is performed by using an sliding window of size T . The feature selection method is same as
the paper by Moustafa et al. [55] and worked with only 11 features of UNSW-NB15 dataset
selected by the paper [55]. From the n no of features, n’ features is selected in feature selection
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step. The sliding window of size T contains the features of T’th traffic information along with
previous T-1 traffic record. Each of the traffic sample is converted to 2-D feature set contain-
ing information of previous T traffics and n’ feature each. At the end of pre-processing stage,
from the initial size of (m×n) where in total of m sample of traffic each of having n features, is
converted to (m T + 1) number of windows samples where each of the sample is of 2-D shape
having a size (T × n’).
In stage-2, the neural network in effect is created. This stage is designed on GRU is a variant of
LSTM. It leverages the advantage of LSTM to remember the value of the variables in sequential
traffic flow to have a deep analysis about an attempt to generate a DDoS attack. These LSTM
layers are followed by a dense layer of 128 cells and finally the output layer is flattened and
result in possibility of being a DDoS atack. The activation functions used are ‘tanh’ for LSTM,
‘ReLU’ for dense layer and ‘sigmoid’ for output layer in the proposed model.

This method shows an extremely good accuracy in detecting DDoS attack by performing se-
quential analysis of traffic. However, the method is not applicable for other types of attacks
as all other attacks has to be detected by statistical inspection of header information of the
traffic flow rather than the sequential flow of packets. Moreover, this method consider feature
named ’destination port’ which ease up detecting the dos attack irrespective of the information
of traffic.

MSTREAM: Fast Anomaly Detection in Multi-Aspect Streams [58]

From a incoming stream of data packet, this method detects the DoS attack analyzing the traffic
packet through hashing of features information and observing overlapping of similar informa-
tion of incoming stream of traffic. The method is called as ’group-anomaly’. A flow of stream
to be marked as ’group-anomaly’ should possess three properties: 1) Similarity in categorical
attributes of the stream of traffic, 2) similarity in real-valued attributes of the flow of traffic, 3)
arriving these flow suddenly over a short period of time. The working methodology of MStream
can be divided into two step: Hashing of attributes (both categorical and real-valued) and tem-
poral scoring. After scoring the each of traffic record, it decides about whether the traffic is
attempt to DoS attack or not.

The diagram of proposed method is given in Fig-2.10. At first dimensionality reduction is
performed. In this approach, the authors have used three different unsupervised dimensionality
reduction approaches: Principle Component Analysis (PCA), Information Bottleneck (IB) and
Autoencoder (AE). The next step is hashing. In case of hashing, two different methods of
hashing is proposed: FeatureHash and RecordHash. For hashing, a ’b-bucket’ method is used
where the feature information of the records are hashed to b number of integers.
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Figure 2.10: Diagram of Proposed Mstream

In Feature Hash Approach, hashing on individual features of given record is performed and
stored in the respective bucket. In Record Hash approach, the entire record is divided into
categorical and real-valued feature and hashing is performed on the two portions. Then the
remainder of sum of these two portion by bucket number is taken as hashed value. Finally both
the hash value is passed through a temporal scoring approach where depending on the score of
previous T frame, the score for the current record is calculated. From the score of the current
traffic, the decision about the traffic record is taken.



Chapter 3

Proposed Method

We propose a correlation based feature extraction method for Intrusion Detection System (IDS).
The Intrusion Detection System follows anomaly detection approach where a normal traffic
profile is created based on the data distribution of normal traffic in train set. The deviated traffic
from the normal traffic profile is marked as anomaly.

In our proposed method, the normal traffic profile is characterized by the highly-related group of
features in normal traffic. The highly related group of features in normal traffic is identified in a
graph-based approach. The normal traffic profile is denoted by the mean and covariance matrix
of the features in each of the groups. A distance function is used to calculate the deviation
of traffic instances from the normal traffic profile. The distance from each of the groups is
considered as the extracted features. Our proposed framework for intrusion detection has three
steps: Normal Traffic Profile Generation, feature extraction and classification.

3.1 Normal Traffic Profile Generation

3.1.1 Filtering Normal Traffic

Anomaly is something which is deviated from the normal. An anomaly detection technique
identifies anomalies by monitoring system activities and evaluating this activity with respect to
normal characteristics. In our proposed intrusion detection system, we first broadly categorized
network traffic data into two types. One is normal traffic data and another is intrusion traffic
data. Here, we consider the normal network traffic samples as standard data samples and in-
trusion traffic samples as anomaly or data with unexpected behaviors. In this regard, we have
intended to generate a normal traffic profile so that it can represent the standard properties of
expected network traffic data. Due to generate a standard profile, the normal traffic instances
are filtered from the train set.

24
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Figure 3.1: Filtering Normal Traffic Instances

3.1.2 Constructing Groups of Highly Related Features

In our proposed method, the highly related group of features in normal traffic instances is iden-
tified by a graph based approach. Initially the mutual relationship status among features is
calculated by a correlation function. We have used Pearson Correlation as relationship function
among two features. The Pearson correlation between two features is denoted by:

r =

∑
i(xi − x)(yi − y)√∑

i(xi − x)2
∑

(yi − y)2
(3.1)

where,
r = correlation coefficient
xi = values of the x-feature in an instance
x = mean of the values of the x-feature
yi = values of the y-feature in an instance
y = mean of the values of the y-feature

The mutual correlation value between all possible feature pairs are illustrated in Fig. 3.2 using
a complete graph Kn. Here the weighted graph G = (V,E) is formed considering the features
as nodes V and the mutual correlation value between feature pairs as edges E.

From the complete graphKn, a maximum spanning tree Tn is formed (Fig. 3.3). The maximum
spanning tree consists of n nodes and (n-1) edges where the edges are maximum correlation
values of feature pairs retain the graph connected. The extracted tree is minimally connected
graph denotes the strong mutual correlation between features in normal traffic.

To form the groups of features, a cut-off value is defined. The edges having absolute weight



3.1. NORMAL TRAFFIC PROFILE GENERATION 26

Figure 3.2: Complete graph of mutual correlation between feature pairs

Figure 3.3: Formation of maximum spanning tree

below of the cut-off value is discarded. In this example (shown Fig. 3.4), we have considered
the cut-off correlation value to be 0.5. Therefore, the edges containing weight below of 0.5 is
discarded which result in three connected components. A connected component can be consist
of multiple features or a single feature as well. Each of the connected components incorporates
the features which are highly correlated.

From the highly correlated feature groups, we need to compute the mean and covariance matrix
from all feature groups so that the ideal normal traffic can be characterized. To measure the
deviation from any incoming traffic instance from the ideal normal traffic profile, some distance
metrics can be used considering the mean and covariance of the groups.
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Figure 3.4: Formation of groups of features

3.2 Feature Extraction

The extracted features of our framework is the deviation from the ideal normal traffic profile.
The number of features is equal to the number of highly correlated groups in normal traffic
characteristics. Mahalanobis distance is used to calculate the deviation from normal traffic.
Mahalanobis Distance between xi and xj can be denoted by the following equation.

fj =
√

(xi − xj)T cov−1(xi − xj) (3.2)

where,
fj = j’th extracted feature
xi = values of the x-features in an instance where the features belong to group-j
xj = mean of the values of the x-feature belong to group-j
cov−1 = inverse of covariance matrix of the group of features

The mahalnobis distance for the normal traffic instances is expected to be close to zero whereas
for the attack groups, the deviation is more. f groups in normal traffic profile forms f number
of extracted features for instances. For example (Fig.-3.5), there are three groups of features
in normal traffic profile. Now the amount of extracted features will also be three. The first
extracted feature is the deviation of traffic instances from the features f1 and f2 participating in
the group. Whereas the other features are the distance from respective feature groups.

The train set includes both the normal and attack instances. The extracted multidimensional
features of train and test set are obtained by computing distance for each of the instances in
train and test set from the normal traffic profile generated using the normal traffic of train set.
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Figure 3.5: Distance from each of the group of features

Figure 3.6: Extracted Set of Features

3.3 Classification

The anomaly-detection is basically classifying an incoming traffic as normal or attack. A ma-
chine learning classification algorithm is used for the classification purpose. We fit the classifier
with the extracted training data and evaluate the performance on extracted test data set.We apply
Random Forest classifier as our classification algorithm. Random Forest classifier requires less
amount of time for training multi-dimensional data with reduced overfitting compared to other
classification algorithm. As intrusion detection system requires to be up-to-date, the efficiency
in training time is beneficial.



Chapter 4

Result Analysis

As stated before, the proposed method aims to develop an efficient and generalized Network
Intrusion Detection System. For this purpose, a correlation based feature extraction method is
proposed. The performance of the proposed system is evaluated on five benchmark dataset. The
experiments are performed by Python notebook on computer with 3.5 GHz Intel Core i7-7500
processor and 16GB RAM.

4.1 Benchmark Datasets

Using benchmark dataset for the evaluation of network intrusion detection system is a great
challenge. Most often continuous traffic flow may contain normal traffic in major and can cause
imbalance in dataset. So the researchers have moved towards synthetic dataset by a qualitative
analysis of attack traffic behavior.

A dataset named KDD-CUP99 was released in 1999 where real-life normal traffic with simu-
lated attack traffic was considered as sample of the dataset. By removing redundant traffic of
KDD-CUP99 dataset, a modified version was released later named NSL-KDD dataset. In 2015,
Kolias et al. published Aegean WiFi Intrusion Dataset (AWID) dataset, which includes real
life normal traffic and wifi intrusive traffic. In 2015, the network security lab of University of
New South Wales published another well-known synthetic dataset UNSW-NB15. In 2017, the
Canadian Institute for Cybersecurity (CIC) published another intrusion detection system dataset
named CIC-IDS2017.

29
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4.1.1 KDD-CUP99 Dataset

The KDD-CUP99 dataset was published in 1999 and be the widely used dataset for intrusion
detection system. The dataset contains 41 features where 32 of them are continuous and rest 9
are discrete. The dataset contains normal traffic and attack data of four major categories: Denial
of Service (DoS), User to Root (U2R), Remote to Local (R2L) and Probe attack. KDD-cup99
is stored as three datasets. The complete and the largest one is called “Whole KDD”. Whole-
KDD contains about 4 million records. This is the original dataset gathering all the raw data
records collected by the sniffer tool. The second dataset is called ’KDD-ten percent’. As the
amount of data in original dataset is too high, it is computationally expensive to handle. So the
ten percent dataset is released which contains 10% of the ’Whole-KDD’. As the feature values
of KDD-CUP99 dataset contains raw traffic information, there are many missing values. So
the third dataset was introduced called ’KDD-99 corrected’ which contains a processed dataset.
For our experiment, we have worked with 30% data of ’KDD-99 corrected’.

Attack No of Instances Description
Normal Traffic 582183 Legitimate network traffic samples
Denial of Service
(DoS)

2330855 the attacker makes the computing re-
sources too busy to handle traffic contain-
ing legitimate requests

User to Root (U2R) 31 the attacker starts from a normal user ac-
count and exploits some vulnerability to
gain root access to the system

Remote to Local (R2L) 651 the attacker starts as packet sender to the
system and exploits vulnerabilities to gain
local access as an user of that system

Probe 24599 the attacker surveillance the system to get
security information of the system

Table 4.1: Dataset Record Distribution of KDD-CUP99 dataset

4.1.2 UNSW-NB15 Dataset

The UNSW-NB15 dataset was published in 2015 by the network security lab of University of
New South Wales. Most of the Intrusion Detection System(IDS) follows anomaly detection
approach. Anomaly Detection works by learning possible characteristics and data distribu-
tion of normal traffic and the deviation of anomalies. However, most of the dataset prepared
by scanning the real-world traffic seems to be dominated by normal traffic. To be an ideal
dataset of experimentation, it is a balanced dataset is required.Moustafa et. al. [59] prepared
the UNSW-NB15 by generating different attack and normal traffic in a simulated environment.
The instances of this dataset is synthetic traffic from qualitative analysis of network attacks.
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The total number of records is 2,540,044 which are stored in the four CSV files. Each of the
instances contains 47 features. The dataset contains normal traffic and attack samples of nine
categories: Fuzzers, Analysis, Backdoors, Denial of Service(DoS), Exploits, Generic, Recon-
naissance, Shellcode and Worms.

Attack No of Instances Description
Normal Traffic 2218764 Normal and Legitimate transaction data
Fuzzers 24246 Attempt to suspend the system feeding

randomly generated data
Analysis 2677 It includes html penetration or port scan

attack
Backdoors 2329 Bypassing system security mechanism
DoS 16353 Attempt to make network resource un-

available or suspended
Exploits 44525 Attempt to attack by utilizing the vulner-

abilities of the system
Generic 215481 A technique against block-cipher without

considering about the structure
Reconnaissance 13987 Surveillance the system to get security

and General information of the system
Shellcode 1511 Small piece of code used as payload to ex-

ploit software vulnerabilities
Worms 174 Malware that spreads copies of itself by

replicating from computer to computer.

Table 4.2: Dataset Record Distribution of UNSW-NB15 dataset

4.1.3 NSL-KDD Dataset

The NSL-KDD dataset was published in 2009 as a modified version of the original KDDCup’99
dataset. This dataset solves several drawbacks of KDD-CUP99 dataset : redundant records and
extreme imbalance of samples.As in the original KDD-CUP99, the Denial of Service (DoS)
dominates other type of attacks which hinders machine learning classifier to learn the data
distribution of other attack categories.The NSL-KDD contains reduced and balanced amount
of sample for the attack categories. NSL-KDD dataset contains two subset: KDDTrain+ and
KDDTest+. The KDDTrain+ subset contains total 125,973 samples where 58,630 instances of
attack traffic and 67,343 instances of normal traffic. The KDDTest+ set contains total 22,544
samples.The dataset contains normal traffic and attack data of four categories same as KDD-
CUP99. Each of the instances contains 41 features.
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Attack No of Instances Description
Normal Traffic 77054 Legitimate network traffic samples
Denial of Service
(DoS)

53385 the attacker makes the computing re-
sources too busy to handle traffic contain-
ing legitimate requests

User to Root (U2R) 252 the attacker starts from a normal user ac-
count and exploits some vulnerability to
gain root access to the system

Remote to Local (R2L) 3749 the attacker starts as packet sender to the
system and exploits vulnerabilities to gain
local access as an user of that system

Probe 14077 the attacker surveillance the system to get
security information of the system

Table 4.3: Dataset Record Distribution of NSL-KDD dataset

4.1.4 Aegean WiFi Intrusion Dataset (AWID) Dataset

AWID dataset was published in 2015 as a collection of normal and intrusive traffic data from
Wifi traffic of real network environments. Each of the instances contains 155 attributes. AWID-
CLS dataset groups the instances into normal traffic and three main classes of attack including
flooding, impersonation, and injection attack. We have conducted our experiment on AWID-
CLSR dataset which contains 575,643 instances in total.

Attack No of Instances Description
Normal Traffic 530457 Benign and Legitimate traffic
Impersonation 20079 A malicious party impersonating to be an-

other user to access the system to spread
malware or steal data

Injection 16682 Attempt to inject malicious code into the
system to get access to the database of the
system

Flooding 8097 Attackers send a very high volume of data
to make system resource suspended or un-
available for legitimate traffic

Table 4.4: Dataset Record Distribution of AWID dataset

4.1.5 CIC-IDS2017 Dataset

The CIC-IDS2017 dataset was published in 2017 by Canadian Institute for Cybersecurity(CIC).This
dataset contains 2,830,743 instances divided into 8 files and each of the record sample has 78
features.CIC-IDS is a recent and one of the most up-to-date intrusion dataset which contains
traffic from Normal and 14 attack categories.
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Attack No of Instances Description
Benign 2272688 Normal and Legitimate traffic
DoS Hulk 230124 HTTP flooding DoS attack which over-

whelms web servers
Portscan 158930 Scan for open or unused port of a server

and exploit a known vulnerability of the
network service

DDoS 128027 Flooding a targeted computer resource us-
ing more than one unique ip address

DoS GoldenEye 10293 HTTP flooding using GoldenEye tool.
GoldenEye is a tool to tune parameters of
the traffic randomly

FTP-Patator 7938 Brute-force attack to guess the login pass-
word of FTP

SSH-Patator 5897 Brute-force attack to guess the login pass-
word of SSH

DoS slowloris 5796 HTTP flooding using Slow Loris tool.
Slow Loris makes new connections at a
time interval but tries to make them open
as long as possible

DoS Slowhttptest 5499 Open multiple HTTP connections to ex-
ceed the capacity of the server

Bot 1966 Uses trojans to breach security and then
takes the control of victim computer re-
motely by Bot

Web Attack-Brute
Force

1507 Trail-and-Error based BruteForce ap-
proach

Web Attack-XSS 652 The attackers attempt to inject malicious
script on server

Infiltration 36 Surveillance the victim system
Web Attack-Sql Injec-
tion

21 Code injection in victim system database
through entry-field of SQL request

Heartbleed 11 Attackers access OpenSSL memory ex-
ploiting vulnerabilities of OpenSSL pro-
tocol

Table 4.5: Dataset Record Distribution of CIC-IDS2017 dataset

4.2 Evaluation Metrics

The performance of our proposed model on each of the datasets is evaluated in terms of Ac-
curacy, True Positive Rate, False Positive Rate, Precision, Recall, AUC-ROC, F-measures and
Matthews Correlation Coefficient (MCC).

Accuracy: Accuracy is the ability of the trained classifier to correctly classify a traffic instance



4.2. EVALUATION METRICS 34

as normal or attack. The accuracy is measured by:

Accuracy =
TP + TN

TP + TN + FP + FN
(4.1)

True Positive Rate (TPR)/ Sensitivity/ Recall:Rate of the intrusions correctly classified as
intrusion by the classifier.The True Positive Rate(TPR) is measured by:

TPR =
TP

TP + FN
(4.2)

False Positive Rate (FPR)/ False Alarm:Rate of the normal traffic classified as intrusion by
the classifier.The False Positive Rate(FPR) is measured by:

FPR =
FP

FP + TN
(4.3)

Precision:Precision represents exactness in the detected attacks.Precision is measured by:

Precision =
TP

TP + FP
(4.4)

Area Under Curve-Receiver Operating Characteristic(AUC-ROC):AUC-ROC represents
the exact detection for both normal and attack traffic.

F-measure:F-measure is the weighted harmonic mean of the precision and recall measures of
the trained classifier.

F −Measure = 2× Precision×Recall
Precision+Recall

(4.5)

Matthews Correlation Coefficient(MCC):MCC [60] is a measure of the quality of classifica-
tion. MCC is calculated using:

MCC =
(TP × TN)− (FP × FN)√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(4.6)
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4.3 Performance Evaluation

4.3.1 Intrusion Detection Report

Dataset Detec-
tion
Rate
(Nor-
mal)

Detec-
tion
Rate
(Attack)

Accu-
racy

AUC-
ROC

Recall
/
TPR

FAR Preci-
sion

F-
measure

MCC

KDD-
CUP99

0.9998 0.9996 0.9996 0.9999 0.9996 0.0001 0.9999 0.9997 0.9989

UNSW-
NB15

0.9945 0.9681 0.9912 0.9995 0.9681 0.0055 0.9623 0.9652 0.9601

NSL-
KDD

0.9987 0.9995 0.9991 0.9999 0.9995 0.0012 0.9986 0.9991 0.9982

AWID 0.9922 0.9323 0.9875 0.9877 0.9323 0.0077 0.9102 0.9211 0.9144
CIC-
IDS2017

0.9942 0.9912 0.9937 0.9989 0.9912 0.0057 0.9768 0.9840 0.98

Table 4.6: Intrusion Detection Report of Our Proposed Method on Benchmark Datasets

Table-4.6 summarizes the performance of our proposed method based on five benchmark datasets.
Our proposed method achieves a very good detection rate and accuracy in both percentile and
Area-Under the curve metric. Moreover, a very low False Alarm Rate (FAR) is achieved with
high Recall, Precision and F-Measure value for all of the benchmark datasets. However, the
performance of our proposed method is comparatively lower in case of AWID-dataset than four
other benchmark datasets.

4.3.2 Detection Performance by Class

KDD-CUP99 Dataset

Class Correctly Clas-
sified

Misclassified Detection Rate

Normal Traffic 582119 64 0.9998
Denial of Service
(DoS)

2330676 179 0.9999

User to Root (U2R) 10 21 0.3225
Remote to Local (R2L) 537 114 0.8248
Probe 24018 581 0.9763

Table 4.7: Intrusion Detection on KDD-CUP99 dataset

Table - 4.7 represents detection rate for each of the classes of KDD-CUP99 dataset. Our pro-
posed method performs extremely well for DoS, Probe attack and Normal traffic. However, the
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performance degrades for the attack class having only few number of samples. As the number
of samples of U2R is negligible compared to the other classes of traffic, the classifier falis to
learn the characteristics of U2R properly.

UNSW-NB15 Dataset

Class Correctly Clas-
sified

Misclassified Detection Rate

Normal Traffic 2206574 12190 0.9945
Generic 215375 106 0.9995
Exploits 43517 1008 0.9773
Fuzzers 16125 8121 0.6650
DoS 16106 247 0.9848
Reconnaissance 13913 74 0.9947
Analysis 2198 479 0.8210
Backdoors 2317 12 0.9948
Shellcode 1313 198 0.8689
Worms 171 3 0.9827

Table 4.8: Intrusion Detection on UNSW-NB15 dataset

Table - 4.8 demonstrates detection rate for each of the classes of UNSW-NB15 dataset. Our
proposed method produces significant performance for the classes of traffic. However, the
detection rate for ’Fuzzers’ class is comparatively low as Fuzzers attack can mimic the normal
network traffic.

NSL-KDD Dataset

Class Correctly Clas-
sified

Misclassified Detection Rate

Normal Traffic 76958 96 0.9987
Denial of Service
(DoS)

53375 10 0.9998

User to Root (U2R) 248 4 0.9841
Remote to Local (R2L) 3734 15 0.9959
Probe 14074 3 0.9997

Table 4.9: Intrusion Detection on NSL-KDD dataset

Table-4.9 represents detection rate of the classes of NSL-KDD dataset. NSL-KDD dataset is
the balanced version of KDD-CUP99. Hence, our proposed method has achieved good perfor-
mance even for the attack classes it performed poor in KDD-CUP99(Table-4.7) due to extreme
imbalance in dataset.
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AWID Dataset

Class Correctly Clas-
sified

Misclassified Detection Rate

Normal Traffic 526332 4125 0.9922
Impersonation 19165 914 0.9544
Injection 16187 495 0.9703
Flooding 6471 1626 0.7991

Table 4.10: Intrusion Detection on AWID dataset

AWID dataset was created from direct pcap files of wifi traffic. This dataset suffers from incon-
sistent feature values as well as imbalance of data. However, our proposed method has achieved
a considerable performance for AWID Dataset (Table-4.10).

CIC-IDS2017 Dataset

Class Correctly Clas-
sified

Misclassified Detection Rate

Benign 2259623 13065 0.9942
DoS Hulk 228834 1290 0.9943
Portscan 158887 43 0.9997
DDoS 127916 111 0.9991
DoS GoldenEye 10118 175 0.9829
FTP-Patator 7898 40 0.9949
SSH-Patator 5783 114 0.9806
DoS slowloris 5345 451 0.9221
DoS Slowhttptest 5138 361 0.9343
Botnet 1559 407 0.7929
Web Attack-Brute
Force

275 1232 0.1824

Web Attack-XSS 31 621 0.0475
Infiltration 13 23 0.3611
Web Attack-Sql Injec-
tion

13 8 0.6190

Heartbleed 10 1 0.9090

Table 4.11: Intrusion Detection on CIC-IDS2017 dataset

Table - 4.11 represents detection rate for each of the classes of CIC-IDS2017 dataset. Our pro-
posed method performs good for most of the attacks.But still faces issue of imbalance in dataset
and performs poor for the attack classes having comparatively small amount of instances. More-
over, as Brute Force-Web Attack takes the form of normal traffic, the detection rate for Brute
Force-Web Attack is extremely poor.
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4.3.3 Comparison with Literature

This section provides a comparative analysis between our proposed method and the state of the
art methods in literature. As we have evaluated our proposed method on five different bench-
mark datasets, we present here comparative analysis with respective method only.

Result Comparison on KDD-CUP99 Dataset

In Fig.4.1 we compare our proposed method with state-of the art ABC-method [20]. Our pro-
posed method outperforms the ABC-method in terms of detection rate of attack for most of the
attack. However, our method performs poorer in case of the U2R attack. The ABC method

Figure 4.1: Performance comparison between proposed method and ABC method on KDD-
CUP99 Dataset

is trained on the normal traffic only whereas our proposed method considers both the normal
traffic as well as the deviations for the attack classes. As the dataset is extremely imbalance and
the number of instances of U2R is almost negligible compared to the other attack categories,
the classifier of our proposed method fails to learn the U2R attack properly.

Result Comparison on UNSW-NB15 Dataset

We observe from table-4.12 that our proposed method outperforms all of the methods in litera-
ture in terms of accuracy and detection rate. Moreover, our method achieves the minimum false
alarm rate compared to other methods in literature.
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Method Accuracy Detection
Rate

False
Alarm
Rate

EM-Clustering [61] 78.47 - -
DT [61] 85.56 - -
CASCADE-ANN [62] 86.40 86.74 13.10
M-Stream [58] - 90.5 -
ABC-Method [20] 83.76 85.67 -
ICVAE-DNN [63] 89.08 95.68 19.01
Proposed Method 99.12 96.81 0.55

Table 4.12: Comparison of detection performance with methods in literature on UNSW-NB15
Dataset

Our method achieved accuracy score of 99.12% and attack detection rate of 96.81% whereas
the closest performance in literature is of ICVAE-DNN [63] method which used Deep Learning
approach and achieved detection reate of 95.68%.

Figure 4.2: Class specific performance comparison between proposed method, ABC method
and ICVAE-DNN on UNSW-NB15 Dataset

Fig.-4.2 illustrates the comparison between our proposed method, ABC method [20] and ICVAE-
DNN [63] in terms of detection rate for individual traffic classes. Our proposed method outper-
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forms the performance of the referenced methods for most of the attack classes. However,our
proposed method underperforms in case of ’Fuzzers’ attack.Fuzzers attack can mimic the nor-
mal network traffic keeping the data distribution in the range of normal traffic and tuning the
parameters only.

Result Comparison on NSL-KDD Dataset

Method Accuracy Detection
Rate

False
Alarm
Rate

STL [64] 74.38 62.99 7.21
RNN-IDS [65] 81.29 - -
ICVAE-DNN [63] 85.97 77.43 2.74
DL-based IOT attack [66] 98.2 98.23 1.73
Proposed Method 99.91 99.95 0.12

Table 4.13: Comparison of detection performance with methods in literature on NSL-KDD
Dataset

Table-4.13 represents that our proposed method outperforms the methods in literature in terms
of accuracy and detection rate with the least False Alarm Rate.
Fig.-4.3 illustrates the comparison between our proposed method, DL-IOT [66] and ICVAE-

Figure 4.3: Class specific performance comparison between proposed method, DL-based IOT
and ICVAE-DNN on NSL-KDD Dataset

DNN [63] in terms of detection rate for individual traffic classes. Our proposed method out-
performs the State-of-the-art method DL-IOT for all of the traffic classes. As NSL-KDD at-
tains balance in dataset, our method overcomes the poor performance for U2R attack on KDD-
CUP99 dataset.
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Result Comparison on AWID Dataset

Method Accuracy Detection
Rate

False
Alarm
Rate

Empirical-Wifi-Anomaly [67] 96.19 96.2 0.437
DL-Wifi-Anomaly [68] 98.66 - -
Proposed Method 98.75 93.23 0.77

Table 4.14: Comparison of detection performance with methods in literature on AWID Dataset

For AWID-dataset, our proposed method overperforms the methods in literature in the scale
of accuracy. However, still Empirical-Wifi-Anomaly method [67] holds the best detection and
False Alarm Rate(FAR).
Fig.-4.4 represents the comparison between our proposed method, Empirical-Wifi-Anomaly

Figure 4.4: Class specific performance comparison between proposed method, Empirical-Wifi-
Anomaly and DL-Wifi-Anomaly on AWID Dataset

[67] and DL-Wifi-Anomaly [68] in the scale of detection rate for all the traffic classes. Though
our proposed method perform standalone for all the attacks , it can’t outperform the SOTA
performance of other methods.

Result Comparison on CIC-IDS-2017 Dataset

Table-4.15 represents the comparative analysis of our proposed method with the methods in
literature using CIC-IDS2017 dataset. Our proposed method achieved comparatively better
accuracy whereas Three-Layer-Architecture still ahead in Detection rate and False Alarm Rate.
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Method Accuracy Detection
Rate

False
Alarm
Rate

Hierarchical-IDS [69] 96.66 94.47 1.145
Three-Layer-Architecture [70] 99.3 99.36 0.22
Proposed Method 99.37 99.12 0.57

Table 4.15: Comparison of detection performance with methods in literature on CIC-IDS2017
Dataset

Fig.-4.5 illustrates the comparison between our proposed method and the methods in literature.

Figure 4.5: Class specific performance comparison between proposed method, Three-Layer-
Architecture and Hierarchical-IDS on CIC-IDS2017 Dataset

Our proposed method achieved a high detection rate for all the attack classes except Infiltration
and Web Attacks. The imbalance in dataset is the probable reason behind this decreasing in
performance.

4.3.4 Effect of Imbalance in dataset

Most of the benchmarking IDS datasets are imbalanced in data distribution. The machine learn-
ing algorithms fail to learn the classes with small amount of instances compared to the classes
with large amount of sample. As our proposed method uses Random Forest classifier algorithm
for anomaly detection and consider the attack classes while training, the method suffers from
imbalance in IDS datasets. However, the distance based anomaly detection classifiers learn the
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characteristics of normal traffic only and don’t take the data distribution of attack categories
into consideration. So, the distance based classifiers are less prone to the imbalance in attack
instances. Fig. - 4.6 represents the performance of our proposed method and a distance-based

Figure 4.6: Effect of Number of Samples on Detection Rate

anomaly detection classifier ABC-method [20] for different number of instances of Probe attack
in KDD-CUP99 dataset. The performance of our proposed method increases with the increase
in number of samples. On the contrary, the performance of ABC-method remains almost same
irrespective of the number of instances in attack categories.

Figure 4.7: Comparison of proposed method in KDD-CUP99 and NSL-KDD dataset

The NSL-KDD dataset was published as a balanced subset of KDD-CUP99 dataset. So, our



4.3. PERFORMANCE EVALUATION 44

proposed method gained an immense increase in detection rate for the attack categories it was
performing poor in KDD-CUP99 dataset. Fig.-4.7 illustrates the comparative performance of
our proposed method in KDD-CUP99 and NSL-KDD dataset.



Chapter 5

Conclusion and Future Work

5.1 Conclusion

Our proposed framework is a novel approach of anomaly detection which passes through two
step of learning: normal traffic profile generation and training classifier with the deviation of
instances from normal traffic profile. The proposed frameworks detects the anomalous traffic
more efficiently which is evaluated on five benchmark datasets.

Our proposed method of feature extraction and intrusion detection framework is generalized
and efficient. It outperforms the existing intrusion detection approaches in literature in terms
of detection rate. Moreover, the existing multi-variate feature extraction approach for anomaly
detection (AD) suffer from the curse of dimensionality on the contrary our proposed reduces
the number of features.

5.2 Future Work

The result analysis illustrates that our proposed method is sensitive to the imbalance of classes
of traffic in benchmark datasets. Therefore, our method can be improved incorporating any
oversampling or data imbalance handling methods.
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