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Abstract

No part of our psychological life is more essential to the quality and significance of our
reality than emotions. In psychology, Emotion is often defined as a complex state of feeling that
results in physical and psychological changes that influence thought and behavior. Emotionality
is associated with a range of psychological phenomena, including temperament, personality,
mood, and motivation. In 1972, psychologist Paul Eckman suggested that six basic emotions
are universal throughout human cultures: fear, disgust, anger, surprise, happiness, and sadness.
Emotion Recognition is an important area of work to improve the interaction between humans
and machines. Emotion Detection will play a promising role in the field of Artificial Intelligence,
especially in the case of Human-Machine Interface Development, Human-Computer Interaction
(HCI), User-Experience (UX), and Designs.
In our study case, we went through the vast area of Emotion Recognition and Detection from
an AI and ML perspective, in which different parameters were taken into consideration. In this
work, through our research, we developed a Human-Emotion Detection methodology based on
Written-Text using a preprocessing technique based on meaningless stop words removal
and a Hybrid-ML Algorithm, which is made of a Naïve-Bayes Classifier (NBC) and a
Convolutional Neural Network (CNN) for a better accuracy alongside with an Optimized Text-
Analysis method for Preprocessing.
The preprocessing is built up around many different techniques that help the data to be reliable,
standardized, and clean. It all started with the stop word removal which is one of the key parts
of our work, then the standardization of the data and the following part was tokenization,
followed by the TF-IDF Vectorization which was applied and we finished by a vocabulary
construction.

Keywords — Daily Dialog Dataset, OEDHML Framework, Term Frequency Inverse Docu-
ment Frequency (TF-IDF), Text Vectorization, Text-Analysis, Text Classification, Emotion De-
tection, Naive-Bayes Classification (NBC), Convolutional Neural Networks (CNN), Stop-words
Removal, Standardization, Text Tokenization, Vocabulary Construction, Padded Sequences,
TensorFlow and TensorFlow-Text.

Abbreviations
• OEHML or OEDHML : Optimized Human-Emotion Detection in Written-Text using

Hybrid Machine Learning Classification Algorithm.
• NBC : Naive Bayes Classifier
• CNN : Convolutional Neural Networks
• TF : Term Frequency
• IDF : Inverse Document Frequency
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1 Introduction

1.1 Overview
Emotion is a psychological state or a process that connects goals with events in the real world.

Emotion can establish a relationship between the author and the readers, and it can show a person’s
response to something [11]. The development of internet users makes the delivery of information
rapid and broader. The number of internet users in 2012 was 63 million, and in 2017 it was 143.6
million [10]. The most accessed service was social media with 87.13% of Internet users. This number
was greater than the usage of the internet to access search engines, which was only 74.84% of internet
users in 2017 [10].
Emotion detection has proven to be one of the most challenging tasks in natural language processing,
not only because humans are very complex but also because there is a lot of possibilities and outcomes.
The emotion detection sector has received a lot of interest from academia, businesses, and also
advertisement giants (Google, Twitter, MacDonald, etc.) in recent years. That interest has resulted
in multiple numbers of tough and advanced researches with a wide variety of applications in real-life
scenarios. Emotions can be found on news snippets, short messages and tweets, Facebook comments,
and other social media.
Applications of emotion detection and recognition using supervised, unsupervised, or hybrid learning
methodology to classify emotions in different categories. Supervised learning provides powerful tools
to classify and process data using machine language. With supervised learning you use labeled data,
which is a data set that has been classified, to infer a learning algorithm [8]. Unsupervised Learning is
a machine learning technique in which the users do not need to supervise the model. Instead, it allows
the model to work on its own to discover patterns and information that was previously undetected
[4]. It mainly deals with the unlabeled data [4]. Compared to the supervised approach, unsupervised
learning only operates on input data without outputs or target variables. As such, unsupervised
learning does not require a master to correct the model, as in the case of supervised learning. The
lines between unsupervised and supervised learning are blurry, and many hybrid approaches draw
from each field of study.
In this study, our approach is to improve the existing emotion classification techniques in two aspects.
Firstly, the improvement will be done on the preprocessing aspect by filtering words that can change
the sentence’s sense or impact its meaning in one way or another. Secondly, we will be using
a supervised learning approach that implements a hybrid technique by merging Naïve Bayes and
Convolutional Neural Network for better accuracy and performance.

1.2 Problem Statement
Many industries and even academics are closing their gate days by days, Businesses are getting

attacked, social media are being boycotted, which can result not only in social chaos but also in
an economical crisis for many firms. These attacks or boycotts are direct actions resulting from
people’s state of mind, in other words, their emotions. People are gladly expressing their emotions
all over the internet, it can be observed in the form of tweets, comments, reviews, online diaries,
blogs, but also during a daily conversation. What if all this information were analyzed and process?
from somebody’s comments or tweet, a shop could know why their newly released product is not
successful, a teaching center will know what they are doing wrong and correct it, the police can even
predict if somebody can get murdered if a shop can get attacked of the stolen only base on the way
that people express their self on the social media. Media is the center of emotional expression, it’s
the best place for data collection. Data which will help to predict malicious actions based on angry

5



comments, or unsatisfied customers from negative reviews. Although being a new study area, many
scientists have published a multitude of research papers wherein the preprocessing part some were
processing meaningless information and others removed meaningful words. This could play a greater
role in the text understanding by the machine which also could better the model accuracy.

1.3 Objectives
To achieving the goal of our proposed methodology, the objectives below should be satisfied.

• To Identify people’s state of mind based on their textual information across the internet, and
bring out the emotions expressed in their daily social media life.

• To Classify these emotions based on emotional standards such as anger, disgust, fear, happiness,
sadness, surprise, or no emotion at all.

• To Improve existing preprocessing techniques to fit the model with meaningful data for better
predictions.

• To build a hybrid system that can classify emotions based on different comments or text through
social media or even written dialogue that could score higher than existing works.

1.4 Challenges
Here are some key parts where we faced a lot of difficulties.

• Data Acquisition/Collection: There was indeed a real challenge in finding proper datasets
since we intended to work with a set of at least 10 emotions while processing sentiments.

• Data Preprocessing: The real difficulty was to preprocess the sample data without removing
crucial and deterministic keywords from the text while applying Text Analysis Methodology.

• Machine Learning Models to be chosen for better accuracy: Knowing the performance
of ML Algorithms related to Classification problems. We intend to use a Hybrid Model to tackle
the given thematic which could better the accuracy of such model. The actual challenge faced
here is, to choose wisely a combination of models which could perform homogeneously.

• Finding Recent Research Papers related to this thesis work.

1.5 Significance of Study
Human is a very sensitive being which could be emotionally affected by the decision. The study

will have an ethical impact in a way that will help people decide by considering other’s points of
view. Sometimes higher authorities or people in a higher position take a decision that hurts their
employees or even their firm without them knowing it. Thanks to emotion detection they can prevent
this kind of scenario and avoid losses by detecting dissatisfaction from their employees or customers.
The study will improve communication amount boss and employee, customers and firms and can
also help elucidate crime or prevent it.
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2 Literature Review
Emotion classification or even detection is a new concept in which people a getting interesting

day by day. People express their feelings in our daily life from numerous ways. It can be by body
gesture, by speech, or by what concern us “Text”. Many researchers are interested in this study and
that interest led to multiple works and publications.

2.1 Emotion Intensity Detection for Social Media Data [14]
As with any order emotion detection paper, this one also uses different techniques to extract

emotion using Liza Wikarsa and Sherly Novianti Thahir’s approach but focuses more on the extrac-
tion of the emotional intensity. Here The feature vector along with the intensity is given as input
to the prediction algorithm (Linear regression). This learned model can be then used for predicting
intensity levels of unseen tweets.

2.2 A Survey of Textual Emotion Detection [3]
This paper is a survey which outlines the limitation and gaps of the recent works and directs

the possible future research to fulfill these gaps in this increasingly developed field. For emotion
detection, we have to keep in mind that emotion is from many types (discrete/dimensional), and
depending on its basis the number of emotions can vary from 2 to even 14. It also says that the
approach for emotion detection can be divided into four approaches. It also shows the performance
metrics of the different techniques, the different datasets that can be used, and the preprocessing
techniques.

2.3 Social Signal Processing for Evaluating Conversations using Emo-
tion Analysis and Sentiment Detection [19]

This paper presents a multi-modality framework to analyze customer satisfaction levels, especially
in determining dissatisfied customers, using an image, speech, and text analysis. It employs a two-
level synthesis: Emotion analysis of speech signals and Sentiment detection from text data, which
is converted from the same speech, and facial emotion analysis from image data. Their approach
helps in better understanding of customers and identification of their exact perspective concerning
services provided by the industries. As classifiers, they used Convolutional Neural Networks (CNN)
for object recognition which performs detection of the non-verbal sentiments on images, and SVM
classifiers with VGGImageNet as the pre-trained model. The disadvantage of SVM is that the SVM
algorithm is not suitable for large data sets and does not perform very well when the data set has
more noise.

2.4 Tweet Analysis Based on Distinct Opinion of Social Media Users [6]
This paper predicts emotion by considering the text context associated with the emoticons and

punctuation instead of using the particular word and emotion alone. The proposed system calls Fu-
ture Prediction Architecture Based on Efficient Classification (FPAEC) is designed with many differ-
ent classification algorithms such as Fisher’s Linear Discriminant Classifier (FLDC), Support Vector
Machine (SVM), Naïve Bayes Classifier (NBC), and Artificial Neural Network (ANN) Algorithm
along with the BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies) clustering
algorithm. The Twitter data are classified into three classes negative, positive and neutral.
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2.5 Emotion Detection from Text Using Skip-thought Vectors [9]
In this research, they apply a recently proposed deep learning model named skip-thought, an

approach to learning fixed-length representations of sentences, to face the problem of emotion de-
tection from text. They propose a new framework that takes advantage of the pre-trained model
and pre-trained word vectors. They found that skip-thought vectors are well suited for the emotion
detection task.

2.6 EmoDet2: Emotion Detection in English Textual Dialogue using
BERT and BiLSTM Models [2]

The proposed system in this paper uses deep learning approaches to detect emotion. The system
is combining a fully connected neural network and BiLSTM neural network. The performance ob-
tains using this proposed system gives an improvement of F1-Score 0.748. The system can determine
the emotion in English textual dialogue and classify it into four categories (Happy, Sad, Angry, and
Other). Features are extracted using a combination of GloVe Word Embedding, BERT Embedding,
and a set of psycho-linguistic features (e.g. from AffectiveTweets Weka-package).
Disadvantage: They did not use the normal pre-processing techniques such as stemming, token,
removing stop-words. Instead they applied EKphrasis to achieve high performance in spelling cor-
rections on the data which did not better the accuracy metrics.

2.7 Tweets Emotion Prediction by Using Fuzzy Logic System [21]
This paper uses Fuzzy logic to classify each tweet to emotion with different degrees of intensity.

They develop two classification systems one inspects the text it is referred to as (TCFL) and the
second inspects emoji associated with each tweet it is referred to as (ECFL). This paper also extends
the number of emotions they can be extracted up to eight instead of four in the more general case
which are joy, sadness, anger, disgust, trust, fear, surprise, and associate. each of emotion with
a degree of intensity which is Extremely High, Very High, High, Medium, Low, Very Low, and
Extremely Low. Comparing the developed two systems with human-based classification, TCFL
outperformed ECFL with a 48.96% match as compared to a 32.54% match for ECFL.
Disadvantage: More emotion class can lead to misclassification and poor performance.

2.8 Implementation of Text Mining Model to Emotions Detection on
Social Media Comments Using Particle Swarm Optimization and
Naive Bayes Classifier [12]

This research paper presents a method to classify the dataset into four emotional categories
anger, fear, joy, and sadness. The method used is a combination of Naïve Bayes classifier and swarm
optimization, testing Naïve Bayes without optimization gives an accuracy of 65%, and adding opti-
mization to Naïve Bayes augmented the accuracy to 66.54%. But the computation process is longer
than simple Naïve Bayes.
Advantages: the advantages of the word-based approach such as its simplicity and ease of imple-
mentation.
Drawbacks: The 66.54% accuracy is low and need to be improved the accuracy. Here are some of
the key pitfalls of this paper which negatively impacted the entire experiment proposed.
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• Its major drawbacks include the ambiguity of the word selection found on double meaning
words or the words that change their meaning according to the context,

• The existed subjectivity of determining the emotion lexicon contents,

• The existence of sentences with no direct emotional keywords

• Its inability to be applicable in a wide range of application.

• The Datasets were not really insightful to work efficiently with their proposed algorithms.

• The preprocessing removes meaningful words that can be helpful in classification phase while
training the model.
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3 Proposed Methodology
In this section, we aim to propose a suitable solution that can result in a high-efficiency rate than

the previously mentioned research works and implementations in section 2.

3.1 Proposed Framework Overview

Figure 1: Overview of Framework Architecture

3.2 Data Collection and Feature Analysis
3.2.1 Data Collection

For this research purpose, we used the Daily-Dialog is a high-quality multi-turn open-domain
English dialog dataset [13]. It contains 102,978 dialogues split into a training set with 87,532 dialogues
and validation and test sets with 15,447 dialogues each. On average there are around 8 speaker turns
per dialogue with around 15 tokens per turn. The language is human-written and less noisy. The
dialogues in the dataset illustrate how we interact daily and cover a wide range of topics. The
dataset is marked with details about communication intent and emotion [13]. This dataset is built
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from 03 JSON files combined namely, “train.json”, “valid.json”, and “test.json”, with shapes (87532,
8), (9268, 8), and (6179, 8) respectfully.

Figure 2: Table View (Snapshot) of the Daily Dialogue Dataset

3.2.2 Feature Analysis

From the compiled samples data obtained above, we formed our experimental dataset based on
08 features which are:

• ‘ID’: this column contains the representative identifiers of each written conversational exchange
in dialogue.

• ‘sentence’: it contains the written conversational exchange in dialogue.

• ‘act_label’: column which represents the act or role of speaker in dialogue, denoting whether
a speaker’s role is either commissive, directive, inform, or question.

• ‘emotion_label’: column which represents the labels of each written conversational exchange,
denoting whether an exchange is either no emotion, anger, disgust, fear, happiness, sadness, or
surprise.

• ‘speaker’: column represents the nature of the speaker which could be either moderating or
contributing to a dialogue.

• ‘conv_id’: column which represents the identifier of the conversation.

• ‘emotion_index’: column which represents the indexed labels of each written conversational
exchange, denoting whether the emotion of the sentence column is either no emotion, anger,
disgust, fear, happiness, sadness or surprise, which is indexed in a range of [0 — 6] respectfully.
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Figure 3: Feature Analysis related to Speaker’s Act Role

Figure 4: Feature Analysis related to Speaker’s Type
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Figure 5: Scatter Plot Representation of the Daily Dialogue Dataset

Figure 6: Emotion Labels from the the Daily Dialogue Dataset
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Figure 7: Act Labels from the Daily Dialogue Dataset

3.3 Preprocessing
In Machine Learning, Data-Preprocessing is a very essential step that helps enhance the quality

of meaningful data for better feature extraction. It refers to the technique of preparing (cleaning,
formatting, and organizing) the raw data to make it suitable for building and training Machine
Learning models. In simple words, data preprocessing in Machine Learning is a data mining technique
that transforms raw data into an understandable and readable format. Typically, real-world data is
incomplete, inconsistent, inaccurate (contains errors or outliers), and often lacks specific attribute
values/trends. For this study, the proposed preprocessing technique uses the lower-level utilities of
the “TensorFlow.python.data.experimental.ops” package to load the dataset from the CSV file,
and the “TensorFlow.text” package to preprocess the data for finer-grain control, meaning that
each data item has its access control policy. This type of access control is typically used in cloud
computing, where often a large quantity of data types and data sources may be stored together but
each data item must be accessed based on different criteria [5].

3.3.1 Loading the dataset

For this study, we used the dataset “dailydialog.csv” as mentioned in section 3.2. The dataset
was loaded using CsvDataset from TensorFlow library. It’s all be automatically optimized for
large data accessibility and parallelly provides efficient computation of data. The loaded dataset is
accessed through a tuple of elements of 08 columns whose types are Tensors data [22].
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3.3.2 Preparing Dataset for Training

In our study, we used the following steps to prepare the sample data.

Stop Words Removal
After loading the dataset, we notice that the text data were containing some garbage data which

was altering the quality of the information that we were supposed to extract. Therefore, we decided
to clean the dataset before using it by removing meaningless stop words and punctuation. During
building the stop words list, we notice that in general English, some of the stop words can be
meaningful therefore necessary. After this insightful discovery, we decided to keep those in the
data while removing unnecessary stop words.
Below is the list of stop words to keep:

Above Before But didn’t haven’t isn’t wouldn’t
against Below can’t doesn’t hasn’t mustn’t shan’t
any between cannot don’t hadn’t no
aren’t both couldn’t down during nor
not won’t weren’t wasn’t under shouldn’t

Table 1: Meaningful Stop-words to be left while preprocessing.

Standardization
The process of translating data into a common format so that users can process and interpret is

known as Data Standardization. For many purposes, data standardization is important. First
and foremost, it aids in the establishment of clearly specified elements and attributes, resulting in
a detailed catalog of your results. Whatever insights you’re searching for or issues you’re trying
to solve; a good understanding of your data is a must-have first step. To get there, you’ll need to
translate the data into a standard format with logical and consistent definitions. These meanings
can be used to create metadata, which are labels that define what, how, why, who, when, and where
your data is stored. Your Data Standardization process is based on this base. We used the
TensorFlow-Text libraries to standardize the data.

Tokenization, Vectorization and Vocabulary Construction
Afterward, instead of using the TensorFlow Text-Vectorization layer to preprocess the text data

of our compiled dataset, we used the TensorFlow-Text libraries to tokenize these data, which later
help to build a vocabulary table using the Static-Vocabulary-Table from TensorFlow. This will
be mapped with each token of the vocabulary according to the number of occurrences in the dataset
to be fitted to the proposed model, with a range of [2, VOCAB_SIZE + 2]. This vocabulary
table is built by sorting tokens by frequency and keeping the top VOCAB_SIZE tokens. As with
the Text-Vectorization layer, 0 is reserved to denote padding, and 1 is reserved to denote an
out-of-vocabulary (OOV) token.
While TensorFlow-Text provides various tokenizers, we will use the UnicodeScriptTokenizer to
tokenize with the converted lower-case of our dataset. This will then be mapped to each row of text
for proper tokenization of the dataset.
Finally, we transformed the entire dataset into encoded vectors of weighted sums with aid of the
vocabulary table to map each text of the dataset with vectors of numbers representing the occurrences
of a word.
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Splitting and Padding the dataset
We split the dataset into the train, valid, and test sets with a ratio of 85%, 9%, and 6% respectfully

representing 87532 rows, 9268 rows, and 6179 rows. These sets were having different dimensions per
row, which couldn’t be fitted to the model. This is the reason why we padded these sets (train, valid,
test) of data with a batch size of 64 to obtain a shape evenly distributed across the entire dataset.

Padded Sequences — tensorflow.keras.preprocessing.sequence.pad_sequences
This function transforms a list (of length num_samples) of sequences (lists of integers) into a 2D

Numpy array of shape (num_samples, num_timesteps). num_timesteps is either the maxlen
argument if provided, or the length of the longest sequence in the list. Sequences that are shorter
than num_timesteps are padded with value until they are num_timesteps long. Sequences
longer than num_timesteps are truncated so that they fit the desired length. The position where
padding or truncation happens is determined by the arguments padding and truncating, respectively.
Pre-padding or removing values from the beginning of the sequence is the default.

3.4 Proposed Model (OEDHML Framework)
For this study, we used a supervised learning approach with two different Machine Learning

Algorithms, namely, Naïve Bayes Classifier (NBC) and Convolutional Neural Network (CNN), to
evaluate the goodness of our proposed preprocessing technique.

Figure 8: OEDHML FRAMEWORK
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3.4.1 Naïve Bayes Classifier

Naive Bayes is a straightforward method for creating classifiers, which are models that assign class
labels to problem instances represented as vectors of feature values, with the class labels drawn from
a finite set. Regardless of any possible correlations between the active position, severity, and type
of speakers features, a Naive Bayes Classifier (NBC) considers each of these features to contribute
independently to the probability that a written-text can output emotions like anger or happiness.
In a supervised learning environment, naive Bayes classifiers can be trained very efficiently for some
types of probability models. In several practical applications, the method of maximum likelihood is
used to estimate parameters for naive Bayes models; in other words, the naive Bayes model can be
used without endorsing Bayesian probability or using any Bayesian methods.

Mathematical Understanding
The naive Bayes classification method is based on Bayes’ theorem. It’s called ’Naive’ because it

assumes that every pair of features in the data is independent. Let (x1, x2, ..., xn) be a feature vector,
and y be the class label that corresponds to it.
Using Bayes’ theorem as a guide,

P (y|x1, ..., xn) = P (y) ∗ P (x1, ..., xn|y)
P (x1, ..., xn) (1)

Since, (x1, x2, ..., xn) are independent of each other,

P (y|x1, ..., xn) = P (y) ∗∏n
i=1(P (xi|y))

P (x1, ..., xn) (2)

Inserting proportionality by removing P (x1, ..., xn) (because it’s a constant).

P (y|x1, ..., xn) = P (y) ∗
n∏
i=1

(P (xi|y)) (3)

Therefore, the class label is decided by,

y = arg max
y

[P (y) ∗
n∏
i=1

(P (xi|y))] (4)

P (y) is the relative frequency of class label y in the training dataset. In the case of the Gaussian
Naive Bayes classifier, P (xi|y) is calculated as,

P (xi|y) = 1√
2πσ 2

y

exp (−(xi − µy)2

2σ 2
y

) (5)

In Gaussian Naive Bayes, continuous values associated with each feature are assumed to be dis-
tributed according to a Gaussian Distribution. A Gaussian distribution is also called Normal
distribution. When plotted, it gives a bell-shaped curve that is symmetric about the mean of the
feature values as shown below:
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Figure 9: Naive Bayes: Normal/Gaussian Distribution Curve

3.4.2 Convolution Neural Network

A Convolutional Neural Network, also known as CNN or ConvNet, is a class of neural networks
that have proven very effective in areas of Image Classification. In this proposed research work, we
decided to use this advantage in the area of Text Classification. The CNN model is built by stacking
the following layers, namely:

• Convolutions for 1-Dimension (Conv1D) Layer

• Max-Pooling (MaxPool1D) Layer

• Flatten Layer

• Dropout Layer

• Dense Layer

Figure 10: Illustration of Convolutional Neural Networks for Text-Analysis
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Figure 11: Proposed CNN Model Configuration
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Convolutions for 1-Dimension Text Layer
This layer creates a convolution kernel that is convolved with the layer input over a single spatial

(or temporal) dimension to produce a tensor of outputs. If use_bias is True, a bias vector is created
and added to the outputs. Finally, if activation is None, it is applied to the outputs as well.
When using this layer as the first layer in a model, provide an input_shape argument which can
take a tuple of integers or None, e.g., (10,128) for sequences of 10 vectors of 128-dimensional vectors,
or (None,128) for variable-length sequences of 128-dimensional vectors. In our case, we used an
input_shape of (None, 18566, 1) for sequences of n vectors of 18566-dimensional vectors.
We focus on the task of text classification. We consider the common architecture in which each word
in a document is represented as an embedding vector, a single convolutional layer with m filters is
applied, producing an m-dimensional vector for each document n-gram. The vectors are combined
using max-pooling followed by a ReLU activation. The result is then passed to a linear layer for the
final classification.

Figure 12: Illustration of 1-Dimensional Convolutions

For an n-words input text (w1, ..., wn) we embed each symbol as d dimensional vector, resulting
in word vectors (w1, ..., wn) ∈ Rd. The resulting d ∗ n matrix is then fed into a convolutional layer
where we pass a sliding window over the text. For each l-words n-gram:

ui = [wi, ..., wi+l−1] ∈ Rd∗l; 0 ≤ i ≤ n− l (6)

And for each filter fj ∈ Rd∗l we calculate < ui, fj >. The convolution results in matrix F ∈ RnÖm.
Applying max-pooling across the n-gram dimension results in p ∈ Rm which is fed into ReLU non-
linearity. Finally, a linear fully connected layerW ∈ Rc∗m produces the distribution over classification
classes from which the strongest class is outputted.
Formally:

ui = [wi, ..., wi+l−1]Fij =< ui, fj > pj = ReLU(max
i
Fij)o = softmax(Wp) (7)
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In practice, we use multiple windows sizes l ∈ L,L ⊆ N by using multiple convolution layers in
parallel and concatenating the resulting pl vectors. We note that the methods in this work are
applicable for dilated convolutions as well.

Max-Pooling Layer
Pooling is a feature commonly imbibed into Convolutional Neural Network (CNN) architectures.

The main idea behind a pooling layer is to “accumulate” features from maps generated by convolving
a filter over an image. Formally, its function is to progressively reduce the spatial size of the repre-
sentation to reduce the number of parameters and computation in the network. The most common
form of pooling is max pooling.[1]

Figure 13: Max-Pooling Illustration

Advantages — Max pooling is done to help over-fitting by providing an abstracted form of the
representation. As well, it reduces the computational cost by reducing the number of parameters to
learn and provides basic translation invariance to the internal representation. Max pooling is done
by applying a max filter to (usually) non-overlapping sub-regions of the initial representation. The
other forms of pooling are average, general.

Flatten Layer
In between the convolutional layer and the fully connected layer, there is a ‘Flatten’ layer. Flat-

tening transforms a two-dimensional matrix of features into a vector that can be fed into a fully
connected neural network classifier.[15]
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Figure 14: Flatten Layer Illustration

Dropout Layer
Dropout [20] is a technique to reduce over-fitting. Its central idea is to take an over-fitting model

and train sub-models derived from it by randomly removing units for each training batch. A concep-
tual view of the standard dense network vs. the network structure after applying dropout is shown
in the figure below.

Figure 15: A conceptual view of dropout. Instead of using a fixed network structure, dropout
randomly removes units from a fully connected network (left) to create a sub-model (right)

Dropout simulates a sparse activation from a given layer, which interestingly, in turn, encourages
the network to learn a sparse representation as a side-effect. As such, it may be used as an alternative
to activity regularization for encouraging sparse representations in auto-encoder models [20].
Because the outputs of a layer under dropout are randomly sub-sampled, it has the effect of reducing
the capacity or thinning the network during training. As such, a wider network, e.g. more nodes,
may be required when using dropout [20].

Dense Layer
The Dense Layer [17] suggests that layers are fully connected (dense) by the neurons in a network

layer. Each neuron in a layer receives input from all the neurons present in the previous layer. In
other words, the dense layer is a fully connected layer or a densely connected layer, meaning all the
neurons in a layer are connected to those in the next layer.
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Figure 16: Dense Neural Network Representation on TensorFlow Playground

A densely connected layer provides learning features from all the combinations of the features of
the previous layer, whereas a convolutional layer relies on consistent features with a small repetitive
field.
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4 Implementation

4.1 Prerequisites
TensorFlow Architecture works in three parts:

• Preprocessing the data

• Build the model

• Train and estimate the model

It is called TensorFlow because it takes input as a multi-dimensional array, also known as tensors.
You can construct a sort of flowchart of operations (called a Graph) that you want to perform on
that input. The input goes in at one end, and then it flows through this system of multiple operations
and comes out at the other end as output. This is why it is called TensorFlow because the tensor
goes in it flows through a list of operations, and then it comes out the other side.

What is Keras?
Keras is an Open-Source Neural Network library written in Python that runs on top of Theano

or Tensorflow. It is designed to be modular, fast, and easy to use. It was developed by François
Chollet, a Google engineer. Keras doesn’t handle low-level computation. Instead, it uses another
library to do it, called the "Backend".
Keras is a high-level API wrapper for the low-level API, capable of running on top of TensorFlow,
CNTK, or Theano. Keras High-Level API handles the way we make models, defining layers, or set up
multiple input-output models. In this level, Keras also compiles our model with loss and optimizer
functions, training process with fit function. Keras in Python doesn’t handle Low-Level API such as
making the computational graph, making tensors, or other variables because it has been handled by
the "backend" engine.

Sklearn for Feature Extraction such as TF-IDF Vectorizer and Naïve Bayes Models
Scikit-learn is a library in Python that provides many unsupervised and supervised learning al-

gorithms. It’s built upon some of the technology you might already be familiar with, like NumPy,
pandas, and Matplotlib. The functionality that scikit-learn provides include:

• Regression, including Linear and Logistic Regression

• Classification, including K-Nearest Neighbors

• Clustering, including K-Means and K-Means++

• Model selection

• Preprocessing, including Min-Max Normalization

As you move through Codecademy’s Machine Learning content, you will become familiar with many
of these terms. You will also see scikit-learn (in Python, sklearn) modules being used. For exam-
ple: sklearn.linear_model.LinearRegression() is a Linear Regression model inside the linearmodel
module of sklearn. The power of scikit-learn will greatly aid your creation of robust Machine Learning
programs.
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Pandas for Data-Frame Representation.
Pandas is an open-source, BSD-licensed library providing high-performance, easy-to-use data struc-

tures, and data analysis tools for the Python programming language. The Data Structures provided
by Pandas are of two distinct types:

• Pandas Data-Frame, and

• Pandas Series

Pandas DataFrame is nothing but an in-memory representation of an excel sheet via Python pro-
gramming language. Just like Excel, Pandas DataFrame provides various functionalities to ana-
lyze, change, and extract valuable information from the given dataset. In the real world, a Panda
DataFrame will be created by loading the datasets from persistent storage, including but not limited
to Excel, CSV, and MySQL databases.

Numpy for Matrix and Vectors Representations
Data is collected in many different formats from numbers to images, from categories to sound

waves. However, we need the data represented with numbers to be able to analyze it on computers.
Machine learning and deep learning models are data-hungry. The performance of them is highly
dependent on the amount of data. Thus, we tend to collect as much data as possible to build a
robust and accurate model. As the number of data increases, the operations done with scalars start
to be inefficient. We need vectorizing or matrix operations to make computations efficiently. That’s
where linear algebra comes into play.
Linear algebra is one of the most important topics in the data science domain. In this post, we
will cover some basic terms in linear algebra and go through examples using NumPy, a scientific
computing library for Python.
There are different types of objects (or structures) in linear algebra:

• Scalar: Single number

• Vector: Array of numbers

• Matrix: a 2-dimensional array of numbers

• Tensor: N-dimensional array of numbers where n > 2

Scipy for Sparse Matrix Representation
Matrices that contain mostly zero values are called sparse, distinct from matrices where most of

the values are non-zero, called dense. Large sparse matrices are common in general and especially in
applied machine learning, such as in data that contains counts, data encodings that map categories
to counts, and even in whole subfields of machine learning such as natural language processing.
It is computationally expensive to represent and work with sparse matrices as though they are dense,
and much performance improvement can be achieved by using representations and operations that
specifically handle the matrix sparsity.

Environment Configuration
To run our proposed implementation, we needed a PC with the following requirements:

• System — Windows 8/10 or Linux Distributions or latest versions.
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• PC Configuration — 7th Gen. Core i7 CPU, RAM 16Gb, Storage (at least 10Gb), GPU
Nvidia GTX 1070.

• PC Architecture — 64-bit OS, x64-based processor.

• Tools — Python 3.8.x, PyCharm IDE, Orange 3, Glue, Anaconda IDE, CuDNN and CUDA.

• Main Libraries — TensorFlow and TensorFlow-Text (both v.2.4.1), Keras, Sklearn and
SciKit-Learn, Tensorboard, Seaborn, NLTK, Pandas, MatPlot.

4.2 Implementation Workflow
1. Building Dataset from JSON files of Daily Dialogue Data

2. Indexing Emotion Labels with Numbers

3. Vectorizing Dataset Columns [‘sentence’]

4. Padding and Splitting Vectorized Dataset in Train, Valid and Test sets

5. Building NB Classifier for training.

6. Building and Configuring CNN Model

7. Converting Train, Test, and Valid sets into a Dense Matrix

8. Categorizing Labeled data from y-train, y-test, and y-valid.

9. Fitting CNN Model with the converted train and valid sets.

10. Predicting and Evaluating the CNN Model with the test data.

11. Results Visualization

4.3 Feature Engineering and Preprocessing Mechanism
4.3.1 Feature Engineering

Feature engineering is the process of using domain knowledge to extract features from raw data
via data mining techniques. These features can be used to improve the performance of machine
learning algorithms. Feature engineering can be considered as applied machine learning itself.

Feature Extraction — It uses data reduction which allows the elimination of less important
features. The collection of words obtained through tokenization is sorted to find the unique words.
The unique words and the count will be stored separately for further processing.
For this research project, we selected the features ’sentence’, ’act_label’ and ’emotion_label’ from
our daily-dialog dataset shown in figures below.

26



Figure 17: Dataset with selected features ’sentence’ and ’emotion_label’

Figure 18: Dataset with selected features ’sentence’ and ’act_label’

4.3.2 Preprocessing Mechanism

What is a TF-IDF Vectorizer?
TF-IDF is an abbreviation for Term Frequency Inverse Document Frequency. This is very common
algorithm to transform text into a meaningful representation of numbers which is used to fit machine
algorithm for prediction. Let’s take sample example and explore two different spicy sparse matrix
before go into deep explanation.
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Figure 19: Text Document converted to Spicy Sparse Matrix of TF-IDF Vectorizer.

Here, we can see clearly that TF-IDF Vectorizer consider overall documents of weight of words.
A vocabulary is a dictionary that converts each token (word) to a feature index in the matrix, each
unique token gets a feature index.
The TF-IDF Vectorizer converts a collection of raw documents into a matrix of TF-IDF features.

• TF (Term Frequency): The number of times a word appears in a document is its Term
Frequency. A higher value means a term appears more often than others, and so, the document
is a good match when the term is part of the search terms.

• IDF (Inverse Document Frequency): Words that occur many times in a document, but
also occur many times in many others, maybe irrelevant. IDF is a measure of how significant
a term is in the entire corpus.

Mathematical Understanding of TF-IDF|| TF-IDF is a measure of originality of a word by
comparing the number of times a word appears in a document with the number of documents the
word appears in.

TF IDF = TF (t, d) ∗ IDF (t) (8)

where TF (t, d) is the number of times term t appears in a document d as shown:

TF (t, d) =
∑
xεd

fr(x, t) (9)
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where fr(x, t) is a simple function defined as:

fr(x, t) =

1, if → x = t

0, otherwise
(10)

and IDF(t) is the Inverse Document Frequency which is computed as follow:

IDF (t) = log( 1 + n

1 +DF (d, t)) + 1 (11)

where n is the number of documents and DF(d, t) is the Document Frequency of the term t.

Remark — In TfidfVectorizer we consider overall document weightage of a word. It helps
us in dealing with the most frequent words. Using it we can penalize them. TfidfVectorizer weights
the word counts by a measure of how often they appear in the documents.
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5 Results Analysis

5.1 Comparative Analysis
In training, our proposed framework had an accuracy score of more than 84,63%.

Figure 20: OEHML/OEDHML Framework Comparison with Standard Preprocessing

Figure 21: OEHML Framework Comparison with Existing Method (DialogueRNN)
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Table 2: Results: OEHML Framework vs. Other Research Papers
‘

5.2 Metrics Evaluation
To evaluate the performance of our proposed framework for emotion detection problems in

written-text, various evaluation metrics have been used. In this subsection, we review the most
widely used metrics for Emotion Detection. Most existing approaches consider the emotion detec-
tion problem as a multi-classification problem that predicts whether a given text, comment, or tweet,
is outputting an emotion like anger, disgust, fear, happiness, sadness, or surprise, or in some cases,
no emotion.

• True Positive (TP)

• True Negative (TN)

• False Negative (FN

• False Positive (FP)

By formulating this as a multi-classification problem, we can define the following metrics,

Precision = |TP |
|TP |+ |FP | (12)

Recall = |TP |
|TP |+ |FN | (13)

F1 = 2 ∗ Precision ∗Recall
Precision+Recall

(14)

Accuracy = |TP |+ |TN |
|TP |+ |TN |+ |FP |+ |FN | (15)
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Figure 22: Model Accuracy Curve

Figure 23: Model Loss Curve
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Figure 24: Model F1-Score Curve

Figure 25: Model Precision Curve
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Figure 26: Model Recall Curve

Figure 27: Resulted Confusion Matrix
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6 Discussion
The evaluation process in this thesis research was conducted with several conditions. The accuracy

obtained in the first test, which used only our model and did not use our preprocessing technique, was
82%. With our preprocessing technique applied to our model, we were able to achieve an accuracy
of 84%. These findings suggest that our proposed methodology works, but we need to do further
testing to be certain.

7 Conclusion & Future Work

7.1 Conclusion
Our thesis study’s main goal was to develop an optimized sentiment detection system that ex-

trapolates emotion from a given text. This research project has examined the role of social media
networks in determining people’s mood based on textual information they post. We developed a new
preprocessing technique and a hybrid model (NB, CNN) to do the work. Our evaluation results led
us to conclude, the proposed methodology has a significant improvement in the accuracy result.
The results show that by utilizing social media platforms e.g. twitter and daily dialogue, a tool can
actually analyze people’s mood towards a subject and inform the relevant authorities in real-time to
know what the people’s general mood towards a particular subject is. Making use of open python
libraries and training data sets we were able to classify the general mood of people based on their
emotional status.
Furthermore, this tool can be adopted by businesses, organizations and politicians who would like
to have an edge and an insight into people’s opinions over a giver topic.

7.2 Future Work
Through our research and our work, we face a great number of challenges that we overcame at

the end of our path. We achieve our objectives by building a new preprocessing approach base on
the stop words removal and we combine two different unsupervised learning algorithms into a hybrid
one. All that led to obtaining an accuracy of 84.46 which is a success and better than the result
obtained by the papers: Contextualized Emotion Recognition in Conversation as Sequence Tagging
[23], Common Sense knowledge for emotion Identification in Conversations [7] and All-in-One XLNet
for Multi-Party Conversation Emotion Recognition [18] which registered respectively an accuracy of
63.3, 58.48and54.93. These results were obtained after processing only a total of 6 epochs due to the
huge processing time. For our future works, we intend to compare these different works after running
a minimum of 100 epochs which will consolidate, approve and certify our outstanding result. For
other future works, we also intend to apply our methodology to many different data sets to see how
it will act and perform.
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8 Appendix: Code Snippets and Result Reports
In the following pages, a snapshot of the entire source code and its relevant results obtained while

running this research project, which can be found under the GitHub Repository entitled OEHML
Framework For Emotion Detection[16]. It contains a detailed implementation of the proposed
solution that tackles the stated problem illustrated in the above sections. It was written in Python
using PyCharm IDE,and JupyterLab IDE. The Data Analysis part was done using Glue and
Orange 3 from Anaconda IDE.
GitHub Repository Link —
https://github.com/IUT-Thesis-Group-Cmr/OEHML-Framework-For-Emotion-Detection.git
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