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  Abstract 

 

The discontinuous reception (DRX) operation is included in long term evolution 

(LTE) to achieve power saving and prolonged battery life of the UE. An 

improvement in DRX power saving usually leads to a potential increase in the packet 

delay. An optimum DRX configuration depends on the current data traffic, which is 

not easy to estimate accurately, especially, for nonreal-time applications. 

  In our thesis, we propose a novel way to vary the DRX cycle length avoiding 

continuous estimation of the data traffic when only nonreal-time applications are 

running with no real-time applications active. Since small delay in nonreal-time 

traffic does not essentially impact the user’s experience adversely, we allow limited 

amount of delay deliberately in our proposal to attain significant improvement in 

power saving. Our proposal also improves the delay in service resumption after a 

long inactivity. We use a stochastic analysis assuming M/G/1 queue to validate the 

improvement of the proposal. 

 

Keywords: LTE, DRX, nonreal-time traffic, power saving. 
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Chapter 1 

Introduction 

 

The availability of more and more powerful hardware in mobile computation systems 

makes these devices the future platform for the development of a large set of new 

applications that will open new business models and will increase the market penetration 

in current society. However, the multitude and complexity of components needed to 

implement a large number of communications protocols makes the evaluation of power 

efficiency one of the tightest issues. In fact, the performance and utility of distributed 

systems is impacted by the availability of participating nodes. Each one of these must be 

connected to another to ensure remote task execution and data consistency, in an always 

on manner. This particular objective, hard to be achieved in wired network, is even more 

tricky in mobile environments. Mobile devices show the unwelcome peculiarity of a finite 

lifetime [29]. The power consumption of PDAs and smartphones represents a very 

complex problem, because of the number of physical components of the system, each with 

its own consumption value (backlight, Bluetooth module, Wireless Local Area Network 

(WLAN) module, phone module, other circuits, etc.).  

 The important fact is that the energy demands of battery powered devices, added 

to the software applications behaviors substantially exceed the capacity of the actual 

battery technology. The development of new architectures and procedures to build power-

efficient and power-aware systems has become one of the main purposes in the design of 

new mobile communication systems. New generation mobile communication systems like 

Long Term Evolution (LTE) aim to deploy to customers a new mobile experience 

providing higher data rates and lower latencies that can make wireless devices a great  
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platform to run a new whole set of services and applications, which was unimaginable just 

some years ago.  

This causes the battery of the user equipment (UE) to drain out quickly and the battery 

power saving has become a significant concern. The key technique to save power and 

prolong battery life is to let the UE switch off the receiver circuitry periodically. This is 

referred to as discontinuous reception (DRX). The periodic cycle in DRX, consisting of 

an active and an inactive period, is called DRX cycle [1]. The DRX parameters, especially, 

the DRX cycle length, involves a trade-off between power saving and packet delay. 

The data traffic can be classified as following two types: 

 Real-time (RT)  

 Nonreal-time (NRT).  

The RT applications include voice, live streaming video, online gaming, etc.  

The NRT applications include buffered streaming video, web browsing, e-mail, chat, FTP, 

P2P file sharing, etc. The quality-of-service (QoS) requirements are quite different 

between RT and NRT traffic. RT traffic has a stringent delay requirement, while some 

level of packet loss rate can be acceptable. Conversely, NRT traffic is error-sensitive but 

the transmission delay can be larger. For each of the EPS bearers in LTE, a packet delay 

budget (PDB) is defined, which indicates an upper limit for packet delay between the UE 

and the policy and charging enforcement function (PCEF) in the core network. The delay 

should not exceed PDB in the case of 98% of the packets that have not been dropped due 

to congestion. Similarly, a packet error loss rate (PELR) is defined for each of the EPS 

bearers. The PELR is typically, 103 and 106 for RT and NRT traffic, respectively. The 

PDB is typically, 100 ms and 300 ms for RT and NRT traffic, respectively [7].  

Characteristics  Real-time (RT) Traffic  Nonreal-time (NRT) Traffic 

Packet error loss rate 

(PELR) 
103 106 

Packet delay budget (PDB) 100 ms 300 ms 

 

Table 1.1 Characteristics of RT and NRT Traffic 



 

3 
 

CHAPTER 1. INTRODUCTION                   1.1 THESIS OBJECTIVES 

 

Thus, the NRT traffic permits the delay requirement to slacken to some extent. In other 

words, a limited amount of delay can be allowed to NRT traffic essentially with no adverse 

impact on the user’s experience.  

 

1.1 Thesis Objectives 

 The study described in this thesis investigates the best tradeoff between power 

saving and delay for Nonreal-Time (NRT) traffic. As the NRT traffic is highly irregular 

and unpredictable. So, the traffic estimation cannot be very accurate and an adaptation of 

DRX configuration based on this estimation will not result in a very optimum outcome in 

practice. We propose to avoid the estimation of traffic in NRT applications and instead, a 

novel simple fashion in the variation of DRX cycle length is proposed.  

Problem formulation 

On the basis of changing DRX cycle length for a better trade-off between power saving of 

the UE and the delay we are going to reply to the following questions in the upcoming 

chapters: 

 Why the approach of changing DRX cycle is used instead of traffic estimation in 

Nonreal-Time applications? 

 How does our proposal function for delay tolerant applications but avoiding the 

overhead of the messages and admitting the uncertainty in packet arrivals? 

 How does our proposal improve the delay in service resumption when there has 

been a long inactivity without terminating an NRT session? 

 

1.2 Study Methodology  

          To fulfill the objectives of the thesis, we have first of all analyzed the current 

status of LTE standardization at 3GPP website (http://www.3gpp.org) and a set of journal 

and conference papers. We have then implemented the needed logics into a system level 

simulator to perform a large set of simulations and analysis over a wide range of 

parameters setting. The useful results obtained with extensive analytical and simulation 

work have been then processed and post-processed to find the average behavior of the 

system. 



 

4 
 

CHAPTER 1. INTRODUCTION                                                1.3 THESIS OUTLINES  

 

1.2.1 The Simulator 

             All the simulation studies performed in this thesis is performed with the help of a 

MATLAB system level simulator expressly developed for the purpose. 

 

1.3 Thesis Outlines 

The following chapters of the thesis are organized in this way: 

 Chapter 2 provides a description of LTE system, the main purposes of the project, 

the actual specification status and implementation. The main functionalities and 

characteristics closely involved in the thesis analysis are also explained in detail. 

 Chapter 3 represents the existing DRX mechanism in Long Term Evolution (LTE) 

system. Different parameters of DRX mechanism are put in detail in this chapter. 

 Chapter 4 explains the proposed DRX mechanism extensively showing the 

difference between the existing system 

 Chapter 5 describes the analytical model for both existing and proposed scheme. 

The analytical model elaborately derive the power consumption and delay for both 

the scheme. 

 Chapter 6 shows the simulation result based on the analytical model to validate the 

proposed scheme. The assumptions for the simulation is described briefly in this 

chapter. 

 Chapter 7 summarizes the report conclusions indication future works. 
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Chapter 2 

Long Term Evolution (LTE) 

 

The pervasiveness of the present-day broadband cabled services has made the Internet 

generation used to high-speed connections and to a whole new set of services usually 

available exclusively from fixed locations. However, mobile broadband is currently 

becoming a reality with third generation (3G) technologies.  

                 During the Radio Access Networks (RAN) Future Workshop, it has become 

clear that 3G long-term evolution has to meet this future services demand, with the 

constraint to remain competitive for a long time frame i.e. coming decades. A consistent 

amount of new technologies, like Orthogonal Frequency Division Multiplexing (OFDM) 

with flexible and broader Radio Frequency (RF), linked with enhancements in both 

Universal Terrestrial Radio Access Network (UTRAN) architecture and UTRA radio 

interface were presented as candidates to fulfill this purpose. The main justifications for 

this evolution path reside in the constant increase of customer utilization of new and 

traffic-consuming services: people can already successfully browse the Internet, manage 

emails, send and receive audio-visual contents with High Speed Data Access (HSPA) 

enabled devices, like smartphones, PDAs, notebook, dongles, but more and more services 

with higher data rate, low latency and availability are approaching the mobile world.  

                 The starting point of Long Term Evolution (LTE) was fixed when 3rd 

Generation Partnership Project (3GPP), in the 3GPP Technical Specifications Group 

(TSG) RAN #26 meeting, approved the study item description on “Evolved UTRA and 

UTRAN”. LTE performances and technologies have been evaluated with a number of so 

called checkpoints and the final results agreed on during 3GPP plenary sessions in May 

2007 in South Korea. 
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The goal of LTE is to provide a high-data-rate, low-latency and packet-optimized radio 

access technology supporting flexible bandwidth deployments. In parallel, new network 

architecture is designed with the goal to support packet-switched traffic with seamless 

mobility, quality of service and minimal latency. 

 

2.1   LTE System Attributes 

The air-interface related attributes of the LTE system are summarized in Table 2.1.  

 

Bandwidth                                                             1.25–20 MHz  

Duplexing                                                              FDD, TDD, half-duplex FDD  

Mobility                                                                 350 km/h  

Multiple access                               Downlink       OFDMA  

                                                        Uplink            SC-FDMA  

MIMO                                             Downlink       2×2, 4×2, 4×4  

                                                        Uplink            1×2, 1×4  

Peak data rate in 20 MHz                Downlink       173 and 326 Mb/s for 2×2 and 4×4 

                                                                                MIMO, respectively 

                                                         Uplink               86 Mb/s with 1×2 antenna configuration 

Modulation                                                             QPSK, 16-QAM and 64-QAM 

Channel coding                                                       Turbo code 

Other techniques                                                     Channel sensitive scheduling,  

                                                                                 Link adaptation, power control,   

                                                                                 ICIC and hybrid ARQ  

Table 2.1 LTE System Attributes 

            The system supports flexible bandwidths thanks to OFDMA and SC-FDMA access 

schemes. In addition to FDD (frequency division duplexing) and TDD (time division 

duplexing), half duplex FDD is allowed to support low cost UEs. Unlike FDD, in half-

duplex FDD operation a UE is not required to transmit and receive at the same time. This 

avoids the need for a costly duplexer in the UE. The system is primarily optimized for low 

speeds up to 15 km/h. However, the system specifications allow mobility support in excess 

of 350 km/h with some performance degradation. The uplink access is based on single  
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carrier frequency division multiple access (SC-FDMA) that promises increased uplink 

coverage due to low peak-to-average power ratio (PAPR) relative to OFDMA. The system 

supports downlink peak data rates of 326 Mb/s with 4×4 MIMO (multiple input multiple 

output) within 20 MHz bandwidth. Since uplink MIMO is not employed in the first release 

of the LTE standard, the uplink peak data rates are limited to 86 Mb/s within 20 MHz 

bandwidth. 

 

2.2   LTE Network Structure 

 

Figure 2.1.  LTE Network Structure 

All the network interfaces are based on IP protocols. The eNBs are interconnected by 

means of an X2 interface and to the MME/GW entity by means of an S1 interface as shown 

in Figure 2.1. The S1 interface supports a many-to-many relationship between MME/GW 

and eNBs.  
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The functional split between eNB and MME/GW is shown in Figure 2.2. Two logical 

gateway entities namely the serving gateway (S-GW) and the packet data network gateway 

(P-GW) are defined. The S-GW acts as a local mobility anchor forwarding and receiving 

packets to and from the eNB serving the UE. The P-GW interfaces with external packet 

data networks (PDNs) such as the Internet and the IMS. The P-GW also performs several 

IP functions such as address allocation, policy enforcement, packet filtering and routing. 

The user plane protocol stack is given in Figure 2.3. We note that packet data convergence 

protocol (PDCP) and radio link control (RLC) layers traditionally terminated in RNC on 

the network side are now terminated in eNB. 

 

 

Figure 2.2.  Functional split between eNB and MME/GW.  
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Figure 2.3.  User Plane Protocol. 

Figure 2.4 shows the control plane protocol stack. We note that RRC functionality 

traditionally implemented in RNC is now incorporated into eNB. The RLC and MAC 

layers perform the same functions as they do for the user plane. The functions performed 

by the RRC include system information broadcast, paging, radio bearer control, RRC 

connection management, mobility functions and UE measurement reporting and control. 

The non-access stratum (NAS) protocol terminated in the MME on the network side and 

at the UE on the terminal side performs functions such as EPS (evolved packet system) 

bearer management, authentication and security control, etc. 

  

Figure 2.4.  Control Panel Protocol Stack. 
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2.2.1 Layer 2 Structure 

The layer 2 of LTE consists of three sublayers namely medium access control, radio link 

control (RLC) and packet data convergence protocol (PDCP). The service access point 

(SAP) between the physical (PHY) layer and the MAC sublayer provide the transport 

channels while the SAP between the MAC and RLC sublayers provide the logical 

channels. The MAC sublayer performs multiplexing of logical channels on to the transport 

channels. The downlink and uplink layer 2 structures are given in Figures 2.5 and 2.6 

respectively. 

The difference between downlink and uplink structures is that in the downlink, the MAC 

sublayer also handles the priority among UEs in addition to priority handling among the 

logical channels of a single UE. The other functions performed by the MAC sublayers in 

both downlink and uplink include mapping between the logical and the transport channels, 

multiplexing of RLC packet data units (PDU), padding, transport format selection and 

hybrid ARQ (HARQ). 

The main services and functions of the RLC sublayers include segmentation, ARQ in-

sequence delivery and duplicate detection, etc. The in-sequence delivery of upper layer 

PDUs is not guaranteed at handover. The reliability of RLC can be configured to either 

acknowledge mode (AM) or un-acknowledge mode (UM) transfers. The UM mode can be 

used for radio bearers that can tolerate some loss. In AM mode, ARQ functionality of RLC 

retransmits transport blocks that fail recovery by HARQ. The recovery at HARQ may fail 

due to hybrid ARQ NACK to ACK error or because the maximum number of 

retransmission attempts is reached. In this case, the relevant transmitting ARQ entities are 

notified and potential retransmissions and re-segmentation can be initiated. 
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Figure 2.5.  Downlink Layer 2 Structure. 

 

 

Figure 2.6.  Uplink Layer 2 Structure. 
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2.2.2   Radio Resource Control (RRC) States 

3GPP specifies two radio resource control states for UE, and related specific protocols to 

handle UEs in each state: 

RRC_IDLE  

UEs in RRC_IDLE state show sporadic activity that mainly involves cell selection and 

reselection: UE chooses the cell basing its decision on priority of each applicable 

frequency of each RAT, radio channel quality cell status (avoids barred or reserved cells). 

In RRC_IDLE the UE listens to paging channel too, receiving informations about 

incoming calls, and system parameters specified by E-UTRAN that assist in the cell 

selection process. 

RRC_CONNECTED  

UEs in RRC_CONNECTED state have allocated radio resources in shared data channels, 

specified by dedicated signaling performed via control channels. Also, in this state, the UE 

periodically reports downlink channel quality to eNB, as well as neighboring cells 

information including cells using other frequencies or RATs. 
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Chapter 3 

Existing DRX Mechanism 

 

In order to save battery power and prolong battery life, the UE may periodically switch off 

the receiver circuitry. This is referred to as Discontinuous Reception (DRX). A periodic 

cycle is defined that includes a continuous active period and then a continuous inactive 

period for the UE. This cycle is called DRX cycle. The power saving occurs during the 

inactive period. DRX can be applied in both the RRC_CONNECTED state and the 

RRC_IDLE state. The length of the DRX cycle in the RRC_CONNECTED state is made, 

at the maximum, equal to the length of the DRX cycle in the RRC_IDLE state. The 

maximum possible length of the DRX cycle is 256 radio frames for both the RRC_IDLE 

and the RRC_CONNECTED state. 

 

3.1 DRX in the RRC_IDLE State 

In the RRC_IDLE state, the UE wakes up once in every DRX cycle and looks for a paging 

message. The active period of the DRX cycle has one Paging Occasion (PO). Thus, the 

DRX cycle is the same as the paging cycle for a UE in the RRC_IDLE state. After the 

active period of the DRX cycle, the UE exercises DRX (i.e., it turns off the receiver 

circuitry to save power). 

 

 

 



 

14 
 

CHAPTER 3. EXISTING DRX MECHANISM                                        3.2 DRX IN RRC_CONNECTED 

 

3.2 DRX in the RRC_CONNECTED State 

In the RRC_CONNECTED state, the eNodeB can optionally configure the DRX 

operation. The RRC layer at eNodeB configures DRX by sending the DRX-Config IE. If 

DRX is not configured, the UE monitors PDCCH continuously in order to find allocations 

for downlink or uplink transmission. When DRX is configured, the eNodeB specifies a 

DRX cycle consists of and “On Duration” at the beginning of the cycle as shown in the 

figure 3.1. In the rest period of the DRX cycle, the UE exercises RX (i.e., it turns off its 

receiver circuitry to save power). The UE monitors the PDCCH during On Duration and 

the UE pauses downlink reception during the DRX period. 

 

UE shall 
monitor 
PDCCH

On 
Duration Opportunity for DRX

DRX cycle

 

Figure 3.1 On Duration and DRX period in DRX Cycle 

The On Duration Timer field in the DRX-Config IE specifies the length of the On Duration 

in the number of subframes. It can specify 1, 2, 3, 4, 5, 6, 8, 10, 20, 30, 40, 50, 60, 80, 100 

or 200 subframes. 
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3.2.1 Configuration of the DRX Cycle 

Two types of DRX cycle are defined- 

1. Long DRX Cycle:  

 The long DRX cycle allows increased power saving although it reduces the 

frequency of opportunities for scheduling via PDCCH. 

2. Short DRX Cycle:  

 The short DRX cycle is optional. It is used only when there are significant 

chances of scheduling and the DRX cycle is used otherwise. The short DRX cycle 

is suitable when there are transmissions of small data at short but regular intervals, 

for example, VoIP. If the DRX cycle is configured, the UE initiates DRX operation 

with short DRX cycles, but transitions to long DRX cycle at the expiry of a timer.  

On the other hand, if the short DRX cycle is not configured, the UE initiates a DRX 

operation with long DRX cycles. 

 

Figure 3.2 Total DRX Cycles with short and long cycles 

If the short DRX cycle is configured the DRX-Config IE includes the short DRX IE. 

The short DRX IE includes the short DRX-Cycle field, which specifies the length of 

the short DRX cycle in the number of subframes. It can be 2, 5, 8, 10, 16, 20, 32, 40, 

64, 128, 160, 256, 320, 512 or 640 subframes. When the UE initiates DRX with shirt 

DRX cycles, it starts a timer called the DRXShortCycleTimer and keeps on going 

through short DRX cycles one after another until the DRXShortCycleTimer expires. 

Once the DRXShortCycleTimer expires, the UE initiates long DRX cycles in order to 

save more battery power. The ShortDRX IE includes the DRXShortCycleTimer field, 

which specifies the length of the DRXShortCycleTimer in terms of multiples of the  
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ShortDRX Cycle. The value of the DRXShortCycleTimer can be any integer up to 16. 

The DRX-Config IE also includes the Long DRX-CycleStartOffset IE, which specifies 

the values for the following fields. 

1. Long DRX Cycle: The field specifies the length of the long DRX cycle in 

the number of subframes. It can be 10, 20, 32, 40, 64, 80, 128, 160, 256, 320, 

512, 640, 1024, 1280, 2048 or 2560 subframes. When the short DRX cycle is 

configured, the value of the Long DRX cycle is chosen such that it becomes a 

multiple of the Short DRX Cycle. 

2. DRX Start Offset: This filed specifies the particular radio frame and 

subframe in which the long or short DRX cycle begins. The radio frame and 

subframe that initiate the long or short DRX cycle are determined by satisfying 

the following relations- 

 Long DRX Cycle: DRX Start Offset = [(SFN × 10) + (subframe 

number initiating long DRX cycle)] mod LongDRX-Cycle. 

 Short DRX Cycle: DRX Start Offset mod ShortDRX-Cycle = [(SFN 

× 10) + (subframe number initiating short DRX cycle)] mod 

ShortDRX-Cycle. 

3.2.2 Continuous Reception and Resumption of DRX 

If the UE detects any scheduling while it is monitoring the PDCCH during an on duration, 

the UE stops the DRX operation, begins continuous reception, and starts a timer called the 

DRX-Inactivity Timer. The UE maintains continuous reception with no DRX cycle until 

the DRC-Inactivity Timer expires. If the UE receives any scheduling again on the PDCCH 

while the DRX-Inactivity Timer is running, the UE restarts the DRX-Inactivity Timer. 

Once the DRX-Inactivity Timer expires, the UE immediately initiates a short DRC cycle 

provided that the short DRX cycle in configured. Of the short DRX is not configured, then 

the UE initiates a long DRX cycle instead. The DRX-Config IE includes the DRX-

Inactivity Timer field, which specifies the length of the DRX-Inactivity Timer in the 

number of subframes. It can be 1, 2, 3, 4, 5, 6, 8, 10, 20, 30, 40, 50,  60, 80, 100, 200, 300, 

500, 750, 1280, 1920 or 2560 subframes. 
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Alternatively, the eNodeB can send an explicit command by including the DRX command 

MAC control element in the MAC PDU during continuous reception. Then the UE initiates 

a short DRX cycle provided that the short DRX cycle is configured. Again, if the short 

DRX cycle is not configured, the UE initiates a long DRX cycle instead.  

 

3.2.3 HARQ During DRX 

HARQ operation is independent of DRX operation. The UE wakes up from sleeping state 

to monitor the PDCCH for possible HARQ retransmissions and ACK/NAK signaling on 

OHICH and to transmit HARQ feedbacks when they are due. Each HARQ process expects 

HARQ round trip time (HARQ RTT) between the transmission and the retransmission of 

a transport block when the decoding fails. The HARQ RTT is estimated as 8 ms. Therefore, 

in case of downlink, the HARQ process at the UE maintains a HARQ RTT timer to allow 

the UE to sleep during the HARQ RTT. The HARQ RTT timer is set to 8 ms. 

 If the DRX operation is configured, then the UE pauses the monitoring of the 

PDCCH for a certain period. If decoding a downlink transport block fails, the UE still 

pauses the monitoring of the PDCCH but for the HARQ RTT period assuming the 

retransmission of the transport block might take place after the HARQ RTT. Of course, 

the UE can pause the monitoring of the PDCCH at times only if any other schedule does 

not come up for monitoring the PDCCH.  

 When the HARQ RTT timer indicates that the HARQ RTT is over, the UE starts 

monitoring the PDCCH for retransmission. At this moment, the UE monitors the PDCCH 

for a maximum period specified by the DRX-RetransmissionTimer. The DRX-Config IE 

includes the DRX-RetransmissionTimer field, which gives the length of the DRX-

RetransmissionTimer in the number of subframes. It can specify 1, 2, 4, 6, 8, 16, 24 or 33 

subframes. Also, the UE does not enter the DRX when uplink HARQ is due. 
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Figure 3.3 PDU Loss Detection with HARQ Recording 
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3.2.4 Active Time    

The active time refers to the duration in which the UE is awake and it monitors PDCCH. 

Thus, it includes the following durations: 

1. On duration in the beginning of the DRX-Cycle. 

2. During the data transfer and the DRX-InactivityTimer period after the detection of 

scheduling on the PDCCH. 

3. When the downlink HARQ retransmission is expected and when the uplink HARQ 

retransmission is due. 

4. If the UE has sent a scheduling request. 

5. A random access process is in progress and the contention resolution time is 

running. 

While the UE is not in active time, it does not perform any uplink retransmission including 

of the PUCCH and the SRS. 

 

3.3 Depictment  of All DRX States 

 

 

Figure 3.4 States associated with DRX 

The activities with regard to DRX are exemplified in Fig. 3.4.  

 State A indicates ordinary data transfer and 𝑇𝐷
𝐴𝑂 represents its duration. State B 

indicates running inactivity timer at the end of ordinary data transfer and 𝑇𝐼
𝐵𝐷 

represents its duration.  

 In state B, the inactivity timer is reset before it expires because of the arrival of a 

packet. It is uncertain how many times the inactivity timer may be reset as such 

and how long it would run before getting reset.  
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 State C indicates data transfer after state B and 𝑇𝐷
𝐴𝐼 represents the duration of state 

C. After every state C, the inactivity timer is restarted. 𝑁𝐼
𝐷 represents how many 

times the inactivity timer is restarted.  

 State D indicates running inactivity timer when the timer can run up to its expiry 

with no packet arrivals. 𝑇𝐼 represents the whole duration of the inactivity timer.  

 State E indicates running DRX cycles continuously after the expiry of the inactivity 

timer. We assume that there can be N number of short cycles at the maximum. 

After these short cycles, long cycles start running. 𝑇𝑠 and 𝑇𝐿 represent the length 

of short and long DRX cycles, respectively. DRX operation is terminated because 

of the arrival of packets. 𝑇𝑂𝐹𝐹 represents the duration of state E.   

The data transfer after state E is actually the ordinary data transfer and so, it is shown as 

state A. The notations and states, shown in this section, will be used in the next chapters.  
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Chapter 4 

Proposed DRX Scheme 

 

We propose a novel way to vary the DRX cycle length such that it improves the power 

saving while increasing the delay of NRT traffic within permissible limits. Let use assume 

that 𝐸[𝐷𝑅𝑇] and 𝐸[𝐷𝑁𝑅𝑇] represent mean total delay for RT and NRT traffic, respectively. 

𝐸[𝐷𝑅𝑇𝑋] represents the mean delay for RLC AM retransmissions, which occurs only in the 

case of NRT traffic. The relationship among these delays can be expressed as 

𝐸[𝐷𝑁𝑅𝑇] = 𝐸[𝐷𝑅𝑇]+ 𝐸[𝐷𝑅𝑇𝑋].                                                                    (1) 

The PDB for NRT traffic is much larger than that of RT traffic because of the delay 

tolerance of NRT applications. Thus, 𝑃𝐷𝐵𝑁𝑅𝑇 − 𝑃𝐷𝐵𝑅𝑇 > 𝐸[𝐷𝑁𝑅𝑇] − 𝐸[𝐷𝑅𝑇], where 

𝑃𝐷𝐵𝑁𝑅𝑇 and 𝑃𝐷𝐵𝑅𝑇 denote PDB for NRT and RT traffic, respectively. So, we obtain 

𝑃𝐷𝐵𝑁𝑅𝑇 − 𝑃𝐷𝐵𝑅𝑇 = 𝐸[𝐷𝑁𝑅𝑇] − 𝐸[𝐷𝑅𝑇] + 𝜁  ̅                             (2) 

where 𝜁 ̅can be expressed using (1) as 

𝜁̅ = 𝑃𝐷𝐵𝑁𝑅𝑇 − 𝑃𝐷𝐵𝑅𝑇 − 𝐸[𝐷𝑅𝑇𝑋].                                                       (3) 

However, 𝑃𝐷𝐵𝑁𝑅𝑇 − 𝑃𝐷𝐵𝑅𝑇 = 𝐸[𝐷𝑁𝑅𝑇] − 𝐸[𝐷𝑅𝑇] can be permissible in the system. 

Therefore, 𝐸[𝐷𝑁𝑅𝑇] can be allowed to be increased to 𝐸[𝐷𝑁𝑅𝑇]𝑛𝑒𝑤 given by 

𝐸[𝐷𝑁𝑅𝑇]𝑛𝑒𝑤 = 𝐸[𝐷𝑁𝑅𝑇] + ∆𝑁𝑅𝑇                                                              (4) 

where (2) sets a constraint 

 ∆𝑁𝑅𝑇 ≤ 𝜁.̅                                                                                                                      (5) 

In our proposal, 𝐸[𝐷𝑁𝑅𝑇] is increased purposely to achieve improvement in power saving 

while satisfying the constraint in (5). We assume M/G/1 system queue. So, the packet 

arrival follows Poisson process and the inter-arrival times are distributed exponentially.  
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Figure 4.1 Proposed DRX Mechanism 

We assume that the packet arrival rate is λ and the service or transmission rate of the 

packets is μ.  The mean transmission time of a packet is 𝐸[𝑆] = 1/µ. The traffic intensity 

can be expressed as 𝜌 =  𝜆/µ. We assume that the system is stable with μ > λ. In the 

Poisson process, at any point in time, not necessarily at points of occurrences, the future 

evolution is independent of the past, i.e. P(X > s+t | X > s) = P(X > t) for all s and t greater 

or equal to 0. In other words, the Poisson process is memoryless. 

 If no packet has arrived in p number of DRX cycles, regardless of the value of p, the 

probability that the next DRX cycle cannot complete due to packet arrival is 

𝑃(𝑝 + 1) = 1 − е−𝜆𝑇, where T represents the length of the next DRX cycle.  

If 𝑇 ≠ 𝑓(𝑝), then 𝑃(𝑝 + 1) ≠ 𝑓(𝑝) and this is the case when the DRX cycle length 

remains constant. This can be regarded as the existing case as it takes on two constant 

DRX cycle lengths, TS and TL. In this case, 𝑃(𝑝 + 1) does not increase with p. We propose 

an increase in 𝑃(𝑝 + 1) with p for NRT traffic in order to increase the power saving with 

time. To accomplish it in a simple method, we set 𝑇 = 𝑐𝑝, where c is a constant. A simple 

method can invoke small changes in the associated protocols and help easy and quick 

implementation. In our proposal, instead of allowing a few short cycles in the beginning, 

the DRX cycle length keeps increasing from TS by a fixed step size Tst until it reaches TL. 

Let us assume that n number of cycles are taken to reach TL. The execution of n DRX 

cycles already indicates that there may have been a long inactivity in the session. Our 

proposal attempts to limit delay in service resumption after a long inactivity.  
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So, we propose that after n DRX cycles, the DRX cycle length keeps decreasing from TL 

to TS by the same fixed step size Tst. After this decrease, assuming that the service may 

not resume soon, similar rise in the DRX cycle length is again used. The rise will be 

followed by a fall like before for the same reason. These repetitions continue leading to a 

triangular fashion of variation in the DRX cycle length as illustrated in Fig. 4.1. The 

smooth gradual variation in the DRX cycle length can be expected to match a change in 

the data traffic to some extent and thus, the estimation of data traffic is avoided. The period 

of the triangular variation is 𝑇𝑇 = 2𝑛𝑇𝑠 + 𝑛(𝑛 + 1)𝑇𝑠𝑡. The numerical examples in 

Section VI show that the proposed scheme can satisfy the constraint in (5).  

We propose that the eNodeB configures TS, TL and Tst using a layer 3 message when a 

session is set up and for this configuration, the eNodeB considers the operator’s choice 

and an overall estimate of the potential traffic. 
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Chapter 5 

Analytical Model 

 

In order to evaluate the proposed and existing schemes, we present analytical models using 

the approach presented in [20], [21].  

 

5.1 Different Power Saving Factors 

To estimate power saving in DRX analysis, factors have been used in multiple ways. [19] 

uses percentage power saving as 

(
𝐸[𝑇𝐷𝑎𝑡𝑎]

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]
+

𝑃𝑂𝐹𝐹𝐸[𝑇𝑂𝐹𝐹]

𝑃𝐷𝑎𝑡𝑎𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]
)  × 100 

where the power consumption during data transfer and during the period of DRX cycles 

are denoted as 𝑃𝐷𝑎𝑡𝑎 and  𝑃𝑂𝐹𝐹, respectively.  

The expected durations of these two states are denoted as 𝐸[𝑇𝐷𝑎𝑡𝑎] and 𝐸[𝑇𝑂𝐹𝐹], 

respectively. 𝐸[𝑇𝑇𝑜𝑡𝑎𝑙] represents the mean whole duration including data transfer and 

DRX. [4] uses power saving factor as 

𝐸[𝑇𝑆 − 𝑇𝑂𝑁] + 𝐸[𝑇𝐿 − 𝑇𝑂𝑁]

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]
 

where 𝐸[𝑇𝑆 − 𝑇𝑂𝑁] and 𝐸[𝑇𝐿 − 𝑇𝑂𝑁] represent the expected short and long DRX periods, 

respectively, excluding the on durations.  

[20], [22] use power saving factor as  
𝐸[𝑇𝑂𝐹𝐹]

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]
 without incorporating any power levels.  
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5.2 Proposed Power Saving Factor 

There is a significant difference among the power consumptions during effective data 

transfer, during the period while the inactivity timer runs looking for data and during DRX. 

 So, we suggest the incorporation of power levels in power saving estimation but 

introducing a third power level 𝑃𝑤𝑎𝑖𝑡 denoted as the power consumption while the 

inactivity timer runs.  

Secondly, the power consumption becomes extremely low for DRX cycles of any length 

[23]-[25]. So, the impact of differences in power consumption for DRX cycles of different 

lengths and for on durations of different lengths is trivial and so, we ignore such 

differences for simplicity.  

We define the average power consumption as 

𝑃𝑎𝑣𝑔 =
𝑃𝐷𝑎𝑡𝑎.𝐸[𝑇𝐷𝑎𝑡𝑎]+𝑃𝑤𝑎𝑖𝑡.𝐸[𝑇𝑤𝑎𝑖𝑡]+𝑃𝑂𝐹𝐹.𝐸[𝑇𝑂𝐹𝐹]

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]
                                              (6) 

where 𝐸[𝑇𝑤𝑎𝑖𝑡] denotes the expected duration of running the inactivity timer and 

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙] = 𝐸[𝑇𝐷𝑎𝑡𝑎] + 𝐸[𝑇𝑤𝑎𝑖𝑡] + 𝐸[𝑇𝑂𝐹𝐹].                                                (7) 

To better indicate the practical power saving in DRX, we propose that the percentage 

power consumption is defined as 

𝑃𝑎𝑣𝑔

𝑃𝐷𝑎𝑡𝑎
= (

𝐸[𝑇𝐷𝑎𝑡𝑎]

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]
+

𝑃𝑤𝑎𝑖𝑡𝐸[𝑇𝑤𝑎𝑖𝑡]

𝑃𝐷𝑎𝑡𝑎𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]
+

𝑃𝑂𝐹𝐹𝐸[𝑇𝑂𝐹𝐹]

𝑃𝐷𝑎𝑡𝑎𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]
) × 100.                             (8) 

To estimate power saving, our thesis computes percentage power consumption using (8) 

and for this purpose, 𝐸[𝑇𝑂𝐹𝐹], 𝐸[𝑇𝑤𝑎𝑖𝑡] and 𝐸[𝑇𝐷𝑎𝑡𝑎] are evaluated below for the proposed 

and existing schemes. We assume M/G/1 queue.  

The probability of packet arrival in t1 duration is 

∫ 𝜆е−𝜆𝑡𝑑𝑡 = 1 − е−𝜆𝑡1
𝑡1

0
. 

Thus, the probability of no packet arrival in t1 duration is 

1 − ∫ 𝜆е−𝜆𝑡𝑑𝑡 = е−𝜆𝑡1
𝑡1

0
. 
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5.3 Mean Duration of DRX Operation 

The expected duration of continuous DRX operation in the proposed scheme 𝐸[𝑇𝑂𝐹𝐹]𝑝𝑟𝑜𝑝 

can be given by 

𝐸[𝑇𝑂𝐹𝐹]𝑝𝑟𝑜𝑝 =  𝐸[𝑇𝑅] +  𝐸[𝑇𝐹]                                                                        (9) 

where 𝐸[𝑇𝑅] and 𝐸[𝑇𝐹]  represent the mean duration of DRX operation in the rise parts 

and the fall parts of the triangular periods, respectively.  

The probability that no packet arrives in j number of triangular periods and (k1) number 

of DRX cycles of the rise part of (j+1) numbered triangular period and thereafter packet 

arrives in the next DRX cycle (i.e. kth  cycle of the rise part), can be expressed as 

𝜒𝑗,𝑘
𝑅 =  𝑒−𝑗𝜆𝑇𝑇𝑅𝑘 .                                                                        (10) 

Here, 𝑅𝑘 is given by 

𝑅𝑘 = 𝑒−𝛿𝑘,𝑅𝜆 [1 − 𝑒−𝜆(𝑇𝑠+𝑘𝑇𝑠𝑡)]                                                                    (11) 

where 𝛿𝑘,𝑅 is given by  

𝛿𝑘,𝑅 = (𝑇𝑠 + 𝑇𝑠𝑡) + (𝑇𝑠 + 2𝑇𝑠𝑡) + ∙∙∙∙∙∙∙ +[𝑇𝑠 + (𝑘 − 1)𝑇𝑠𝑡] 

            = (𝑘 − 1)𝑇𝑠 +
𝑘(𝑘−1)𝑇𝑠𝑡

2
.                                                                                                       (12) 

The whole duration of DRX associated with 𝜒𝑗,𝑘
𝑅  is given by  

𝑇𝑗,𝑘
𝑅 =  𝑗 𝑇𝑇 + (𝑇𝑠 + 𝑇𝑠𝑡) + ( 𝑇𝑠 + 2𝑇𝑠𝑡) + ∙∙∙∙∙ +(𝑇𝑠 + 𝑘𝑇𝑠𝑡) 

           = 𝑗𝑇𝑇 + 𝑘𝑇𝑠 + 
𝑘(𝑘+1)𝑇𝑠𝑡

2
.                                                                                                           (13) 
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𝐸[𝑇𝑅] can be expressed as  

𝐸[𝑇𝑅] =  ∑ ∑ 𝜒𝑗,𝑘
𝑅 . 𝑇𝑗,𝑘

𝑅

𝑛

𝑘=1

∞

𝑗=0

 

=  ∑  𝑅𝑘 [𝑇𝑇 ∑ 𝑗𝑒−𝑗𝜆𝑇𝑇 + { 𝑘𝑇𝑠 +
𝑘(𝑘 + 1)𝑇𝑠𝑡

2
}

∞

𝑗=0

∑ 𝑒−𝑗𝜆𝑇𝑇

∞

𝑗=0

]

𝑛

𝑘=1

 

=  
𝑒−𝜆𝑇𝑇

(1−𝑒−𝜆𝑇𝑇)
2 [𝑇𝑇  ∑ 𝑅𝑘 + (1 − 𝑒−𝜆𝑇𝑇)𝑛

𝑘=1 ∑  𝑅𝑘
𝑛
𝑘=1 { 𝑘𝑇𝑠 +

𝑘(𝑘+1)𝑇𝑠𝑡

2
}].                       (14) 

 

Similarly, the probability that no packet arrives in j number of triangular periods and in 

the 𝑇𝑇/2 long rise part and (k1) number of DRX cycles of the fall part of (j+1) numbered 

triangular period and thereafter packet arrives in the next DRX cycle (i.e. kth  cycle of the 

fall part), can be expressed as 

𝜒𝑗,𝑘
𝐹 = 𝑒−𝑗𝜆𝑇𝑇𝑒−𝜆(𝑇𝑇/2)𝐹𝑘 .                                                                                          (15) 

Here, 𝐹𝑘 is given by 

𝐹𝑘 = 𝑒−𝛿𝑘,𝐹𝜆[1 − 𝑒𝜆{𝑇𝑠+(𝑛−𝑘)𝑇𝑠𝑡}]                                                                                  (16) 

where 𝛿𝑘,𝐹 is given by  

𝛿𝑘,𝐹 = {𝑇𝑠 + (𝑛 − 1)𝑇𝑠𝑡} + ⋯ + [𝑇𝑠 + {𝑛 − (𝑘 − 1)}𝑇𝑠𝑡] 

         = (𝑘 − 1)𝑇𝑆 + 
 (2𝑛−𝑘)(𝑘−1)𝑇𝑠𝑡

2
.                                                                            (17) 

The whole duration of DRX associated with 𝜒𝑗,𝑘
𝐹  is given by  

𝑇𝑗,𝑘
𝐹 = 𝑗𝑇𝑇 +

𝑇𝑇

2
+ [𝑇𝑆 + (𝑛 − 1)𝑇𝑠𝑡]+. . +[𝑇𝑆 + (𝑛 − 𝑘)𝑇𝑠𝑡] 

       = 𝑗𝑇𝑇 +
𝑇𝑇

2
+ 𝑘𝑇𝑆 + 𝑇𝑠𝑡 [𝑛𝑘 −

𝑘(𝑘+1)

2
].                                                              (18) 
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𝐸[𝑇𝐹] can be expressed as  

𝐸[𝑇𝐹] =  ∑ ∑ 𝜒𝑗,𝑘
𝐹 . 𝑇𝑗,𝑘

𝐹

𝑛

𝑘=1

∞

𝑗=0

 

= 𝑒−𝜆(𝑇𝑇/2) ∑ 𝐹𝑘 [𝑇𝑇 ∑ 𝑗𝑒−𝑗𝜆𝑇𝑇 + [
𝑇𝑇

2
+ 𝑘𝑇𝑠 + 𝑇𝑠𝑡 {𝑛𝑘 −

𝑘(𝑘 + 1)

2
}]

∞

𝑗=0

∑ 𝑒−𝑗𝜆𝑇𝑇

∞

𝑗=0

]

𝑛

𝑘=1

 

  =
𝑒

−
3𝜆𝑇𝑇

2

(1−𝑒−𝜆𝑇𝑇)
2 [𝑇𝑇 ∑ 𝐹𝑘

𝑛
𝑘=1 + (1 − 𝑒−𝜆𝑇𝑇) ∑ 𝐹𝑘

𝑛
𝑘=1 [

𝑇𝑇

2
+ 𝑘𝑇𝑠 + 𝑇𝑠𝑡 {𝑛𝑘 −

𝑘(𝑘+1)

2
}]].              (19)  

                                                                       

𝐸[𝑇𝑂𝐹𝐹]𝑝𝑟𝑜𝑝 can now be determined using (9), (14) and (19). The mean duration of DRX 

in the existing scheme 𝐸[𝑇𝑂𝐹𝐹]𝑒𝑥𝑖𝑠𝑡 is given by  

𝐸[𝑇𝑂𝐹𝐹]𝑒𝑥𝑖𝑠𝑡 =  𝐸[𝑇𝑆] +  𝐸[𝑇𝐿]                                                                              (20) 

where 𝐸[𝑇𝑆] and 𝐸[𝑇𝐿] represent the mean duration of short and long cycles, respectively.  

 

The probability that (i1) number of short cycles occur with no packet arrival and 

thereafter packet arrives in ith short cycle, can be expressed as  

 𝜒𝑖
𝑠 =  (𝑒−𝜆𝑇𝑠)𝑖−1(1 − 𝑒−𝜆𝑇𝑠).                                                                               (21) 

The mean number of short cycles 𝐸[𝑁𝑆𝐶] is given by 

𝐸[𝑁𝑆𝐶] = ∑ 𝑖. 𝜒𝑖
𝑠

𝑁

𝑖=1

= 𝑒𝜆𝑇𝑠(1 − 𝑒−𝜆𝑇𝑠) ∑ 𝑖(𝑒−𝜆𝑇𝑠)𝑖  

𝑁

𝑖=1

 

              =
(1−𝑒−𝑁𝜆𝑇𝑠)

(1−𝑒−𝜆𝑇𝑠)
− 𝑁𝑒−𝑁𝜆𝑇𝑠.                                                                                          (22) 

𝐸[𝑇𝑆 ] is given by 

𝐸[𝑇𝑆 ] = 𝑇𝑠𝐸[𝑁𝑆𝐶] = 𝑇𝑆 [
(1−𝑒−𝑁𝜆𝑇𝑠)

(1−𝑒−𝜆𝑇𝑠)
− 𝑁𝑒−𝑁𝜆𝑇𝑠].                                        (23) 
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The probability that no packet arrives in N number of short cycles and (j1) number of 

long cycles and thereafter, packet arrives in jth long cycle, can be expressed as 

𝜒𝑗
𝐿 = 𝑒−𝑁𝜆𝑇𝑠(𝑒−𝜆𝑇𝐿)

𝑗−1
(1 − 𝑒−𝜆𝑇𝐿).                                                                                 (24) 

So, the mean number of long cycles 𝐸[𝑁𝐿𝐶] is given by 

𝐸[𝑁𝐿𝐶] = ∑ 𝑗𝜒𝑗
𝐿 = 𝑒−𝑁𝜆𝑇𝑠  (1 − 𝑒−𝜆𝑇𝐿) ∑ 𝑗(𝑒−𝜆𝑇𝐿)

𝑗−1 
∞

𝑗=1

∞

𝑗=1

 

              =
𝑒−𝑁𝜆𝑇𝑠

1−𝑒−𝜆𝑇𝐿
.                                                                                                            (25) 

𝐸[𝑇𝐿] is given by 

𝐸[𝑇𝐿] = 𝑇𝐿𝐸[𝑁𝐿𝐶] =
𝑇𝐿𝑒−𝑁𝜆𝑇𝑠

1−𝑒−𝜆𝑇𝐿
.                                                                                          (26) 

𝐸[𝑇𝑂𝐹𝐹]𝑒𝑥𝑖𝑠𝑡 can now be determined using (20), (23) and (26). 

 

5.4 Mean Duration of Running Inactivity Timer 

The probability 𝑃𝑥 that the inactivity timer restarts x times because of packet arrivals and 

thereafter, the inactivity timer expirers once completing 𝑇𝐼, can be expressed as  

𝑃𝑥 =  (1 − 𝑒−𝜆𝑇𝐼)
𝑥

 𝑒−𝜆𝑇𝐼.                                                                                 (27) 

 

So, the mean number of restart of the inactivity timer 𝐸[𝑁𝐼
𝐷] is given by 

𝐸[𝑁𝐼
𝐷] =  ∑ 𝑥𝑃𝑥

∞

𝑥=0

 

             =  𝑒−𝜆𝑇𝐼 ∑ 𝑥(1 − 𝑒−𝜆𝑇𝐼)
𝑥∞

𝑥=0 = 𝑒𝜆𝑇𝐼 − 1.                                                        (28) 

As the inactivity timer runs, the occurrences in the scenario are limited to the expiry of the 

timer (i.e. the occurrences lie only within the range as long as the timer runs). Thus, the 

truncated exponential distribution can be used for the packet arrivals to estimate 𝑇𝐼
𝐵𝐷.  
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The truncated exponential distribution can be expressed as 

𝑓(𝑡) =
𝜆 𝑒−𝜆𝑡

1−𝑒−𝜆𝑇𝐼
,    0 ≤ 𝑡 ≤ 𝑇𝐼    

        = 0.                 𝑡 >  𝑇𝐼                                                                                                 (29) 

𝐸[𝑇𝐼
𝐵𝐷] can be expressed as  

𝐸[𝑇𝐼
𝐵𝐷] =  ∫ 𝑡𝑓(𝑡)𝑑𝑡

∞

0

=
𝜆 

1 − 𝑒−𝜆𝑇𝐼
∫ 𝑡𝑒−𝜆𝑡𝑑𝑡

𝑇𝐼

0

 

             =   
1

𝜆 
–

𝑇𝐼

𝑒𝜆𝑇𝐼−1
.                                                                                                       (30) 

The mean duration of running inactivity timer is the summation of the average period in 

state B and state D. Since the average period in state B is 𝐸[𝑇𝐼
𝐵𝐷]𝐸[𝑁𝐼

𝐷] and the period in 

state D is 𝑇𝐼, 𝐸[𝑇𝑤𝑎𝑖𝑡] for both the existing and the proposed methods can be expressed as 

𝐸[𝑇𝑤𝑎𝑖𝑡] =  𝐸[𝑇𝐼
𝐵𝐷]𝐸[𝑁𝐼

𝐷] + 𝑇𝐼   

               =  
𝑒𝜆𝑇𝐼−1

𝜆
.                                                                                                           (31) 

 

5.5 Mean Duration of Data Transfer 

The mean duration of data transfer is the summation of the average period in state A and 

state C. Since 𝐸[𝑁𝐼
𝐷] is the mean number of restart of the inactivity timer, the mean 

duration of data transfer 𝐸[𝑇𝐷𝑎𝑡𝑎] for both the existing and the proposed methods can be 

given by  

𝐸[𝑇𝐷𝑎𝑡𝑎] =  𝐸[𝑇𝐷
𝐴𝑂] +  𝐸[𝑇𝐷

𝐴𝐼]𝐸[𝑁𝐼
𝐷].                                                                              (32) 

When a single packet is transmitted, its mean transmission time is E[S]=1/µ. The 

probability of m number of packet arrivals in this 1/µ duration 𝑃𝑚 is given by 

𝑃𝑚 =
𝑒

−𝜆
µ  ⁄

(𝜆
µ⁄ )

𝑚
 

𝑚!
=  

𝑒−𝜌∙𝜌𝑚 

𝑚!
.                                                                                           (33) 

So, the mean number of packet arrivals in 1/µ duration can be shown as 

∑ 𝑚𝑃𝑚 = ∑ 𝑚
𝑒−𝜌∙𝜌𝑚 

𝑚!
=  𝜌.∞

𝑚=0
∞
𝑚=0                                                                                   (34) 
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If one packet arrives while the inactivity timer is running, then within its transmission 

period, additional  number of packets arrive on average. These additional packets require 

additional 
𝜌

µ⁄  transmission period in which further 
𝜌𝜆

µ⁄ = 𝜌2 number of packets arrive 

on average. This ideally grows up and the total expected transmission period is given by  

𝐸[𝑇𝐷
𝐴𝐼] =

1

𝜇
+

𝜌

𝜇
+  

𝜌2

𝜇
 +

𝜌3

𝜇
+ ∙∙∙∙∙∙∙∙ 

            =
1

𝜇
 ∑ 𝜌𝑘 =   

1

𝜇(1−𝜌)
∞
𝑘=0 .                                                                                       (35) 

𝐸[𝑇𝐷
𝐴𝑂] can be determined similarly. During the DRX period 𝐸[𝑇𝑂𝐹𝐹], 𝜆𝐸[𝑇𝑂𝐹𝐹] number 

of packets arrive. These packets require 
𝜆𝐸[𝑇𝑂𝐹𝐹]

µ⁄ = 𝜌𝐸[𝑇𝑂𝐹𝐹] transmission period. In 

this period, additional 𝜆𝜌𝐸[𝑇𝑂𝐹𝐹] number of packets arrive, which require additional 

𝜆𝜌𝐸[𝑇𝑂𝐹𝐹]
µ⁄ = 𝜌2𝐸[𝑇𝑂𝐹𝐹]  transmission period. Thus, 𝐸[𝑇𝐷

𝐴𝑂] is given by 

𝐸[𝑇𝐷
𝐴𝑂] = 𝐸[𝑇𝑂𝐹𝐹] {𝜌 + 𝜌2 +∙∙∙∙∙∙∙∙∙∙}  

             = 𝐸[𝑇𝑂𝐹𝐹] ∑ 𝜌𝑘∞
𝑘=1 =

𝜌

1−𝜌
 𝐸[𝑇𝑂𝐹𝐹].           (36) 

Using equations (28), (32), (35) and (36), 𝐸[𝑇𝐷𝑎𝑡𝑎] can be expressed as 

𝐸[𝑇𝐷𝑎𝑡𝑎] =  
𝜌

1 − 𝜌
 𝐸[𝑇𝑂𝐹𝐹] + (𝑒𝜆𝑇𝐼 − 1)

1

µ(1 − 𝜌)
 

     =
𝜌

1−𝜌
{𝐸[𝑇𝑂𝐹𝐹] +

𝑒𝜆𝑇𝐼−1

𝜆
}  

    =
𝜌

1−𝜌
{ 𝐸[𝑇𝑂𝐹𝐹] +  𝐸[𝑇𝑤𝑎𝑖𝑡]}                                                                           (37) 

𝐸[𝑇𝐷𝑎𝑡𝑎]𝑒𝑥𝑖𝑠𝑡 and 𝐸[𝑇𝐷𝑎𝑡𝑎]𝑝𝑟𝑜𝑝 can be evaluated for the existing and the proposed 

methods, respectively, using (9), (20),  (31) and (37). Similarly, 𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]𝑒𝑥𝑖𝑠𝑡 and 

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]𝑝𝑟𝑜𝑝 can be evaluated for the existing and the proposed methods, respectively, 

using (7). 
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5.6 Delay Performance 

The delay analysis will be different between the cases when the UE is running DRX and 

when the UE is not running. Let us assume that 𝑁𝑄 represents the number of packets in the 

queue but excluding those for whom transmission is ongoing and 𝑊𝑄 represents the 

waiting time of a packet from the moment it arrives until its transmission commences. 

Then Little’s formula gives the relationship 

𝐸[𝑁𝑄] = 𝜆 𝐸[𝑊𝑄].                                                                                                          (38) 

The mean residual service time 𝐸[𝑅] represents the mean service or transmission time of 

packets currently in transmission when a packet arrives. Since 
𝐸[𝑁𝑄]

𝜇
 represents the service 

time of all packets ahead in the queue waiting for service, according to Pollaczek 

Khintchine formula, the mean wait time in the queue is given by 

𝐸[𝑊𝑄] =  𝐸[𝑅] +
𝐸[𝑁𝑄]

𝜇
.                                                                                                   (39) 

Using Little’s formula, we obtain 

𝐸[𝑊𝑄] =  𝐸[𝑅] + 𝜌𝐸[𝑊𝑄] 

                                        =  
𝐸[𝑅]

1−𝜌
.                                                               (40) 

But 𝐸[𝑅] has the relationship [26] 

𝐸[𝑅] =
𝜆𝐸[𝑆2]

2
.                                                                                                                   (41) 

Using (40), we obtain   

𝐸[𝑊𝑄] =
𝜆𝐸[𝑆2]

2(1−𝜌)
.                                                                                                               (42) 

While the UE is not in DRX (i.e., in states A, B, C or D), the packet delay can be given by   

𝐸[𝐷𝑁_𝐷𝑅𝑋] = 𝐸[𝑊𝑄] =
𝜆𝐸[𝑆2]

2(1−𝜌)
.                                                                                          (43) 

On the other hand, while the UE is running DRX (i.e., in state E), the packet may arrive 

anytime within the DRX cycle. Then there will be an additional delay 𝐸[𝑊𝐷] because the  
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packets are not processed until the particular DRX cycle is over. The overall mean delay 

𝐸[𝐷𝐷𝑅𝑋] can be given by   

𝐸[𝐷𝐷𝑅𝑋] = 𝐸[𝑊𝑄] + 𝐸[𝑊𝐷].                                                                                           (44) 

The Poisson process has time-homogeneity, (i.e. the occurrences are equally likely to 

happen at all times). Thus, the packet can arrive at any time during the DRX cycle with 

equal probability and it has to wait for the rest of the DRX cycle for any process to begin. 

The mean wait time here is equivalent to 𝐸[𝑅]. So, 𝐸[𝑅]𝑝𝑟𝑜𝑝 for either the rise time or the 

fall time of the proposed method can be expressed as 

𝐸[𝑅]𝑝𝑟𝑜𝑝 =
1

𝑛
[
𝑇𝑠 + 𝑇𝑠𝑡

2
+  

𝑇𝑠 + 2𝑇𝑠𝑡

2
+. . + 

𝑇𝑠 + 𝑛𝑇𝑠𝑡

2
] 

   =
2𝑇𝑠+(𝑛+1)𝑇𝑠𝑡

4
.                                                                      (45) 

Using (40) and (45), 𝐸[𝑊𝐷]𝑝𝑟𝑜𝑝 can be expressed as 

𝐸[𝑊𝐷]𝑝𝑟𝑜𝑝 =
2𝑇𝑠+(𝑛+1)𝑇𝑠𝑡

4(1−𝜌)
.                                                                                                (46) 

The mean delay in the case of rise time 𝐸[𝐷𝐷𝑅𝑋]𝑅 and fall time 𝐸[𝐷𝐷𝑅𝑋]𝐹 can be expressed 

using (42), (44) and (46) as  

𝐸[𝐷𝐷𝑅𝑋]𝑅 = 𝐸[𝐷𝐷𝑅𝑋]𝐹 = 𝐸[𝑊𝑄] + 𝐸[𝑊𝐷]𝑝𝑟𝑜𝑝             

               =
𝜆𝐸[𝑆2]

2(1−𝜌)
+

2𝑇𝑠+(𝑛+1)𝑇𝑠𝑡

4(1−𝜌)
.                                                         (47) 

Denoting the probability of packet arrival during the rise time and the fall time of the 

proposed method as 𝛾𝑅 and  𝛾𝐹, respectively, they can be expressed as 

𝛾𝑅 =
 𝐸[𝑇𝑅]

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]𝑝𝑟𝑜𝑝
                                                                                                              (48) 

and 

𝛾𝐹 =
 𝐸[𝑇𝐹]

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]𝑝𝑟𝑜𝑝
.                                                                                                             (49) 
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So, the overall packet delay for the proposed method 𝐸[𝐷𝑁𝑅𝑇]𝑝𝑟𝑜𝑝 can be expressed as 

𝐸[𝐷𝑁𝑅𝑇]𝑝𝑟𝑜𝑝 = (1 − 𝛾𝑅 − 𝛾𝐹)𝐸[𝐷𝑁_𝐷𝑅𝑋] + 𝛾𝑅𝐸[𝐷𝐷𝑅𝑋]𝑅 + 𝛾𝐹𝐸[𝐷𝐷𝑅𝑋]𝐹 

                      =
1

2(1−𝜌)
[𝜆𝐸[𝑆2] +  (𝛾𝑅 + 𝛾𝐹) {𝑇𝑠 +

(𝑛+1)𝑇𝑠𝑡

2
}].                                        (50) 

Similarly, 𝐸[𝑊𝐷] can be estimated for the existing method as 𝐸[𝑊𝐷]𝑒𝑥𝑖𝑠𝑡_𝑆 and 

𝐸[𝑊𝐷]𝑒𝑥𝑖𝑠𝑡_𝐿 for short and long DRX cycles, respectively and they can be expressed as 

𝐸[𝑊𝐷]𝑒𝑥𝑖𝑠𝑡_𝑆 =
𝑇𝑠

2(1−𝜌)
                                                                                                      (51) 

and 

𝐸[𝑊𝐷]𝑒𝑥𝑖𝑠𝑡_𝐿 =
𝑇𝐿

2(1−𝜌)
.                                                                                                      (52) 

Denoting the probability of packet arrival during short cycle and long cycle of the existing 

method as 𝛾𝑠 and  𝛾𝐿, respectively, they can be expressed as 

𝛾𝑠 =  
𝐸[𝑇𝑠]

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]𝑒𝑥𝑖𝑠𝑡
                                                                                                              (53) 

and 

𝛾𝐿 =  
𝐸[𝑇𝐿]

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]𝑒𝑥𝑖𝑠𝑡
.                                                                                                             (54) 

The overall packet delay for the existing method 𝐸[𝐷𝑁𝑅𝑇]𝑒𝑥𝑖𝑠𝑡 can be expressed as 

𝐸[𝐷𝑁𝑅𝑇]𝑒𝑥𝑖𝑠𝑡 = (1 − 𝛾𝑠 − 𝛾𝐿) 𝐸[𝑊𝑄] +  𝛾𝑠 [𝐸[𝑊𝑄] +  
𝑇𝑠

2(1 − 𝜌)
]

+ 𝛾𝐿 [𝐸[𝑊𝑄] +  
𝑇𝐿

2(1 − 𝜌)
] 

                      =
1

2(1−𝜌)
{𝜆𝐸[𝑆2] + 𝛾𝑠𝑇𝑠 + 𝛾𝐿𝑇𝐿}.                                                             (55) 

The mean delay in service resumption after a long inactivity, without terminating the 

session, can be estimated as 𝐸[𝑊𝐷]. So, it will be 𝐸[𝑊𝐷]𝑝𝑟𝑜𝑝 and 𝐸[𝑊𝐷]𝑒𝑥𝑖𝑠𝑡_𝐿 for the 

proposed and existing methods, given by (46) and (52), respectively. 
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Chapter 6 

Simulation Results 

 

To validate our proposed scheme we have simulate the proposed and the existing system. 

The performance was evaluated for the proposed and existing methods numerically using 

the analytical models. 

6.1 Simulation Assumptions 

The assumptions for the simulations are- 

 [7] gives the typical values of PDB as 𝑃𝐷𝐵𝑅𝑇 = 100 𝑚𝑠 and 𝑃𝐷𝐵𝑁𝑅𝑇 = 300 𝑚𝑠. 

 As shown in Section II, the overall delay due to RLC retransmissions can be 

estimated as the summation of the reordering timer value and RTT. The RTT is 

commonly estimated as 8 ms [1].  

 The reordering timer value can take on values between 0 ms and 100 ms with 5 

ms gaps or values between 100 ms and 200 ms with 10 ms gaps [18]. Assuming 

all reordering timer values in the specification equally likely to occur, we set the 

mean reordering timer value as 85 ms.  

So, the mean overall delay due to RLC retransmissions 𝐸[𝐷𝑅𝑇𝑋]  is set to 93 ms. Using 

(3), 𝜁 ̅can be estimated as 107 ms.  

So, the constraint in (5) is       ∆𝑵𝑹𝑻 ≤ 𝟏𝟎𝟕 𝒎𝒔.  

The performance evaluation was performed for three different cases for which the 

assumptions are shown in Table 1. The values of TI, TS and TL in Table 1 comply with 

the permissible values in [18]. The values of 𝑃𝐷𝑎𝑡𝑎, 𝑃𝑤𝑎𝑖𝑡 and  𝑃𝑂𝐹𝐹 in Table 1 follow the 

UE power consumption model used in [23]-[25]. 
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CHAPTER 6. SIMULATION RESULTS                                                6.1 SIMULATION ASSUMPTION            

 

Parameter Case 1 Case 2 Case 3 

TS 20 ms 10 ms 10 ms 

TL  320 ms 640 ms 40 ms 

Tst 20 ms 30 ms 10 ms 

n 15 21 3 

TI 10 ms 

N 1, 2, 3, 4, 5, 8, 12 and 16 

𝑃𝐷𝑎𝑡𝑎 500 mW 

𝑃𝑤𝑎𝑖𝑡 255 mW 

 𝑃𝑂𝐹𝐹 11 mW 

Packet arrival rate (λ) 0.05 to 0.5 packets/ms 

Service rate (μ) 100 packets/ms 
 

Table 6.1   Simulation assumptions. 

 

6.2 Simulation Output 

Figure 6.1 shows that the percentage power consumption, in case 1, has significantly 

improved in the proposed method compared to the existing method for almost all values 

of packet arrival rate λ.  

 

Fig. 6.1  Percentage power consumption vs. packet arrival rate (case 1) 
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CHAPTER 6. SIMULATION RESULTS                                                     6.2 SIMULATION OUTPUT 

 

Figure 6.2 shows the relative DRX period 
𝐸[𝑇𝑂𝐹𝐹]

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]
 indicating that the proposed method 

exhibits much longer DRX period in most cases. However, the existing method with N = 

1 has better power saving for a significant range of λ. The power saving is also little better 

for N = 2 but for a very limited range of λ.  

 

Fig. 6.2  Relative DRX period (
𝐸[𝑇𝑂𝐹𝐹]

𝐸[𝑇𝑇𝑜𝑡𝑎𝑙]
) vs. packet arrival rate (case 1) 

 [10] shows that short DRX cycles are very effective in reducing latency. This is also 

demonstrated by Fig. 6.3 in which the delay takes on the best values in the existing method 

with very high number of short DRX cycles. We use this delay performance as the 

benchmark to evaluate ∆𝑁𝑅𝑇 for other cases. Compared to this benchmark, the proposed 

method has roughly 60 ms longer delay for λ = 0.05 packets/ms and so, we assume ∆𝑁𝑅𝑇=

60 𝑚𝑠. This increase in delay can be tolerable because ∆𝑁𝑅𝑇 ≤ 107 𝑚𝑠. Conversely, the 

existing method with N = 1, has almost 120 ms longer delay for λ = 0.05 packets/ms and 

this increased delay may not be acceptable because ∆𝑁𝑅𝑇 > 107 𝑚𝑠. Thus, repudiating the 

existing method with N = 1, the proposed method remains the best in performance. 
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CHAPTER 6. SIMULATION RESULTS                                                     6.2 SIMULATION OUTPUT 

 

 

Fig. 6.3 Overall packet delay vs. packet arrival rate (case 1) 

Figure 6.4 shows that the percentage power consumption, in case 2, becomes much better 

in the proposed method for a significant range of λ, except when the existing method has 

N = 1, 2 and 3. The power saving is little better in the existing methods with N = 4 and 5, 

but for a very limited range of λ.  

 

Fig. 6.4 Percentage power consumption vs. packet arrival rate (case 2) 
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CHAPTER 6. SIMULATION RESULTS                                                     6.2 SIMULATION OUTPUT 

 

As shown in Fig. 6.5, compared to the benchmark, the proposed method has an increase 

in delay ∆𝑁𝑅𝑇= 100 𝑚𝑠 for λ = 0.05 packets/ms. This increased delay can be tolerable 

because ∆𝑁𝑅𝑇 ≤ 107 𝑚𝑠. Conversely, the delay in the existing method, even with N = 4, 

is almost 200 ms longer than the benchmark for λ = 0.05 packets/ms. Thus, the existing 

method is not acceptable for small values of N as ∆𝑁𝑅𝑇 > 107 𝑚𝑠. Consequently, the 

proposed method can be regarded as the best option. 

 

 

Fig. 6.5  Overall packet delay vs. packet arrival rate (case 2) 

Figure 6.6 shows that the mean delay in service resumption after a long inactivity for the 

proposed and existing methods for both case 1 and case 2. This delay is evidently much 

better in the proposed method. 

In case 3, a small value of TL is used. In this case, as Fig. 6.7 shows, the power saving 

becomes better in the proposed method compared to the existing method with any value 

of N. 
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CHAPTER 6. SIMULATION RESULTS                                                     6.2 SIMULATION OUTPUT 

 

 

Fig. 6.6 Delay in service resumption vs. packet arrival rate (case 1 and case 2) 

 

 

Fig. 6.7 Percentage power consumption vs. packet arrival rate (case 3) 
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CHAPTER 6. SIMULATION RESULTS                                                     6.2 SIMULATION OUTPUT 

 

Figure 6.8 shows that all the cases here satisfy ∆𝑁𝑅𝑇 ≤ 107 𝑚𝑠. 

 

 

Fig. 6.8 Overall packet delay vs. packet arrival rate (case 3) 

In this chapter, the numerical examples demonstrate that a significantly better power 

saving is achieved in the proposed method with permissible increase in packet delay. The 

existing method may often attain an even better power saving setting very small values of 

N but its associated delay might exceed the tolerable limit then. The delay in service 

resumption after a long inactivity is always better in the proposed method.  
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Chapter 7 

Conclusion 

 

The purpose of our thesis has been to find a better power saving solution of the User 

Equipment (UE) for the LTE system as the higher data rates provided by the LTE system 

drains out the battery life of the UE more drastically.  

For power saving in LTE system there is an existing Discontinuous Reception (DRX) 

mechanism which periodically turns off the receiver circuitry of the UE and thus reduce 

UE’s power consumption. But this existing method suffers from the packet delay which 

actually refers to the time the data packet awaits to be allocated in the next On Duration of 

the DRX cycle.  

So in our thesis, we present the tradeoff between power saving and delay for DRX 

operation in LTE. Since NRT applications are delay tolerant, to improve power saving, we 

propose a new DRX method to be applied when only NRT applications are running with 

no RT applications active.  

The proposed method avoids the estimation of current traffic. It keeps varying the DRX 

cycle length in a simple fashion. We present analytical models to evaluate both the 

proposed and the existing methods. The numerical examples exhibit a conspicuous success 

in power saving in the proposed method.  

We define a new factor for a more practical estimation of power saving. The proposed 

method also attains less mean delay in service resumption provided that there has been a 

long inactivity. 
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CHAPTER 7. CONCLUSION                                                                              7.1 FUTURE WORKS 

 

7.1 Future Works 

The analytical model developed to perform this thesis analysis lends itself to be used to 

perform a quite big number of other studies that exploit any sort of combinations of the 

input parameters, added to the ones presented in the previous chapters.  

The analytical system indeed can be fed with different NRT and RT applications if the 

delay budget is in the limit to exploit.  

There is also a better scope to extend this model for the DRX mechanism in case of VoIP 

traffic. 
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