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Communication has always been a challenge for the deaf-mute community. 
So sign language is the only way of interaction for them. But the problem 
is that sign language is way too complex for the general mass. Keeping this 
in mind we propose an effective alternative tool to recognise Bangla Sign 
Language (BdSL) using computer vision for the people in Bangladesh. In 
our research we propose a novel architecture, namely "Concatenated BdSL 
Network" combining Convolutional Neural Network (CNN) as an "Image 
Network" for visual feature extraction and a pretrained "Pose Estimation 
Network" for extraction of the hand keypoints from hand gestures. This 
research will hold promising future aspects for real-time sign language in- 
terpretation. 
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Chapter 1 

Introduction 
 
1.1 Motivation and Goals 
Due to the inability to speak or hear or both, the hearing and speaking im- 
paired community can not use the common language of interaction. Sign 
Language is the only mode of communication for them. It requires both vi- 
sual and manual assistance.Every country has its own sign language. It is not 
universal at all. There are about 300 sign languages in the world like Amer- 
ican SL, Japanese SL, Chinese SL, French SL, Spanish SL, Indian SL etc. of 
which American Sign Language(ASL) is the most explored by the scientists. 
Sign Language is very difficult to learn and more so difficult for the common 
people to understand that. Thus there remains a huge gap for the hearing 
and speech impaired group in the field of communication. The situation is 
worse in Bangladesh since BdSL is way tougher than ASL which is relatively 
straight forward. So an automated interpretation tool is extremely necessary 
for the impaired class in Bangladesh to make the communication convenient 
between the impaired and general mass. 

The concept of sign language interpretation goes way back but it only 
gained momentum with the progress in the field of computer vision. Since 
it is highly inconvenient and impractical to get the constant assistance of an 
interpreter, scientists have been thinking of digitising the process to make 
lives easier for the minority group. But sign language recognition is some- 
what a very complex task.   Some of the methods that have been used by 
the researchers for the job are Support Vector Machine (SVM), Simple Re- 
current Networks(SRN), Hidden Markov Model(HMM), K-Nearest Neigh- 
bour(KNN), Artificial Neural Network(ANN), Convolutional Neural Net- 
work(CNN) etc.  CNN is currently the post popular method of them   [18, 
17, 42, 2, 14, 10]. 

Unlike many other sign languages the amount of research is rather small 
is case of detection of BdSl of which [23, 2, 25, 14, 10, 30] are worth men- 
tioning. BdSL has 38 symbols of which 9 are vowels and 27 are consonants. 
In this research we propose a novel model based on Image Network(CNN) 
and Pose Estimation Network to extract hand features. Pose Estimation is 
popular among researchers for Sign Language Detection [7, 4, 12, 21]. We 
used a CNN model which we trained ourselves for visual feature extraction 
from the images. A pre-trained hand key estimation model, Openpose is 
used to estimate the hand key points from the image. The outputs from both 
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FIGURE 1.1: Bangla single hand sign language dictionary 

 
the CNN and Openpose are then concatenated through 3 connected layers. 
The dataset used was the Bengali Sign Language Dataset obtained by the 
students of Bangladesh National Federation of the Deaf (BNFD). 

 
1.2 Report Overview 
Five chapters make up the following article. The Introduction is the first 
chapter in which section 1.1 elucidates the thesis’ motivations and objectives 
and section 1.2 illustrates The project scopes of the thesis. Chapter 2 discusses 
the background study behind the research represented in different aspects. 
It further has three branches. Section 2.1 illustrates the study of different 
sign language recognition techniques and section 2.2 talks about the previous 
works in BdSL. The next section is titled as different methods of Sign Lan- 
guage Detection and has 5 sub sections explaining the each method briefly. 
Article 2.3.1, 2.3.2, 2.3.3, 2.3.4 and 2.3.5 discusses SVM, KNN,ANN,CNN and 
Pose Estimation Network respectively. In chapter 3, the overall methodology 
of our proposed architecture is discussed in details. In the first section 3.1, an 
in depth discussion on the proposed ’Image Network’ is given along with all 
the required specifications. In section 3.2, details about the proposed ’Pose 
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Estimation Network’ is given along with its working mechanism. Lastly, in 
section 3.3, the novel architecture ’Concatenated BdSL Network’ is proposed 
combining the previous two sections. The data preprocessing and training 
details are also given in this section. The result of the research is explained 
in details in chapter 4. The chapter is again sub sectioned into 4 parts. In 
section 4.1, details on dataset is given. In section 4.2, our experimental setup 
is mentioned. In section 4.3, our benchmark results are included and lastly in 
section 4.4, in-depth result analysis is given. In chapter 5 the entire research 
in concluded and the future aspects and scopes of the thesis is discussed. 
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Chapter 2 

Background Study 
 
2.1 Different Sign Language Detection 
Of the 300 sign languages existing throughout the world, not many of them 
have sign language recognition [33] tools . With the advancement in Ar- 
tificial Intelligence, researchers have been interested to work on Sign lan- 
guage recognition to make life easier for the deaf-mute community. Among 
the other languages, most research has been performed on American Sign 
Language (ASL) detection.   Starner et al.   built real-time tool on the basis 
of desk and wearable computer based videos to recognise ASL [35] and 
again used hidden markov model in  [34] which is also real-time applica- 
ble , In [44] kinetics was used for ASL recognition. Parallel hidden markov 
models was used in [39]. SL recognition systems have also been develop- 
ing for other languages like Chinese Sign Language(CSL),Indian Sign Lan- 
guage(ISL), Japanese Sign Language(JSL), Arabic Sign Language, French Sign 
Language(FSL) etc. In [27] real time model was built for ISL. Singha et al 
used classification technique based on Eucliean distance which is Eigen value 
weighted in [32], For JSL recognition in [11] hand tracking system was built 
based on color, [38] showed hand feature extraction for JSL. For CSL recog- 
nition in  [40] A phonemes based approach was taken. For CSL recognition 
a sign component based framework by using accelerometer and sEMG data 
[41] in [19]. These are some of the notable works in Sign Language Recogni- 
tion [6]. 

 
2.2 Bangla Sign Language Detection 
Bangla Sign language recognition is not yet much explored among the re- 
searchers. BdSL is actually quite unique. It is the modified form of American 
SL, British SL and Australian SL. Support Vector Machine (SVM) [9, 43], K- 
Nearest Neighbour (KNN) and Artificial Neural Network (ANN) [26] were 
previously the common techniques used for BdSL recognition. But in the re- 
cent times CNN is the most popular among researchers for this job. In [30] 
SS Shanta et al. used Scale-Invariant Feature Transform (SIFT) to extract fea- 
tures and CNN for detection. Abdul Muntakim Rafi and his team in [23] 
used VGG19 based CNN model for BdSL recognition. Md. Sanzidul Islam 
et al. used CNN model to recognize BdSL digits [14]. In [10] Oishee Bintey 
Hoque and her team used Faster R-CNN for real-time BdSL recognition. Our 
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proposed model introduces a novel BdSL recognition model combining both 
CNN and Pose estimation which is yet not done by other researchers before. 

 
2.3 Different methods of Sign Language Detection 

2.3.1 Support Vector Machine (SVM) 
SVM was primarily the first choice for the sign language recognition. It is a 
supervised machine learning algorithm [31] typically used for classification 
purpose. A lot of the BdSL recognition models are based on SVM [9, 43]. 
SVM produces output from a set [36] of input data which is categorized [1]. 
The foundation of SVM is the concept of decision lines, which define decision 
boundaries [3] as shown in Fig.2.1. The performance is determined by the 
limits, and in regression, any data that is not close to the desired prediction 
[36] is ignored. Face recognition, bioinformatics, and image processing [1] 
are only a few of the applications for SVM. 

 

FIGURE 2.1: Support Vector Machine Algorithm  [37] 
 
 

2.3.2 K-Nearest Neighbour(KNN) 
KNN is a very simple Machine Learning algorithm [8]. This uses no pa- 
rameters for data classification. Its aim is to identify how close a data point 
[1] is to one of the two classes based on the collection of nearest data points. 
After that, it takes a set of points in space and calculates the distance be- 
tween two identical points in that space using proper metrics [1] [36]. The 
algorithm then determines which of the training set’s points are more similar 
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and should be taken into account when selecting the class for predicting a 
new observation [36] by selecting the k closest data points to that observa- 
tion and assigning the most communal class among the classes [36] like in 
Fig.2.2.Thus, beside a new sample, a positive integer is set for k [1], and the 
k entries in the database that are closest to the new sample are selected and 
eventually the most common classification is found. KNN was used earlier 
for BdSL recognition [26] 

 

FIGURE 2.2: K-Nearest Neighbour Algorithm  [15] 
 
 
2.3.3 Artificial Neural Network(ANN) 
ANN is a common machine learning algorithm that has the ability to recog- 
nize patterns.The system’s basic architecture consists of an input layer that 
receives a multidimensional vector as input, which is then delivered to the 
hidden layer, followed by an output layer as depicted in Fig.2.3.The recog- 
nition decision is made in the hidden layer, and if there are several hidden 
layers, it is referred to as deep learning   [1]   [16] .The strength of an ANN 
is that it can be used to generalize problems; the machine collects data and 
trains on a series of patterns. This training will continue until the appropriate 
weight values are found, adjusting the patterns, and the machine learns the 
characteristics of these patterns. ANN is one of the smartest algorithms for 
BdSL recognition. 

 
2.3.4 Convolutional Neural Network(CNN) 
Convolutional Neural Networks is a type of deep learning that is primar- 
ily used for classifying images, clustering images based on their similarity, 
and performing object recognition within views.Convolutional, pooling and 
fully-connected layer are the three layers that make up CNN’s architecture 
as shown in Fig.2.4 . CNN has two main parts of execution, convolution 
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FIGURE 2.3: Artificial Neural Network Algorithm  [29] 
 
 

 
FIGURE 2.4: Convolutional Neural Network Algorithm  [28] 

 
and sampling. A trainable filter is applied to the input image in the convo- 
lutional layer, which is convolved into a feature image in each layer known 
as a feature map, and then a bias is applied. Detailed explanation is added 
in art 3.1.1. In the recent times CNN is the most popular algorithm used for 
BdSL [30, 23, 14, 10] In our research we built our architecture combining 
CNN trained ourselves and pose estimation network. 

 
2.3.5 Pose Estimation Network 
Pose estimation is the process of estimating a person’s pose from a picture or 
video by estimating the spatial positions of key body joints using a machine 
learning model [22].  So when an image input is fed to the model, it will 
give keypoint information as output. A component ID is used to index the 
keypoints found, with a confidence score ranging from 0.0 to 1.0 as seen in 
Fig.2.5. The confidence score indicates the possibility of finding a keypoint in 
that location. Pose estimation is widely used in other sign language detection 
for feature extraction of hand gestures [7, 4, 12, 21] but it has not yet been 
used for BdSL recognition. We used a Pose Estimation Network (Open Pose) 
in our architecture which gave a better accuracy score. In BdSL, some of the 
symbols are very similar to each other, for example, symbol of উ,ঊ is 
identical to ঢ, ঙ is very similar to ঞ etc. as shown in Fig.4.6 So it is a very hard 
job to 
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distinguish the symbols from each other and recognise them correctly. Pose 
Estimation help extract features more accurately which helped us achieve an 
improved score. 

 

FIGURE 2.5: Hand Keypoints indexed by Pose Estimation   [20] 
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Chapter 3 

Methodology 
 
There are several methods to recognise sign languages from images. His- 
torically, for image recognition tasks, convolutional neural networks have 
provided better results compared to machine learning models. In this chap- 
ter, our main objective is to propose a deep learning based BdSL recognition 
architecture that aids in dealing with the complexities of the bangla sign lan- 
guage. Later on, in the forthcoming chapter, we analyze the performance of 
our novel model in respect to the existing deep learning models for bangla 
sign recognition to come up to a conclusion. 

The method of our work falls under the category of supervised machine 
learning as majority of the practical work are done in this method. In super- 
vised machine learning techniques, there is the presence of a labelled dataset 
and an algorithm learns based on that dataset, which is provided with an 
answer key to evaluate its training performance. Our proposed architecture 
contains of two seperate networks that are used to extract seperate features 
from the images to make the task of sign language detection easier.  These 
two networks are as follows: 

1. Image Network 
2. Pose Estimation Network 
After the two networks are done extracting seperate features from the two 

two individual networks, we design a mechanism to use features from both 
the networks. This proposed novel architecture is named as Concatenated 
Bangla Sign Language(BdSL) Network. 

 
Each of the sections of our architecture are discussed in details in this 

chapter to get a better understanding of our proposed method of work. 
 
3.1 Image Network 
The main task of the image network is to extract visual features from pixel 
images and learn to recognize visual patterns that aid in recognizing the 
bangla sign language symbols. In order to extract image features, as men- 
tioned in the literature review, previous study show the use of both machine 
learning and deep learning approaches. The studies also suggest that the 
deep learning models to perform much better than traditional machine learn- 
ing approaches [30, 23, 14, 10] As a result, we use a convolutional neural 
network as the image network in our proposed architecture. 
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3.1.1 Convolutional Neural Network 
A Convolution Neural Network(CNN) is one kind of deep learning tech- 
nique that can extract information and learn visual patterns from images and 
differentiate between the images. The CNN takes an input, undergoes train- 
ing by imposing weights based on feature importance of images and devel- 
ops a method to recognise unique images based on its pattern recognition 
technique. The components of a CNN are discussed below: 

 
• Input Layer: The input images of the CNN are passed through the input 

layer. Before feeding the CNN with the input images, the input images need to 
be pre-processed according to the requirements to generate good results. 

• Convolutional Layer: In order to extract features from images, a CNN uses 
filters to do the convolutional operation by the help of convolutional layer. The 
main purpose of the convolution operation is to gain both low and high level 
image features. In the initial convolution layers, the CNN obtains low level 
features such as color, edges of objects, its color gradients etc. As the CNN 
layers progress more and more, they help to extract the high level features like 
the shape of the object and give a better intuition to the CNN to get a complete 
idea of the object. So the convolutional layer helps to by generating feature 
maps of both low and high level image information in order for the network to 
learn visual patterns for recognition. 

• Pooling Layer: The main task of the pooling layers is to reduce the dimen- 
sion of the input visual feature that is extracted to make the process of learning 
easier for the neural network and minimize the computational power required 
to undergo training. There are mainly two types of pooling layers, namely max 
pooling and average pooling. In our proposed architecture, we have used the 
max pooling layers. 
The max pooling layers helps to reduce dimensionality and suppress noise by 
taking the largest element from the rectified feature map generated by the con- 
volution layer. [45] 

 
 

 

FIGURE  3.1:  MaxPooling 
 

• Fully Connected Layer: After the task of the convolution and pooling layers 
are completed, the extracted information are passed through fully connected 
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layers. A fully connected layers is a kind of convolution layer that has kernel 
size 1X1. Before feeding the extracted information into a fully connected layer, 
the information needs to be flattened into a one dimensional vector shape. 
So the fully connected layers help to learn non-linear combinations of high- 
level features generated by the output of convolution layer. 

• Activation Function: An activation function is a very important component 
for a CNN. Based on a set of inputs to a node, it decides whether node output 
should be activated or not. In our proposed architecture, we mostly used the 
rectified linear unit (ReLu) activation function as it performs better than other 
activation functions. It is because it does not activate all the neurons at the 
same time and makes the back propagation calculation system much more eas- 
ier. We have also used the eLu in some nodes that allow very small portion of 
negative numbers along with the positive values to activate the nodes. In the 
final layer, we used softmax activation to output a probability distribution of 
all the classes. 

• Output Layer: The output layer of a CNN is a fully connected layer that 
is responsible to produce the probability distribution of all the classes present 
in the existing dataset. In order to get the probabilities, we assign the neuron 
number of the output layer equal to the number of classes in our dataset. As 
mentioned earlier, we use softmax activation function in this layer. Hence 
the output layer processes to map the input data to a vector whose elements 
sum up to one and generate a probability distribution to suggest probability of 
different classes. 

 
3.1.2 Proposed CNN Image Network for BdSL Recognition 
In most of the relevant literature for Bangla Sign language recognition, pre- 
trained CNN models have been used. It is very difficult to train such models 
from the scratch due to lack of enough data. It also requires a lot of compu- 
tational power to train a CNN from the scratch. 

 

FIGURE 3.2: Image Network Architecture 
 

However, for our proposed image network, we have trained the CNN 
model from the scratch. While designing the CNN from scratch, we con- 
sidered the architecture of the VGG - 19 and made necessary adjustments. 
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TABLE 3.1: Our Image Network Architecture 

 
Layer Shape Count/Value 

Convolution 64x64x64 2 
Convolution 32x32x128 2 
Convolution 16x16x256 3 
Convolution 8x8x512 3 
MaxPooling 2x2 4 
Dropout - 0.2 
Flatten 1x1x8192 1 
Dense 1024 1 
Dense 512 1 

 
In order to make the adjustments, we have performed hyperparameter tun- 
ing of our CNN model and found the best CNN architecture suitable as the 
’Image Network’ for the task of BdSL recognition. The details of our image 
network is given in Table 3.1. 

So, as we can see from the figure, the proposed image network consists of 
10 convolution layers with batch normalization for each layer. It also consists 
of 10 ReLu activation layers, 4 max pooling layers together with a single out- 
put and input layer. The convolution layers perform convolution operation 
as mentioned in the previous subsection to generate "feature maps". These 
"feature maps" are passed to the next layers of CNN. The ReLu activation 
layer proves to be the best choice for our image network as it converges faster 
than other activation functions by not activating all the neurons at the same 
time. Another important reason to choose ReLu is its capability to remain 
unsaturated at the positive regions. After the activation layer, each layer is 
followed by a batch normalization to standardize the inputs and make the 
learning process stable. This also results in reducing the training time which 
is very important for us as we have trained our image network from scratch. 
The max pooling layers further down sample the feature maps to highlight 
the most prominent features to be considered only. Finally, the output of the 
image network is flattened to a shape of 1x1x8196. 

 
3.2 Pose Estimation Network 
In pose estimation, localization of keypoints are generated from images or 
videos. Pose estimation is defined as the search of a specific posture in space 
among all the postures that are clearly defined in the problem statement. 
Pose estimation can be used to estimate both 2D pose with (x,y) coordi- 
nates or 3D pose with (x,y,z) coordinates. A pose estimation network has 
widespread use in various use cases ranging from action recognition, people 
tracking, animation etc. 

For the purpose of Bangla sign language recognition, we have also used 
a pose estimation network inorder to extract the information of hand posture 
while different Bangla symbols are shown. This helps the overall model to 
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get a better idea of the hand gesture with more precise accuracy. The pose 
estimation network that we used in our architecture is known as ’Openpose’ 
[5]. A brief detail about the openpose network is given in order to get a better 
understanding of how OpenPose works. 

 
3.2.1 OpenPose 
OpenPose was the first model to come up with real-time multi-person sys- 
tem to jointly detect human body, hand, facial, and foot keypoints (in total 
135 keypoints) on single images. It is one of the best libraries for pose es- 
timation and keypoints detection ranging from the detection of hand, foot, 
bone joints, and face. OpenPose is a bottom up approach system and uses 
a non parametric representation known as Part Affinity Fields(pafs). These 
part affinity fields helps the OpenPose network to correlate with segments of 
the human body in the images. 

 

FIGURE 3.3: Openpose architecture 
 

There are many features of OpenPose library that can be used in various 
scenarios. Some of the most significant features include: 

• Keypoint detection of 2D multi person in real time 

• Keypoint detection of 3D multi person in real time 

• Posture Tracking 
The working pipeline of OpenPose is very unique. Firstly, the OpenPose 

contains a "two branch multistage" CNN where the input images are to be 
fed. This CNN produces two seperate outputs. One of branch is tasked with 
prediction the confidence maps for different parts of the body including eyes, 
hands etc. On the otherhand, another branch that is at the bottom is tasked 
with predicting the affinity fields. The affinity fields correlate with different 
parts of the human body so that they can associate these different parts of 
the body with the input image. Lastly, after the affinity fields and confidence 
maps undergo greedy inference, OpenPose gives 2D keypoints for the people 
in the image as output of the pose estimation network. 
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FIGURE 3.4: Output from proposed "Pose Estimation Network" 
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3.2.2 Proposed Pose Estimation Network for BdSL Recogni- 
tion 

Although OpenPose can detect 135 keypoints in total from the human body, 
in case of BdSL recognition, we need to know the keypoints of the hands 
only. It is because the dataset that we have used for this task contains the im- 
age of human hands only. Due to this reason, in our proposed architecture, 
we have used OpenPose for detecting hand keypoints only as our ’Pose Esti- 
mation Network’. The primary purpose of the pose estimation network is to 
estimate the hand keypoints from the images. From each of the input images, 
the pose estimation network predicts 21 keypoints to extract the pose infor- 
mation from each of the bangla sign language symbols. The 21 keypoints 
relatively cover the whole of a single hand and gives a general estimation of 
the hand pose as shown in the figure below: 

It is to be noted that to train a pose estimation network from scratch re- 
quires huge amount of data as well as high computational power. On top 
of that, OpenPose is one of the best pose estimation model for detecting hu- 
man body posture. For these reasons, we use the pretrained hand keypoint 
estimation model from Openpose in our proposed ’Pose Estimation Model’. 
Finally our pose estimation model takes images as input and gives an out- 
put of shape 21 X 2. This final output that is obtained from the OpenPose 
is flattened to a shape of 1 X 42 in a similar way like we did for the ’Image 
Network’. 

 
3.3 Concatenated BdSL Network 
The task of recognizing Bangla sign language is very complex as it contains 
many symbols and the difference between the symbols is very subtle. For 
example, by a subtle change in the pose of the hands, the symbol changes 
from one letter to another. This adds to the complicacy of Bangla sign lan- 
guage recognition and can be considered one of the major difficulties of deep 
learning models to recognize the symbols with greater accuracy. Keeping 
this problem in mind, we propose our novel architecture for Bangla sign lan- 
guage recognition that is termed as ’Concatenated BdSL Network’. 

The Concatenated BdSL Network is formed by combining ’Image Net- 
work’ and ’Pose Estimation Network’. As discussed earlier, the features 
extracted by the image network and pose estimation network are different. 
However, both the features are complimentary to one another. While the im- 
age networks extracts visual information to get the overall idea of the shape 
of the hand image, the pose estimation network learns to associate with the 
different keypoints from the hand images to get a better understanding of 
the hand posture. Taking advantage of both these complimentary features 
extracted from the two networks, our proposed architecture ’Concatenated 
BdSL Network’ tries to tackle the complicacy in Bangla sign language men- 
tioned earlier. In order to do so, the final flattened output of both the image 
and pose estimation network are further passed through two fully connected 
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FIGURE  3.5: Concatenated BdSL Network 

 
layers with ReLu activation function and concatenated together. This con- 
catenation is done to combine the complimentary features that are extracted 
from both the image network and pose estimation network. Hence, we term 
our proposed architecture as Concatenated BdSL Network. Later on, the 
newly obtained features by concatenation are further passed through 3 more 
fully connected layers, where the first two layers have "eLu" activation and 
the last one has "softmax" activation function to generate a "probability dis- 
tribution" of all the symbols. 

 
3.3.1 Data Preprocessing 
In our proposed architecture, the image network and pose estimation net- 
work requires input images seperately. Infact, the format in which the images 
are fed to both the networks are also different. The image network requires 
the images to be converted in grayscale format. On the other hand, for the 
pose estimation network, the input images are required to be kept in RGB 
format as OpenPose needs it to be like that while feeding the input.   Apart 
from that, in the preprocessing stage, both the input images need to be re- 
sized into 64 X 64 size and normalized by the highest level (255). These are 
done for faster training purpose keeping our computational constraints in 
mind. 

 
3.3.2 Training and Evaluation Method 
At the beginning of the task, we divide the dataset in train and test set. De- 
tails about the dataset and the train test split are discussed in the next chap- 
ter. Before the start of training, we do the data preprocessing steps that were 
mentioned earlier and feed the data according to the requirements of our 
image network and pose estimation network. After doing the preprocess- 
ing steps, the preprocessed input of the image network is converted into a 
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numpy file. During training time, this input that is converted into numpy 
array is fed directly as the input to the image network. 

For the pose estimation network, the method to feed the input is a little 
bit different. At first after doing the data preprocessing, we fed that data 
through the pretrained OpenPose. The OpenPose generates hand keypoints 
output in the form of coordinate values. These generated output of hand 
keypoints are converted into another seperate numpy array and stored as 
a seperate numpy file. During training time, the output of the OpenPose 
that is converted into a numpy array is directly fed as to the pose estimation 
network as the second input of the Concatenated BdSL Network. As we are 
performing supervised learning, during training time we also converted the 
labels associated with the corresponding images as a seperate numpy file so 
that our proposed model can learn to recognize the Bangla symbols. During 
the time of evaluation, we also follow the same procedures starting from data 
preprocessing upto the conversion to two seperate numpy array which are to 
be fed directly to our proposed model. The only difference during evaluation 
time is that we do not need to give our model the labels corresponding to the 
image as it is the task of the model to generate the labels itself during the 
evauluation process. 

It is also to be mentioned that during training time as cost function, we 
utilize cross entropy function. Inorder to reduce our cost function to a min- 
imal value, we use a gradient descent based "Adam" optimization that has 
a learning rate of 0.001. This learning rate was not kept static. We update 
the learning rate value whenever the validation results of the model did not 
improve for 4 consecutive epochs using the reduce learning rate on plateau 
mechanism. For the training, we also initialize the weights with small num- 
bers. In order to avoid overfitting during training, we also use early stopping 
mechanism to interrupt training after a certain time if we see that the valida- 
tion loss has not improved upto a certain number of epochs. 
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Chapter 4 

Results 
 
Our main goal was to justify adding a pose estimation network alongside 
commonly used image network in hand sign recognition works. To anal- 
yse the importance of the pose estimation network, we compared our novel 
model with modified VGG-19 Image Network [23] as well as our own Im- 
age Network. We also experimented with commonly used machine learning 
architectures for this kind of tasks like SVM, ANN and KNN. 

 
4.1 Dataset 
We used the Bengali Sign Language Dataset which was collected by [23] 
from the students of Bangladesh National Federation of the Deaf (BNFD). 
Single hand sign from ‘Bangla Sign Language Dictionary’ was followed dur- 
ing the creation of this dataset. The dataset was collected from 193 male and 
143 female persons. Among them, 42 persons have hearing imparity. Their 
age range is of 12 to 30. This is a single hand bangla sign language dataset 
which contains all 38 bangla sign language letters without any mathematical 
symbols showed in Fig.4.1. 

 
This dataset contains 11061 train and 1520 test images.   They are inside 

38 differently labeled folder. Total size of this dataset is only 188MB as the 
images are of low resolution (224 by 224 pixels). Each image contains only 
the hand symbol with static background. We splited the traing dataset into 
training and validation with 9959 and 1102 images respectively following 
previous work [23]. Due to lack of GPU, we trained both of our Image only 
model and Concatenated BdSL model for 30 epochs. 

 
4.2 Experimental Setup 
We conducted our experiments under identical computational environment 
—- 

 

• Framework: Tensorflow 2.2 

• Platform: Google Colaboratory 

• CPU: 1-core allocated Intel Xeon processo 2.2GHz 
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FIGURE 4.1: Sample images of our used dataset 

 
• Physical Memory: 12.72GB 

• Virtual Machine Storage: 107.77GB 

• GPU: None 

 
4.3 Benchmark Tests 
We used some commonly used techniques such as classification accuracy us- 
ing test sets, confusion matrix, precision, recall, f1-score to evaluate our clas- 
sification models. 

 
4.3.1 Classification Accuracy 
Classification accuracy gives the percentage of correct predictions. The equa- 
tion is given below: 
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TABLE 4.1: Comparison of Classification Accuracy score on test 

data 
 

Model Test Accuracy 
Concatenated BDSL Network 91.51 
Image only Network 90 
Modified VGG-19 Image Network 89.6 
Support Vector Machine 22.89 

 
 
 
 
where, 

Classi f ication Accuracy = TP + T N   
TP + T N  + FP + FN  

 
(4.1) 

 

TP = True Positive 

TN = True Negative 

FP = False Positive 

FN = False Negative 

 
This benchmark score works best with datasets with evenly distributed 

samples in all classes. So, we need F1 score which we also included in our 
benchmark tests. Our test set have 40 samples of images in each individual 
classes. As it is perfectly balanced, our test accuracy score is perfectly accept- 
able. Without knowing the details of the work, it is pretty good benchmark 
score nonetheless. 

 
As we can see from the Table-4.1, our novel concatenated BdSL network 

got higher score in test accuracy than our image only network, support vector 
machine and modified VGG-19 image network on the same dataset. It is 
necessary to mention that, previously modified VGG-19 image network had 
the best score on the same test data. 

 
4.3.2 Confusion Matrix 
Confusion matrix is often used to visually show the performance of a classi- 
fication model. This is to show whether the model is confusing two classes. 
It is shown in Table-??. Here, only true positives and true negatives are de- 
sired outcomes. So, the more the confusion matrix is diagonal, the more the 
classification model is accurate. We can see the accuracy of individual classes 
from this. It is also used to calculate precision and recall. 

 
As we can see from Fig.4.4, each cell got score between 0 to 40 as there 

are only 40 labels available for each class. The values in the diagonal cells are 
correct predictions. The values of upper triangles are false negatives and the 
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FIGURE 4.2: Comparison chart of our novel model and differ- 
ent image network model 

 
 

 
FIGURE 4.3: Comparison chart of our novel model and Ma- 

chine learning techniques 

 
values of bottom triangles are false positives. Our confusion matrix is not 100 
percent diagonal as there are some misclassifications among classes. Major 
wrong predicted classes are highlighted using red boxes. 

 
 

4.3.3 Recall, Precision and F-1 Score 
Precision and recall metrics are the next step from the classic classification 
accuracy. They allow us to get more specific understanding of our classifier 
model. They are very important metric to use while dealing with uneven 
distribution of data. 

 

I Recall 
Recall score indicates how good a model is at predicting positive classes. 
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FIGURE 4.4: Generated confusion matrix using 40 test samples 
in each individual classes 

 
 
 
 

II Precision 

Recall = TP  
TP + FN  

 
(4.2) 

Precision score indicates how many positive predictions are true. 

Precision = TP  
TP + FP 

 
 

(4.3) 

Increasing the recall automatically decreases the precision. So, one can’t 
maximize both of them and prioritize one based on one’s goal and task. 
F1-Score includes both recall and preciśion into a single number. 

 
III F1-Score 
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— ∗ 

 

"F1-Score" is a better choice for calculating accuracy of a classification 
model. It takes both recall and precision into account as we can see 
from the equation below: 

F1 Score = 2 Recall ∗ Precision 
Recall + Precision 

 
(4.4) 

Its value ranges from 0 to 1 and the higher is the better. It solves the 
issue of uneven distribution of data between classes completely. 

In Fig.4.5, we can see results of individual classes as well as the number 
of data we used to evaluate our model. Our model got average score of 0.92 
which is very good in these type of tasks. 

 
4.4 Result Analysis 
We evaluated every model on the testing set comprised of 1520 signs. All 38 
classes have same amount of 40 samples from 40 different people. Our novel 
model handly beaten our main competitor across the board which can be 
seen in Fig.4.2. We tested some machine learning techniques using the same 
dataset but it is very clear from the Fig.4.3 that machine learning techniques 
performs very poorly in image classification tasks compare to widely used 
convolutional neural networks. We also put our novel model against our 
own Image network which is our proposed architecture excluding the pose 
estimation network. We did it to show the justification for adding the pose 
estimation network.   We can see a bit better performance over an already 
good performing Image network in Fig.4.2. 

Every hand sign consists of unique positioning of five fingers and palm. 
Most signs are not drastically different from each other. With just visual fea- 
ture extraction used in classic image network, we cannot know the relative 
position of a certain finger, its pose and interaction with other fingers and 
palm. But using pose estimation network, we can label each finger joint with 
its unique number. Thus each finger has its own four unique numbers. With 
this type of feature extraction, we can accurately identify finger positions 
which is needed in this type of classification. By combining both visual and 
positional information, our novel model achieved even higher precision. We 
couldn’t compare our work with other similar works due to vastly different 
datasets like two handed bangla sign language [10, 24, 13] were used. Our 
novel model achieved "state-of-the-art" result on this data. 

Despite being a very good classification model, our confusion matrix is 
not 100 percent diagonal as there are some misclassifications among classes. 
We can see the same scenario in f1-score as well. It is pretty clear that some 
signs are very close in looks and they are quite indistinguishable even with 
human eyes. So it is not that easy for our classification model either. 

From Fig.4.6 we can see that, these eight hand gesture are nearly identical 
to each other. It is possible that some of these signs were wrongly labelled in 
the dataset. So it is also a reason for our model to get poor results in these 
signs. 
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FIGURE 4.5: F1-score on test data 
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TABLE 4.2: Performance Comparison 
 

 Concatenated BDSL Network Modified VGG-19 Image Network 

Training 98.67 97.68 
Validation 95.28 91.52 
Testing 91.51 89.6 
Image Size 64x64 224x224 
Epoch 30 100 
GPU No Yes 

 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 4.6: 8 nearly identical bangla single hand signs 
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Chapter 5 

Conclusion and Future Study 
 
Life of the minority group is never easy specially here in Bangladesh.  We 
do not have the ability to drastically improve their situation but through this 
research we aim to make a difference even if that’s little. Our research gen- 
erates an automatic tool for BdSL alphabets for single hand gestures. Our 
architecture is a concatenated network combining CNN and Pose Estimation 
Network which enabled us to get a satisfactory result with the available com- 
putational capacity. But there are promising scopes for this research. With a 
greater computational power this model will thrive even more to get higher 
accuracy. 

Our model takes still images as input but with still images it is not go- 
ing to help the deaf-mute community properly. Because without real time 
implementation the tool won’t be practically realisable. With further work 
on the subject our goal is to make our model work on real time videos. After 
that, continuous sentences must be identified and mapped to the appropriate 
spoken grammar. Lastly, in order to understand beyond the literal sense of 
a sign and to minimize recognition errors, facial expressions and other sign 
parameters must be taken into account. Also, to make communication a two- 
way operation, text-to-sign and sign-to-text systems must be merged into one 
system. So we need to collect a huge amount of real time continuous BdSL 
videos to make sufficient large training datasets. Then we can implement our 
proposed model to detect continuous BdSL by training it with computation- 
ally efficient resources. 

And finally we have to make a model suitable for commercial use.   In 
the future, continuing research in this field may lead to a variety of other 
applications, such as sign language guides or dictionaries, as well as making 
it easier for the deaf and mute to browse the web or send emails. 
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