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Abstract 
 

STLF (Short Term Load Forecasting) has traditionally become one of the most crucial, 

delicate, and precise demanding variables in energy systems. An efficient STLF 

enhances not only the financial feasibility of the system, but also its safety, consistency, 

and dependability in performance, allowing for the realization of a prospective Smart 

Electricity System. The state-of-the-art models exhibit significant nonlinearity in load 

information from available projections, as well as limited applicability in real-world 

circumstances. However, for real-world application, the energy forecasting area 

requires better resilience, improved prediction accuracy, and adaptability capacity. The 

study given in this paper supports the case for a hybrid strategy, in which the 

complimentary qualities of several cognitive methodologies are merged to provide a 

superior solution to the STLF problem. The deep learning models for STLF integrated 

with statistical techniques are presented in this paper for an accurate load forecasting. 

Temperature, humidity, and day type are all taken into account since they have a 

substantial effect on the overall performance of an appropriate STLF. The load demand 

data has been collected from the PGCB database, the weather data has been collected 

from the rp5 archive and the holidays are considered from the government calendar 

which excludes the data collection part of our research. The data refinement process 

has been done where many preprocessing techniques are applied on the raw data. With 

the proper data analysis and scaling the further process fed into the deep learning 

models where the training, validation and testing were done. In terms of computing 

complexity and prediction accuracy, the suggested model outperforms the prior hybrid 

models. The proposed technique of our methodology against existing power prediction 

information reveals that it performs better in terms of precision and accuracy. The 

evaluation has been done considering the Mean Absolute Percentage Error (MAPE) 

and R-squared score which outperforms the existing literature reviews. When compared 

to existing baseline models, the suggested technique had the lowest error rate on the 

Power Grid Company Bangladesh dataset. 
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Chapter 1  

 

INTRODUCTION 

 

At present one of the most renowned problems in the global world is the increasing 

amount of electricity consumption. In Bangladesh the growing population tends to 

affecting the electric power system the most. The proper planning of the generation and 

distribution ensures the best analysis of the system[1]. For the development of a country, 

the proper forecasting of the electricity consumption with a good management structure 

led to beneficial of economics.  

 

In the modern world most of the countries are working on the problem to solve it. 

Electric load forecasting comes out as a better solution to it where the supervision of 

the electricity consumption can be done predicting the future load based on the 

historical data. For the effective and systematic load forecasting the distribution system 

planning [1] is an important factor to look on. Accurate load forecasting leads to the 

appropriate power supply and the service of the power system depending on the 

approval of the resources available.  

 

1.1 Overview of Load forecasting 
 

The load forecasting depends on different parameters or features which includes the 

data of the time, weather, load shedding, holiday etc. It is very important in today’s 

world ensuring a profitable energy market [2]. The energy world is dealing with rapid 

change which needs a progressive, effective and decent automation system in order to 

fulfill the adequate amount of demand required by the customer. The appropriate 

knowledge of both the  

requirement of residential and non-residential load is needed. For that the introduction 

of load forecasting has come out as a substitute solution of the modern issue[3]. 

Different forecasting techniques incorporate economic data, method of collecting data, 

and authorized load plans as information. 

 

Different techniques are there for utilizing the load forecasting for different applications. 

The classification mainly depends on the time period of the users consumed by them 

and also the effect of various information for example the geographical change, weather 

data, cultural holiday. For different purposes the different approaches of the load 

forecasting are applied to make a prediction. 
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Load forecasting are classified into three types which are depending on the cycle period 

of the electrical load: Short Term Load Forecasting (STLF), Medium Term Load 

Forecasting (MTLF) and Long-Term Load Forecasting (LTLT). The time cycle for 

STLF follows for an hour to a week depending on the operation whereas in MTLF the 

period for forecasting is more than a week to few months. For an advanced planning 

management, LTLF is considered which ranges from a year to few years. 

 

Weather-related report including the temperature, humidity, rainfall, dew factor etc. has 

significant impact on Load forecasting. The weather variable like temperature has the 

bigger impact on the behavior of the load consumption due to the variations of the 

weather in different region. With the help of technology, the data of the temperature, 

humidity, dew factor etc. are available and the use of this data ensures the better 

performance.  

 

Apart from the weather, the government holidays and cultural off days are counted as 

the relevant one in the terms of the load forecasting. The load demand is comparatively 

high on the weekdays compared to the weekend considering the human activity. The 

holidays put a significant effect on the load performance. The load patterns can also be 

affected due to the sudden political restrictions or the natural disease. Therefore, the 

cultural celebration and unwanted restrictions are a great concern in case of load 

behavior.  

 

In case of a time series one of the prominent problems is the prediction of the future 

load demand which compromises of both univariate or multivariate features. The 

recorded data includes some outliers, missing values, redundancy which show seasonal 

variations and nearly trend but irregularity for corona in the load pattern[4].For accurate 

load forecasting the state-of-the-art techniques of machine learning are unavailable to 

give good performance. 

 

Comparing to machine learning algorithms, the deep learning models help to improve 

the accuracy in different domain of data science. (CNN-GRU) Deep learning models 

for example Recurrent Neural Network (RNN) and Convolutional Neural Network 

(CNN) are one of the most important one to predict the load demand. For the forecasting 

the strategies depending on the deep learning model along with the novel hybrid ones 

are presented in the related literature. The computational results in case of deep learning 

model cross the outcomes in case of traditional methods and gives a better output in the 

STLF which removes the burden of the management people in the power development 

board of the country.  

 

In our research the scope of the work is narrowed to include only the versions of Short-

Term Load Forecasting.  
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1.2 Literature Review: 
 

In Chapter 1, the importance of the accurate load forecasting being discussed which 

helps in the planning and management operation. In case of load forecasting applying 

different techniques of machine learning, many reports have been disclosed in more 

than a decade. The literature review deals with the review of the work done of STLF 

and different parameters to implement the STLF.  

 

1.2.1 Overview of the STLF Work 
 

Electrical load is nonlinear, dynamic and diverse in nature where the STLF which has 

been approached using different machine learning techniques and some hybrid ones too. 

During the initial period of research the statistical methods were more applicable in 

case of linear and non linear regression techniques[5], curve fiting techniques, least 

square approximation techniques, time series analysis [6]etc. In recent years, the 

Artificial intelligence has a great progress in terms of accuracy. A lot of approaches 

have been developed which can preprocessed the load data in the form of a good pattern 

of consumption. One of the most popular procedures that has been popular in the recent 

times for STLF includes the Artificial Neural Network (ANN) [7]Depending on the 

dataset and the output different hybrid models are also developed. 

 

In case of developing an accurate load forecasting the variables needs to be selected 

correctly depending on the availability of the right data. In many research papers, the 

variables need to be processed for better analysis of the forecasting. Different variables 

for example the effect of temperature and humidity [8] are analyzed in different possible 

scenarios like the effect of the humidity and wind speed were treated as a linear 

transformation of temperature which is the better results of the earlier paper [9].Various 

weather forecasting methods like the weather forecaster [10], the temperature forecaster 

[11]are helping to progress the work on the weather forecasting sector.  

 

1.2.2 Selection of Weather Variables 
 

In paper [12]reviewed the electricity demand and weather data from a utility company 

in Midwest, U.S. Using support vector regression method, the short term multi region 

load has been predicted. For such proposal the weather variables were taken into 

account. The recommended technique helped to identify the leading region with the 

existing weather conditions based on the load which produced the best results of the 

area. The mathematical results achieved for various area division techniques confirm 

the proposed multi region forecasting system's efficacy. 
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In [13] the variables are categorized as weather sensitive and non-weather sensitive 

variables. In the paper a new developed rule is used for obtaining the short-term load 

forecast. The created method was tailored for load forecasting for the next day and week. 

Before formulating the rules, several concerns connected to the dependence of 

meteorological factors, seasonal fluctuations, and distinct day type characteristics were 

extensively investigated. The mechanism of the updating rules is also discussed which 

is a self-learning process. Comparison of different method has been done seeing the 

accuracy of the load forecasting results using the weather information of both accurate 

and predicted. The obtained results were of monthly average load forecasting which 

ranging the error between 2.97% and 10.77% for the week ahead whereas for the day 

it was the average seasonal errors obtained in the range of 1.03% and 7.53%.  

 

1.2.3 Selection of calendar variable: 
 

Most of the researcher are not fond of the information extracted from the calendar. In 

most of the paper the effect of holiday is not considered and also the effect of month of 

the year was not considered [8], [9], [11] 

Many papers do, in fact, take into account the influence of the calendar info on the 

STLF. In the paper [14], the authors reviewed the seasonal variation of everyday 

electric load. To extract seasonal subsets from the historical record, it follows a standard 

classification approach using hourly temperature readings. The statistical techniques 

help to develop a response function fitting to each season. The established functional 

models are used by the power management with the model library.  

 

1.2.4 Deep Learning Models for Forecasting 
  

Ge Zhang, Xiaoqing Bai, and Yuxuan Wang in [15] implemented a CNN-Seq2Seq 

model for short-time multi-energy load forecasting. In this paper, CNN is mainly used 

to extract features of the input dataset. An enhanced CNN with Seq2Seq model is used 

to extract time-series components of the dataset. As the paper focused more on multi-

energy load forecasting, more importance is given to the coupling relationship. An 

attention mechanism is also placed to gain helpful information by calculating the weight 

matrix, which in return gives a more accurate prediction. 

 

In a paper by Shengtao He, Canbing Li, Xubin Liu, Xinyu Chen, Mohammad 

Shahidehpour, Tao Chen, Bin Zhou, and Qiuwei Wu [16]  a per-unit curve rotated 

decoupling (PCRD) method is proposed for day-ahead load forecasting with CNN-TCN 

framework to overcome the shortcomings of the per-unit curve static decoupling 

(PCSD) method. CNN is used here to extract the shape feature of the load curve. The 

temporal features and average loads are extracted by TCN. This method shows higher 

accuracy and stability in predicting day-ahead load forecasting. 
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A novel Evolutionary-based CNN Model for intelligent load forecasting is proposed by 

Seyed Mohammad Jafar Jalali, Sajad Ahmadian, Abbas Khosravi, Miadreza Shafie-

khah, Saeid Nahavandi, and Joao P.S. Catalao in [17] .In this paper, a deep 

neuroevolution algorithm is used to automatically design the CNN structures using a 

novel modified evolutionary algorithm called enhanced grey wolf optimizer (EGWO). 

The difference between typical CNN models and the proposed network is that the 

architecture of CNN and its hyperparameters are optimized by the EGWO algorithm 

for enhancing its load forecasting accuracy. 

 

A hybrid residual dilated LSTM and exponential smoothing model for midterm electric 

load forecasting is proposed by Grzegorz Dudek, Paweł Pełka, and Slawek Smyl in 

[18]. In this research, a novel deep learning model comprised of exponential smoothing 

(ETS), advanced long short-term memory (LSTM), and ensembling is used to predict 

a time series for 35 European countries monthly electricity demand successfully. Here 

the LSTM is equipped with dilated recurrent skip connections and a spatial shortcut 

path from lower layers which ensured efficient training. 

 

Mehak Khan, Hongzhi Wang, Adnan Riaz,Aya Elfatyany and Sajida Karim proposed 

a bidirectional LSTM-RNN-based hybrid deep learning frameworks for univariate time 

series classification in [19]. In this paper state-of-the-art techniques, bidirectional long 

short-term memory (BiLSTM), fully convolutional network, and attention mechanism 

is used to develop a deep learning model. This proposed ABiLSTM-FCN hybrid deep 

learning architecture is then used to validate the performance on 85 datasets from the 

University of California Riverside (UCR) univariate time series archive which yielded 

satisfactory result. 
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Chapter 2  

 

BACKGROUND THEORY 

 

2.1 Time Series  
 

A time series is a sequence of data points indexed in time order.  A time series is most 

frequently defined as a succession of dates taken at evenly spaced moments in time. It 

is a series of discrete-time data [20]. 

Time series are utilized in statistics, signal processing, pattern recognition, weather 

forecasting, earthquake prediction, control engineering, communications engineering, 

and, in general, any applied scientific and engineering subject that incorporates 

temporal data. Data from time series have a natural temporal ordering. This 

distinguishes time series analysis from cross-sectional investigations, in which the 

observations are not naturally ordered. Time series analysis differs from spatial data 

analysis in that the observations are usually related to geographic locations [21]. 

Methods for evaluating time series data in order to derive relevant statistics and other 

data features are included in time series analysis. The employment of current and future 

values estimation based on past observed values is known as time series forecasting. A 

stochastic model for a time series will represent the fact that data near together in time 

are more tightly connected than observations further away. Furthermore, time series 

models frequently make use of time's intrinsic one-way ordering, such that values for a 

particular period are depicted as originating in some way from past values rather than 

future values[22] 

Time series datasets can be classified as stationary and non-stationary based on trend 

and seasonality. 

2.1.1 Stationary  
 

A stationary process is a stochastic process in which the unconditional joint probability 

distribution does not change as time passes[23], [24]. This indicates that a stationary 

process's distribution would appear the same at various points in time. As a result, a 

stationary process's parameters, such as mean and variance, remain constant across 

time. If a time series shows stationarity, it is classified as a stationary time series[25] 



7 
 

 

Figure 2.1: Stationary Time Series 

A time series whose statistical features, such as mean and variance, stay constant across 

time is known as stationary time series. This means a stationary time series is one whose 

statistical features are independent of the time point at which it is examined. The 

variance of a stationary time series is constant, and it always returns to the long-run 

mean. Stationary time series do not have trends or seasonality[26] 

It is easier to model a time series when it is stationary. Therefore, statistical modeling 

approaches are based on the assumption that the time series is stationary[25] 

2.1.2 Non-Stationary  
 

A non-stationary time series is one in which the statistical characteristics fluctuate with 

time. A time series containing a trend or seasonality is therefore non-stationary. This is 

due to the fact that the presence of trend or seasonality affects the mean, variance, and 

other statistical features at any given period. A non-stationary time series' statistical 

features are a function of the time at which it is observed[27]. 

In non-stationary time series, summary statistics such as the mean and variance 

fluctuate with time, causing a drift in the characteristics that a traditional 

statistical modeling method may attempt to capture. To prevent this, classical time 

series analysis and forecasting approaches are focused on making non-stationary time 

series data stationary by finding and eliminating trends and stationary effects[25]. 
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Figure 2.2: Non-Stationary Time Series 

One of the most used tests for stationarity is the Augmented Dickey-Fuller test. The 

Kwiatkowski-Phillips-Schmidt-Shin test is another widely used stationarity test. It is 

critical to highlight that the meaning of KPSS is diametrically opposed to that of the 

ADF test, and so these tests cannot be employed interchangeably[26], [28]. 

2.2 Trend  

 

A trend is a data pattern that depicts the progression of a series to substantially higher 

or lower values over time. A trend is seen when the slope of a time series increases or 

decreases. A trend typically lasts for a short period of time before dissipating; it does 

not reoccur. By raising or lowering the level, a trend causes a time series to become 

non-stationary. This causes the mean value of the time series to change over time[29]. 

If a time Series Analysis reveals a general upward pattern, it is referred to be an uptrend; 

if it reveals a general downward pattern, it is referred to as a downtrend[29] 

The Mann-Kendall Test or M-K test can be used to detect if a time series is trending 

higher or downward monotonically. It is a non-parametric test; therefore, it can be 

applied to any distribution. As a result, to run this test, the time series does not have to 

satisfy the normality condition, but the data should be devoid of serial correlation[30] 

.This test does not work if the dataset had alternative upward and downward trends. So, 

if the dataset consists of seasonality, instead of the M-K test, the Seasonal Kendall test 

shortly, SK test is used. SK test is a broader version of the M-K test where for each 

season, a different M-K test is run and compared separately. This test nullifies the effect 

of seasonality in trend determination[31]. 
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Different types of differencing methods can be used to remove trends from a time 

series[25]. 

2.2.1 Linear trend  
 

A linear trend is characterized by a consistent drop or increase in numbers over time. 

This information shows a straight line angled diagonally upward or downward on a 

graph. So, the linear trend might be either up or down. Linear trend is generally easy to 

deal with. First order differncing is generally enough to remove this type of trend[32]. 

2.2.2 Non-linear trend  
 

A non-linear trend is characterized by a inconsistent drop or increase in numbers over 

time. A nonlinear trend is demonstrated by data that increases or decreases by 

increasing or decreasing amounts at each subsequent time period. Logarithmic 

transformation can be used to make non-linear time series that increase or decrease by 

an equal percentage at each consecutive time period linear. Non-linear trend can be 

classified as exponential trend and damped trend[32]. 

In the case of exponential trend, plotting the time series results in non-linear curving 

lines where the data rises or falls at a faster pace than at a constant rate. If the trend is 

upward, instead of a straight line going diagonally up or down, the graph will display a 

curved line with the last point in later periods being higher than the initial period. And 

in case of downward exponential trend, the graph will display curved line where the 

last point in later times is lower than the earlier time points[33]. 

In a damped trend, the data points will initially increase or decrease at a step rate. After 

a certain point, the trend stops rising or falling and almost becomes a straight line 

parallel to the x-axis[33]. 
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2.3 Seasonality 
 

In time series, seasonality is a phenomenon where the data undergoes regular and 

predictable changes at regular periods smaller than a year[34]. Any predictable 

fluctuation or pattern that recurs or repeats over a period of time that does not extend 

beyond a one-year period is said to be seasonal[35].Seasonality can recur on a weekly, 

monthly, or quarterly basis. Seasonality is produced by a variety of causes, including 

weather, vacation, and holidays, and it consists of periodic, repeating, and typically 

regular and predictable patterns in time series levels[36]. 

Seasonal fluctuation is studied for a variety of reasons. The seasonal effect explanation 

offers a better understanding of the component's influence on a particular time series. 

After establishing the seasonal pattern, strategies for removing it from the time series 

can be adopted in order to analyze the influence of other components such as cyclical 

and irregular fluctuations. This process of removing the seasonal influence is known as 

de-seasonalizing or seasonal adjustment of data[37]. 

There are many graphical techniques that can be used to detect seasonality. Run 

sequence plot, seasonal plot, seasonal subseries plot, multiple box plots, autocorrelation 

plot, spectral plot are the most used techniques to detect seasonality[38].  

Seasonal variance is quantified using an indicator known as a seasonal index. It is an 

average that may be used to compare an actual observation to what it might be if 

seasonal fluctuation did not exist. Method of simple averages, ratio to trend method, 

ratio-to-moving-average method, and link relative method is used to measure seasonal 

variations of a time series data[34]. 

2.4 Noise 
 

Noise is defined as random variations in a time series' regular pattern. There are two 

forms of noise in time series: white noise and red noise[39]. 

If the variables are independent and identically distributed with a mean of zero, the time 

series is called white noise. This indicates that all variables have the same variance and 

that each value in the series has a zero correlation with all other data in the series. The 

series is known as Gaussian white noise if the variables in it are derived from a Gaussian 

distribution[40].  

Fisher's test is used to check for white noise. Fisher's test determines if a sequence is 

white noise or not. If the Fisher's test result is less than 0.5, the sequence is deemed 

noise-free[39]. 

If a time series has a zero mean, constant variance, and serial correlation in time, it is a 

red noise sequence. The power spectrum of red noise is skewed toward low 

frequencies[41]. 
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2.5 Auto Correlation Function 
 

The autocorrelation function (ACF) describes how data points in a time series are 

connected to each other on average[42]. In other words, it assesses the signal's self-

similarity over multiple delay durations. As a result, the ACF is a function of the delay 

or lag, which defines the time shift into the past used to evaluate the similarity of data 

points[43]. 

 

Figure 2.3: ACF Plot 

Autocorrelation analysis is a mathematical method for detecting recurring patterns, 

such as the presence of a periodic signal disguised by noise, or determining the missing 

fundamental frequency in a signal inferred by its harmonic frequencies[43]. 

Specific types of autocorrelation processes include unit root processes, trend-stationary 

processes, autoregressive processes, and moving average processes[43]. 

 

2.6 Partial Autocorrelation Function  
 

A partial autocorrelation is a description of the relationship between an observation in 

a time series and observations at previous time steps that excludes the associations of 

intervening observations. A plot of the partial autocorrelation of a time series by lag is 

called the partial autocorrelation function, or the acronym ACF. This plot is sometimes 

called a partial correlogram or a partial autocorrelation plot[44]. 

The autocorrelation between an observation and an observation from a previous time 

step includes both direct and indirect correlations. These indirect correlations are a 
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linear function of the correlation between data at different time stages. The partial 

autocorrelation function aims to eliminate these indirect connections. This is the 

reasoning for partial autocorrelation[44]. 

 

Figure 2.4: PACF Plot 

 

This function is used in data analysis to determine the magnitude of the lag in an 

autoregressive model. The usage of this function was introduced as part of the Box–

Jenkins technique to time series modeling, in which charting the partial autocorrelative 

functions allowed one to estimate the proper lags p in an AR (p) model or an extended 

ARIMA (p,d,q) model[45]. 

 

2.7 Statistical Methods 
 

2.7.1 Auto regressive 
 

An autoregressive (AR) model is a representation of a type of random process in 

statistics, econometrics, and signal processing; as such, it is used to explain certain 

time-varying processes in nature, economics, and so on. The autoregressive model 

specifies that the output variable is linearly dependent on its own previous values as 

well as a stochastic term; thus, the model takes the form of a stochastic difference 

equation[46]. 
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A complete Auto Regressive (AR alone) model is one in which 𝑌𝑡 is solely 

determined by its own lags. 

 

𝑌𝑡 = 𝛼 + 𝛽1𝑌𝑡−1 + 𝛽2𝑌𝑡−2+. . +𝛽𝑝𝑌𝑡−𝑝 +∈1 

Here, 

𝛼 = 𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 𝑇𝑒𝑟𝑚 

𝑌𝑡−1 = 𝐿𝑎𝑔1 𝑜𝑓 𝑡ℎ𝑒 𝑆𝑒𝑟𝑖𝑒𝑠 

𝛽1 = 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝐿𝑎𝑔1 

 

An AR model forecasts future behavior based on historical data. When there is some 

connection between values in a time series and the values that before and succeed them, 

it is utilized for predicting. The procedure is essentially a linear regression of the current 

series' data against one or more previous values in the same series[47]. 

2.7.2 Auto regressive moving average 
 

Autoregressive–moving-average (ARMA) models in time series statistical analysis 

provide a concise description of a stationary stochastic process in terms of two 

polynomials, one for the autoregression (AR) and the other for the moving average 

(MA)[48]. The generic ARMA model first described in Peter Whittle's 1951 thesis, 

Hypothesis testing in time series analysis[49], and it was popularized in George E. P. 

Box and Gwilym Jenkins' 1970 book[50]. 

Similarly, a simple Moving Average (MA alone) model is one in which 𝑌𝑡  is 

determined only by the delayed prediction error. 
 

Yt = α +∈t+ ∅1 ∈t−1+ ∅2 ∈t−2 +. . +∅p ∈t−q 

Here, 
α = Intercept Term 
∈t= Error of AR models of respective lags 
 

The ARMA model is a technique for analyzing and forecasting future values in a time 

series. The AR component entails regressing the variable on its own lag values. The 

MA portion entails modeling the error term as a linear combination of error terms that 

occur concurrently and at different moments in the past. The model is often known as 

the ARMA(p,q) model, where p denotes the order of the AR portion and q denotes the 

order of the MA part. The Box–Jenkins technique can be used to estimate ARMA 

models. For low-order polynomials (of degree three or less), this technique was 

beneficial[51]. The ARMA model is just a white noise infinite impulse response filter 

with some additional interpretation attached to it[48]. 
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2.7.3 Auto Regressive Integrated Moving Average 
 

An autoregressive integrated moving average (ARIMA) model in time series analysis 

is a generalized version of an ARMA model[52]. In some circumstances, wherein data 

exhibit signs of non-stationarity in the context of mean, an introductory differencing 

stage can be performed one or more times to eradicate the mean function's non-

stationarity. ARIMA can be used in time series where it has shown non stationarity in 

the mean but cannot be used if the variance or autocovariance is different[53].  

The AR component of ARIMA denotes that the developing variable is regressed within 

its lag values. The MA component implies that the regression error is a linear 

combination of error terms whose contents happened simultaneously and at different 

periods in the past[53]. The I stand for "integrated." It denotes that perhaps the values 

have already been substituted with the gap across their current and former values. This 

differencing procedure may have been repeated several times. Each of these 

characteristics exists to make the model suit the data as closely as feasible. 

Yt = α + β1Yt−1 + β2Yt−2+. . +βpYt−p ∈1+ ∅1 ∈t−1+ ∅2 ∈t−2 +. . +∅p ∈t−q 

 

 

Yt = Predicted Value 

β1Yt−1 + β2Yt−2+. . +βpYt−p ∈1= Linear Combinaion Lags of Y(Upto p Lags) 

∅1 ∈t−1+ ∅2 ∈t−2 +. . +∅p ∈t−q= Linear Combination of Lagged Forecast 

 Errors (Upto q lags) 

 

Non-seasonal ARIMA models are commonly denoted as ARIMA(p,d,q), where p is the 

degree of the autoregressive model, d is the order of differencing, and q is the degree of 

the moving average model. Seasonal ARIMA models are commonly designated as 

ARIMA(p,d,q)(P, D, Q)m. Here m is the number of seasons, and the uppercase P, D, 

and Q are the autoregressive, differencing, and moving average components for the 

seasonal element of the ARIMA model[54]. 

2.8 Machine learning  
 

Machine learning (ML) is the study of computer systems that can improve themselves 

automatically based on experience and data[55], [56].It is a subfield of artificial 

intelligence that is predicated on the premise that systems can learn from data, spot 

patterns, and make choices with little or no human interaction[57]. 
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2.8.1 Linear Regression 
 

Linear regression is a statistical method for modeling the connection between a scalar 

response and one or more explanatory factors[58]. Simple linear regression is used 

when there is only one explanatory variable; multiple linear regression is used when 

there is more than one[59].This phrase differs from multivariate linear regression, 

predicting several correlated dependent variables rather than a single scalar 

variable[60]. 

Relationships are modeled using linear predictor functions whose unknown model 

parameters are derived from data in linear regression. These are known as linear 

models[61].The conditional mean of the answer given the values of the explanatory 

factors is most usually believed to be an affine function of those values; less typically, 

the conditional median or another quantile is employed. Like other kinds of regression 

analysis, Linear regression concentrates on the conditional probability distribution of 

the answer given the predictor values rather than the joint probability distribution of all 

of these variables, which is the realm of multivariate analysis. 

Linear regression models are frequently fitted using the least squares method. However, 

they may also be fitted using alternative methods, such as minimizing the "lack of fit" 

in some other norm, or minimizing a penalized version of the least squares cost 

function, as in ridge regression and lasso. In contrast, the least squares method may be 

used to fit models that are not linear. As a result, while the phrases "least squares" and 

"linear model" are related, they are not synonymous[58]. 

𝑦 = 𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 + 𝑏3𝑥3. . . . . . . +𝑏𝑛𝑥𝑛 

Here, y is the dependent variable,  

b1, b2, b3……, bn are coefficients of the independent variables, 

b0 is the intercept. 

Learning a linear regression model entails guessing the values of the coefficients used 

in the representation based on the given data[62]. 

There are many techniques to prepare a linear regression model. The most common 

methods are Simple Linear Regression, Ordinary Least Squares, Gradient Descent, and 

Regularization.  

2.8.1.1 Simple Linear Regression 

 

Statistics may estimate simple linear regression coefficients with a single input. This 

necessitates calculating statistical features such as means, standard deviations, 

correlations, and covariance from the data. To traverse and calculate statistics, all of the 

data must be available. In practice, this strategy is ineffective. 
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2.8.1.2 Ordinary Least Squares 

 

When there are several inputs, Ordinary Least Squares can be utilized to estimate the 

coefficient values. The sum of the squared residuals is minimized using the Ordinary 

Least Squares approach. This implies that, given a regression line across the data, the 

distance from each data point to the regression line is computed, squared, and the sum 

of all squared errors is added. Ordinary least squares aim to reduce this amount. 

This method analyzes the data as a matrix and uses linear algebra operations to estimate 

the best coefficient values. It means that all data must be available, and enough memory 

must be available to accommodate the data and conduct matrix operations. It is rare to 

use the Ordinary Least Squares approach except as a linear algebra exercise. It is more 

probable that a technique from a linear algebra library will be called. This approach is 

incredibly quick to compute[63]. 

2.8.1.3 Gradient Descent  

 

When one or more inputs may be utilized to optimize the coefficient values by 

iteratively reducing the model's error on the training data, the procedure is called 

Gradient Descent, which begins with random values for each coefficient. The total 

squared errors are computed for each pair of input and output values. As a scale factor, 

a learning rate is utilized, and the coefficients are updated in the direction of error 

minimization. The procedure is continued until either a minimum sum squared error is 

reached or no more improvement is achievable. 

When employing this approach, a learning rate (alpha) parameter that specifies the 

amount of the improvement step to take on each iteration of the operation must be 

chosen. Gradient descent is frequently taught using a linear regression model since it is 

simple to grasp. It is beneficial in practice when there is a huge dataset, either in terms 

of the number of rows or the number of columns, that may not fit into memory[64]. 

2.8.1.4 Regularization   

 

Regularization methods are additions to the training of the linear model. These strive 

to minimize both the model's sum of squared errors on the training data (using ordinary 

least squares) and the model's complexity (like the number or absolute size of the sum 

of all coefficients in the model). 
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Lasso Regression and Ridge Regression are two well-known regularization strategies 

for linear regression. 

• Lasso Regression: Where the Ordinary Least Squares method is 

modified to minimize the absolute sum of the coefficients (called L1 

regularization)[65]. 

• Ridge Regression: Where Ordinary Least Squares is adjusted to 

minimize the coefficients' squared absolute sum (called L2 

regularization)[66]. 

These approaches are helpful when there is collinearity in the input values and ordinary 

least squares will overfit the training data. 

2.8.2 Decision Trees 
 

Decision Trees are a kind of Supervised Machine Learning in which data is constantly 

separated based on a certain parameter. Two entities may explain the tree: decision 

nodes and leaves. The decisions or consequences are represented by the leaves. And the 

data is separated at the decision nodes[67]. The objective is to build a model that 

predicts the value of a target variable using basic decision rules derived from data 

attributes. A tree is an example of a piecewise constant approximation. 

There are two main types of Decision Trees: Classification trees (Yes/No types) and 

Regression trees (Continuous data types)[67]. 

 

 

Figure 2.5: Decision Tree 
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2.8.2.1 Classification trees  

 

Tree models where the target variable can take a discrete set of values are called 

classification trees. 

2.8.2.2 Regression trees  

 

Decision trees where the target variable can take continuous values (typically real 

numbers) are called regression trees. 

Data preparation is minimal for DT. Other procedures frequently need data 

standardization, the creation of dummy variables, and the removal of blank values. This 

module, however, does not allow missing values. It can work with both numerical and 

categorical data. Other strategies are often limited to examining datasets with a single 

variable type[68]. 

Decision tree learners might produce too complicated trees that do not generalize well 

to new data. This is known as overfitting. To prevent this problem, mechanisms like 

pruning, limiting the number of samples required at a leaf node, and limiting the tree's 

depth are required[69]. 

2.8.3 Support Vector Regression 
 

SVR (Support Vector Regression) is a supervised learning approach for predicting 

discrete variables. SVR operates on the same premise as support vector machines 

(SVM). SVR's primary concept is to identify the optimum fit line. The best fit line in 

SVR is the hyperplane with the most significant number of points[70].  

The primary goal of regression-based machine learning algorithms is to anticipate the 

predictand using a mapping function. This mapping function is represented by 

providing a collection of characteristics and predictand data known as the training data 

set. SVR is utilized in a variety of applications, including image processing, remote 

sensing, and blockchain. It has excellent generalization ability as well as good 

precision. Furthermore, the computational complexity is independent of the input 

feature data set[71], [72] 

Unlike other Regression models, which seek to minimize the difference between the 

actual and projected values, the SVR seeks to fit the best line within a specific range. 

The distance between the hyperplane and the boundary line is the threshold value. The 

fit time complexity of SVR is more than quadratic with the number of samples, making 

it difficult to scale to datasets with more than a few tens of thousands of samples[70]. 

Linear SVR or SGD Regressor is used for big datasets. Linear SVR is quicker than 

SVR but takes into account the linear kernel. Because the cost function skips sample 

whose prediction is near their goal, the model built by Support Vector Regression is 

only dependent on a fraction of the training data[73]. 
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Due to enhanced optimization tactics for a large range of variables, SVR outperforms 

other algorithms such as Linear Regression, KNN, and Elastic Net in performance 

prediction. Furthermore, it is adaptable in dealing with geometry, transmission, data 

generalization, and kernel-specific functionality. This extra functionality improves the 

model's prediction capability by taking feature quality into account[71], [72]. 

 

Figure 2.6: SVM Structure 

Because the SVR technique is susceptible to interference in the training data, the 

training samples impact the SVR model's fitting performance. Furthermore, SVR is 

beneficial in addressing high-dimensional feature regression problems and performs 

well if the feature metrics are bigger than the sample size. 

2.8.4 K-Nearest Neighbors 
 

K-nearest neighbors (KNN) is a supervised learning technique that may be used for 

regression and classification. By computing the distance between the test data and all 

of the training points, KNN attempts to predict the proper class for the test data. Then 

choose the K number of points that are closest to the test data. The KNN method 

analyzes the likelihood of test data belonging to the classes of 'K' training data, and the 

class with the highest probability is chosen. The value in the case of regression is the 

mean of the 'K' chosen training points[74]. 

The outcome of KNN classification is a class membership. A plurality vote of its 

neighbors classifies an item, with the object allocated to the class most prevalent among 

its K nearest neighbors (K is a positive integer, typically small). If K = 1, the item is 

simply assigned to the class of the object's single nearest neighbor[75]. 
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The result of KNN regression is the object's property value. This number is the mean 

of the values of the K closest neighbors[75]. 

KNN is a classification method in which the function is only approximated locally and 

all computation is postponed until the function is evaluated. Because this method 

depends on distance for classification, normalizing the training data can significantly 

increase its performance if the features reflect various physical units or arrive at wildly 

different sizes[76], [77]. 

A effective strategy for both classification and regression is to apply weights to the 

contributions of the neighbors, such that the closer neighbors contribute more to the 

average than the further ones. 

The neighbors are chosen from a set of objects whose class or attribute value is known. 

This may be considered of as the algorithm's training set, but no explicit training is 

necessary. The KNN technique is unique in that it is sensitive to the local structure of 

the data[75]. 

K is a user-defined constant in the classification phase, and an unlabeled vector is 

categorized by assigning the label that is most common among the K training samples 

closest to that query point. 

Euclidean distance is a popular distance measure for continuous variables. Another 

measure, such as the overlap metric, can be used for discrete variables, such as text 

categorization. In the context of gene expression microarray data, for example, KNN 

has been used as a metric in conjunction with correlation coefficients such as Pearson 

and Spearman[78].When the distance metric is learnt using specific methods such as 

Large Margin Nearest Neighbor analysis, the classification accuracy of KNN may often 

be greatly improved. 

When the class distribution is skewed, the fundamental "majority voting" categorization 

has a disadvantage. That is, because they are prevalent among the K nearest neighbors, 

instances of a more frequent class tend to dominate the forecast of the new example. 

One solution is to weight the categorization, taking into consideration the distance 

between the test location and each of its K nearest neighbors[79]. 

2.8.5 Boosting 
 

Boosting is an ensemble modeling strategy that seeks to construct a strong classifier 

from a collection of weak classifiers[80]. It is accomplished by developing a model in 

series utilizing weak models[81], [82]. First, a model is constructed using the training 

data. The second model is then constructed in an attempt to address the faults in the 

previous model. This approach is repeated until either the whole training data set is 

properly predicted or the maximum number of models are added[83]. 

XGBoost and LGBoost are the most common boosting algorithm. 
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2.8.5.1 XGBoost  

 

XGBoost stands for Extreme Gradient Boosting. XGBoost is a gradient-boosted 

decision tree solution optimized for speed and performance[84].  

The XGBoost library implements the gradient boosting decision tree algorithm. This 

algorithm is also known as gradient boosting, multiple additive regression trees, 

stochastic gradient boosting or gradient boosting machines[85]. 

 

 

Figure 2.7: Extreme Gradient Boosting 

Gradient boosting is a method in which new models are developed that forecast the 

residuals or mistakes of previous models, which are then combined to form the final 

prediction. Gradient boosting is so named because it employs a gradient descent 

approach to minimize loss when adding new models. This method is applicable to both 

regression and classification predictive modeling issues[85]. 

2.8.5.2 LGBoost  

 

LGBoost(Light Gradient Boosting) is a gradient boosting framework based on decision 

trees to increases the efficiency of the model and reduces memory usage[86]. 

It uses two novel techniques: Gradient-based One Side Sampling and Exclusive Feature 

Bundling (EFB) which fulfills the limitations of histogram-based algorithm that is 

primarily used in all GBDT (Gradient Boosting Decision Tree) frameworks[86]. 

LGB is quick in model training and uses little memory[87]. 
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2.8.6 Bagging  
 

Bagging is a technique for reducing prediction variance by producing additional data 

for training from a dataset utilizing combinations with repeats to generate multi-sets of 

the original data[88]. 

When the aim is to decrease the variance of a decision tree classifier, bagging is utilized. 

The goal here is to generate various subsets of data from a training sample selected at 

random using replacement. Each subset of data is utilized to train their decision trees. 

As a consequence, we have an ensemble of many models. It is more resilient than a 

single decision tree classifier to utilize the average of all predictions from different 

trees[89]. 

Most commonly used bagging algorithm is Random Forest Algorithm.  

Random forest is a Supervised Machine Learning Algorithm commonly used in 

classification and regression issues. It constructs decision trees from several samples 

and uses their majority vote for classification and average for regression[90]. 

One of the most essential characteristics of the Random Forest Algorithm is that it can 

handle data sets with both continuous and categorical variables, as in regression and 

classification. It outperforms other algorithms in categorization tasks[90].  

2.9 Deep learning  
 

Deep Learning is a branch of machine learning dealing with artificial neural networks 

that are inspired by the structure and function of the brain[91]. It belongs to a larger 

family of machine learning approaches that combine artificial neural networks and 

representation learning[92].Deep learning can be supervised, semi-supervised, or 

unsupervised[93]. 

DL systems assist a computer model in filtering incoming data through layers in order 

to forecast and categorize information. Deep Learning processes information in the 

same way that the human brain does. It is utilized in technologies like as driverless 

automobiles[94].Convolutional Neural Networks (CNN), and Recurrent Neural 

Networks (RNN) are two types of DL network architectures. 
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2.9.1 Convolutional Neural Network 
 

Convolutional neural networks (CNN) are a form of artificial neural network that uses 

the mathematical operation convolution instead of ordinary matrix multiplication in at 

least one of its layers[95], [96]. CNN is also known as Shift Invariant or Space Invariant 

Artificial Neural Networks (SIANN)[97].They are employed in image recognition and 

processing and are especially built to handle pixel data. 

CNNs are multilayer perceptrons that have been regularized. Multilayer perceptrons are 

typically completely connected networks, in which each neuron in one layer is linked 

to all neurons in the following layer. Because of their "complete connectedness," these 

networks are prone to data overfitting. Regularization, or preventing overfitting, is 

commonly accomplished by punishing parameters during training or reducing 

connectivity CNNs tackle regularization differently: they use the hierarchical pattern in 

data to construct patterns of increasing complexity utilizing smaller and simpler 

patterns imprinted in their filters. As a result, CNNs are at the lowest end of the 

connectivity and complexity spectrum[98]. 

When compared to other image classification methods, CNNs require very minimal 

pre-processing. This implies that, in contrast to traditional methods, the network learns 

to improve the filters (or kernels) through automatic learning. This freedom from past 

information and human interference in feature extraction is a significant benefit[98]. 

An input layer, hidden layers, and an output layer comprise a convolutional neural 

network. Any intermediary layers in a feed-forward neural network are referred to be 

hidden because their inputs and outputs are veiled by the activation function and final 

convolution. The hidden layers of a convolutional neural network include convolutional 

layers. Typically, this comprises a layer that does a dot product of the convolution 

kernel and the input matrix of the layer. This is often the Frobenius inner product, and 

its activation function is typically ReLU. The convolution procedure creates a feature 

map as the convolution kernel slides along the input matrix for the layer, which then 

contributes to the input of the following layer. Other layers such as pooling layers, fully 

linked layers, and normalizing layers follow[98]. 

In a CNN, the input is a tensor with a shape: (number of inputs) x (input height) x (input 

width) x (input channels). The picture is abstracted to a feature map, also known as an 

activation map, after passing through a convolutional layer. Then the shape become 

(number of inputs) x (feature map height) x (feature map width) x (feature map 

channels)[98]. 

Convolutional layers combine input and send the output to the next layer. This is 

analogous to a neuron's reaction to a specific stimulus in the visual cortex.[9] Each 

convolutional neuron only processes information for its own receptive field. Although 

fully linked feedforward neural networks may be used to learn features and categorize 

data, they are often impracticable for bigger inputs such as high-resolution photos. Due 

to the vast input size of pictures, where each pixel is an important input characteristic, 
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it would require a relatively high number of neurons, even in a shallow architecture. 

Using regularized weights across fewer parameters eliminates the vanishing gradients 

and expanding gradients difficulties encountered in classic neural networks during 

backpropagation[99], [100].Furthermore, because spatial interactions between 

individual features are taken into consideration during convolution and/or pooling, 

convolutional neural networks are appropriate for data having a grid-like architecture. 

Along with standard convolutional layers, convolutional networks may add local or 

global pooling layers. By merging the outputs of neuron clusters at one layer into a 

single neuron in the following layer, pooling layers minimize the dimensionality of 

data[101], [102].Pooling may be divided into two types: maximum and average. The 

maximum value of each local cluster of neurons in the feature map is used in max 

pooling, whereas the average value is used in average pooling[103]. 

Every neuron in one layer is connected to every neuron in the next layer via fully 

connected layers. It functions similarly to a standard multilayer perceptron neural 

network (MLP). To identify the photos, the flattened matrix is passed through a fully 

linked layer[98]. 

Each neuron in a neural network receives input from a number of sites in the preceding 

layer. Each neuron in a convolutional layer gets information from just a small portion 

of the preceding layer, known as the neuron's receptive field. The area is typically 

square. Of contrast, the receptive field in a completely linked layer is the whole prior 

layer. As a result, each neuron in each convolutional layer accepts information from a 

greater region in the input than prior levels. This is due to the convolution being applied 

repeatedly, which takes into account the value of a pixel as well as its surrounding 

pixels. When combining the impact of numerous layers, the number of pixels in the 

receptive field remains constant, but the field becomes increasingly sparsely filled as 

its dimensions rise[98]. 

Each neuron in a neural network generates an output value by applying a specified 

function to the input values received from the preceding layer's receptive field. A vector 

of weights and a bias decide the function that is applied to the input data. Iteratively 

modifying these biases and weights is what learning is all about[98]. 

Filters are vectors of weights and biases that reflect certain aspects of the input. CNNs 

are distinguished by the fact that several neurons can share the same filter. Because a 

single bias and a single vector of weights are utilized across all receptive fields that 

share that filter, the memory footprint is reduced, as opposed to each receptive field 

having its own bias and vector weighting[104]. 
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2.9.2 Recurrent Neural Network 
 

A recurrent neural network (RNN) is a type of artificial neural network in which 

connections between nodes create a graph along a temporal sequence. This enables it 

to display temporal dynamic behavior. RNNs, which are derived from feedforward 

neural networks, can handle variable length sequences of inputs using their internal 

state (memory)[105], [106].As a result, they may be used for tasks like unsegmented, 

linked handwriting recognition or speech recognition[107], [108].Recurrent neural 

networks are Turing complete in theory and may execute arbitrary algorithms to handle 

arbitrary sequences of inputs[109]. 

The phrase "recurrent neural network" refers to a kind of network with an infinite 

impulse response, whereas "convolutional neural network" refers to a type of network 

with a limited impulse response. Both types of networks display temporal 

dynamics[110].An infinite impulse recurrent network is a directed cyclic graph that 

cannot be unrolled and substituted with a strictly feedforward neural network, whereas 

a finite impulse recurrent network can be unrolled. 

Most commonly used recurrent neural networks are LSTM and GRU. 

2.9.2.1 LSTM : 

 

Long short-term memory (LSTM) is a deep learning system that overcomes the 

vanishing gradient problem[111].LSTM is typically supplemented by recurring gates 

known as "forget gates." LSTM keeps backpropagated mistakes from disappearing or 

exploding. 

Unlike traditional feedforward neural networks, LSTM has feedback connections. A 

recurrent neural network of this type may analyze not just single input points (such as 

photos), but also complete data sequences (such as speech or video)[112]. 

A cell, an input gate, an output gate, and a forget gate comprise a typical LSTM unit. 

The cell stores values for arbitrary time intervals, and the three gates control the flow 

of information into and out of the cell[113], [114]. 

At its most fundamental, the output of an LSTM at any given time is determined by 

three factors[111]. 

1. The current long-term memory of the network (cell state). 

2. The output at the previous point in time (previous hidden state). 

3. The input data at the current time step. 

LSTMs employ a number of 'gates' that regulate how information in a data sequence 

enters, is stored in, and exits the network. A typical LSTM contains three gates. 

1. Forget gate 

2. Input gate 

3. Output gate 
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Figure 2.8: LSTM Cell 

These gates function as filters and each have their own neural network[111]. 

The equations for the gates in LSTM are: 

 

The equations for the cell state and candidate cell state are : 

 

And the equation for final output of LSTM is : 
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Here : 

 = input gate 

 = forget gate 

 = output gate 

 = sigmoid function 

 = weight for the respective gate(x) neurons 

 = output of the previous LSTM block 

 = input at current time stamp 

 = biases for the respective gates(x) 

 = cell state at timestamp(t) 

 = candidate for cell state at timestamp(t) 

Because there might be delays of undetermined duration between critical occurrences 

in a time series, LSTM networks are well-suited to categorizing, processing, and 

generating predictions based on time series data. LSTMs were created to address the 

vanishing gradient problem that can occur when training regular RNNs. LSTM has an 

advantage over other RNNs in that it is relatively insensitive to gap length[115]. 

2.9.2.2 GRU  

 

A gated recurrent unit (GRU) is a type of recurrent neural network that uses connections 

across a series of nodes to accomplish machine learning tasks related to memory and 

grouping. GRUs help in the modification of neural network input weights to address 

the vanishing gradient problem, which is a common difficulty with recurrent neural 

networks[116]. The GRU is similar to an LSTM with a forget gate [117], but it has 

lower parameters since it misses an output gate[118]. So, it has two gates. 

1. Update gate 

2. Reset gate 

The update gate assists the model in determining how much earlier knowledge (from 

prior time steps) must be passed on to the future. This is extremely powerful since the 

model may choose to copy all of the information from the past, therefore eliminating 

the threat of the fading gradient problem[119]. 
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A reset gate determines how much prior data to discard. The reset gate is similar to the 

LSTM Forget gate in that it identifies irrelevant data and instructs the model to forget 

it and proceed without it[119]. 

The equations for the update gate and reset gate are: 

 

Here : 

 = reset gate 

 = update gate 

 = sigmoid function 

 = input at current time stamp 

 = output of the previous GRU  block 

 = weight for the respective gate(x) of input 

 = weight for the respective gate(x) of output 

 

 

 

Figure 2.9: GRU Cell 

GRU is superior to LSTM since it is easier to alter and does not require memory units. 

As a result, it is quicker than LSTM and provides results based on performance. 
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Chapter 3  

 

METHODOLOGY 

 

3.1 Data Collection 
 

The first and foremost objective of the procedure is to collect data. The raw data has 

been divided into three parts which are load demand data, weather data and date time, 

holiday data. To acquire better load forecasting output, the parts of the raw data has 

been merged together since forecasting requires the impact of the weather as well as 

holiday.  

 

The load demand data has been collected from Power Grid Company Bangladesh from 

the year 2015 to 2021. This is a univariate data which consists of missing values and 

outliers. These are later on preprocessed in order to have an accurate forecasting 

summary. The errors of the dataset are may be of any reasons, one of the reasons might 

be the data entry problem.  

 

The weather data has been selected from rp5 database. From there specific parameters 

were chosen which might improve the forecasting. The parameters which are used in 

case of the dataset are temperature, pressure, relative humidity, mean wind direction 

and special weather phenomena.  

 

From the literature review we understood the importance of the holiday in case of load 

forecasting. The holiday has been included in our dataset for the better output. The 

common festivals like Eid vacation, Puja vacation, Christmas, Pahela Baishak etc. were 

collected. Other than these fests, government holiday were also significant which are 

collected from the government calendar of the Bangladesh. 

 

3.2 Data Pre-Processing: 
 

As discussed in the raw data section, there were consists of some missing value and 

outliers. It needs to be corrected for the best results. 

 

3.2.1 Missing Value Imputation 
 

In the load demand data set, for the specific date there were some missing data which 

need correction. The imputation of the missing value was done taking the average of 

all the load demands of that missing day of the whole month. Suppose one of the Sunday 

of the month April got a missing data. We imputed that missing day by averaging the 
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demands of the whole month. From the Figure 3.1 the missing values are observed 

which are significant in number. The blue line denotes the demands in MW unit and 

the red line denotes the missing value of the dataset from Jul 2015 to Oct 2021. 

 

 

 

Figure 3.1: Missing Values in Dataset 

  

 

3.2.2 Outliers 
 

An outlier is a value in a randomized sampling from a population that is significantly 

different from another values. In other ways, this approach refers to the researcher to 

determine what is abnormal. An outlier is a data point that is exceptionally high or 

significantly lower in comparison to the adjacent data point and the rest of the nearby 

surviving values in a dataset. 

 

In our dataset section of the load demand, as discussed there were some of the outliers. 

For example: one of the day the load demand in the database showing 80,000 MW but 

PGCB maximum demand that can be achieved is 14,000 MW. This type of wrong data 

entry results in formation of many outliers.  
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3.3 Exploratory Data Analysis 
 

 

 

Figure 3.2: Daily Average Demand of the Year 2015 

  

The average demand of the year 2015 is shown where there is low amount of demand 

in the month of October to December due to weather conditions which is winter in 

Bangladesh. In the month of May to June the demand is very high. 

 

 

 

Figure 3.3: Daily Average Demand of the Year 2016 

 

The average demand of the year 2016 is plotted where the demand is low in the month 

of November to December. In the month of May to June the demand is very high. There 

is significant change in the month of April which suddenly decreases. 
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Figure 3.4: Daily Average Demand of the Year 2017 

 

The average demand of the year 2017 is displayed here in which the demand in the late 

October is very low in MW whereas it is almost really high for the whole June month. 

 

The average demand of the year 2018 is seen in which it shows slowly increasing 

condition from the beginning of the year and recorded almost 10K MW in the month 

of September. Later at the end of the year the demand drops in a very rush manner. 

 

 

Figure 3.5: Daily Average Demand of the Year 2018 

 

Increasing from the beginning to the drop of demand in the May month describes the 

average demand of the year 2019 whereas the last part of the year the demand is not 

that much 
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Figure 3.6: Daily Average Demand of the Year 2019 

 

The beginning and the end of the year the average demand remain same for the year 

2020. For maximum part of the year due to corona the demand were in same amount.  

 

 

 

Figure 3.7: Daily Average Demand of the Year 2020 

 

It is the part of the year 2021 which for specific time of the month it remains constant 

due to the lockdown and it does not deviate much. 
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Figure 3.8: Daily Average Demand of the Year 2021 

 

 

Figure 3.9: Yearly Average Demand Bar Chart 

 

The average demand in MW for each of the year is displayed in Figure 3.9. Starting 

from the year 2015 the gradual increase of demand every year has been shown. There 

is an exception in the year of 2020 since the change is not that much visible to our eyes 

as it supposed to be. The change is really negligible and the reason behind it is the 

Corona disease outbreak which leads to the full lockdown of the whole country. Due to 

sudden opening after the lockdown and in some area partial lockdown in the year 2021 

the demand again increases at a very high rate. 
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3.3.1 Weather Data Merge 

 

Figure 3.10: Temperature Vs Average Demand (MW) Curve 

In winter we need less electrical appliances which leads us to the fact that the lowest 

the temperature the lowest the demand is. As observed from the Figure 3.10 when the 

temperature is at around 10-15 degree Celsius the load demand is very low, but with 

the increase of the temperature the average demands also increase at a high rate. The 

temperature change is seen significant at the temperature of 27-30 degree Celsius where 

the load demand is very high which is around 8.5k-9k MW.  

 

 

 

Figure 3.11: Heatmap of Average Demand of Each Hour of the Day 

The heatmap in Figure 3.11 of the average demand with respect to hour which shows 

that the maximum demand in every year is around at the evening to the night of the day. 

The demand in the daytime is not that much observed. 
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Figure 3.12: Heatmap of Average Demand of Each Month of the Year 

With respect to the month the heatmap shown in Figure 3.12 is observed which shows 

the highest demand in the time of June to September as this month are in the summer 

time of our country which results in high load demands. During the winter period like 

November to February the demand is not that much as the people use less electrical 

devices.  

 

3.4 Data Scaling  
 

The data has been scaled using standard scaling. The scaling feature columns to range 

about the mean 0 and the standard deviation is 1. The scaling of data in deep learning 

will help to make a model learn and better understanding the problem. Due to this, the 

training is faster and also help to prevent the optimization from getting stuck in local 

optima. 

 

 
 

Here 
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3.5 Data windowing 
 

 

Figure 3.13: Data Windowing 

 

The data has been framed before putting it into the convolutional layer. To forecast the 

demand for future time steps, current and previous 168 data samples with their 

associated attributes are used as 2D input. In the figure, the time steps are taken as input, 

with 12 features in each time step, and the output label is shown. 

 

3.6 Train test validation 
 

A model should not over-learn from training data and then perform poorly in production. 

There is a way for determining how effectively a model generalizes. To prevent 

overfitting and successfully assess a model, segregate the input data into training, 

validation, and testing subsets. 

 

The Train-Valid-Test split is a strategy for evaluating the performance of a model, 

whether it is for classification or regression. There must be a specified dataset that has 

been divided into three subgroups. 
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3.6.1 Training Set 
The data sample used to fit the model, which is the actual subset of the dataset utilized 

to train the model. The model watches, learns, and optimizes its parameters based on 

this data. In our approached model it is considered from the time of May 1,2015 to 

October 28,2020 which is about 85% of the datasets. 

 

3.6.2 Validation Set 
 

The validation set is a different collection of data from the training set that is used to 

validate the performance of our model during training. This validation method provides 

data that allows us to fine-tune the model's input variables and settings. Our proposed 

model got a validation set of about 7% which starts from the October 29,2020 to the 

month of April 12,2021. 

 

3.6.3 Testing Set 
 

The sample of data used to offer an unbiased evaluation of a final model fit on the 

training dataset. It is only utilized once the model has been thoroughly trained using the 

training and validation sets. As a result, the test set is used to simulate the sort of 

circumstance that would be experienced after the model is deployed for real-time use. 

The testing set for the model we proposed is 8% starting from day 13 of April, 2021. It 

ends in 25th October,2021 which helps to give us the predicted results. 

 

3.7 CNN Model 
 

In Figure 3.14, data windowing leads to give the merged data a shape of samples,168,12 

where 168 is the time steps and 12 is the corresponding feature vector of each time step 

which then follows the path to the convolutional layer with a filter size of 64. The max-

pooling layer mainly down sampled the feature set which then goes to the flatten layer 

which is used to make the feature set one dimensional. Dense layers are used for 

forecasting the output. First a hidden dense layer of size 8 is used with ReLU activation 

function. It has been used which helps not to activate all the neurons at the same time. 

As few of the neurons are triggered, thus in case of computational efficiency it is very 

good than the other activation functions. In case of output dense layer of size 1 with the 

activation function named linear to extract the predicted results.  

 

85% (1st May,2015 to 28th October,2020)Training Set

7% (29th October,2020 to 12th April,2021)Validation Set

8% (13th April,2021 to 25th October,2021)Testing Set
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Figure 3.14: Architecture of CNN Model 
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3.8 LSTM Model 
 
 

 

 

Figure 3.15: Architecture of LSTM Model 

From Figure 3.15, the combined data which is shape of samples,168,12 is reshaped into 

samples,1,2016 where 1 is the time steps and 2016 is feature set to feed into the first 

Bi-LSTM layer. First LSTM layer has 20 units with Tanh activation function which 

leads to second Bi-LSTM layer of units 20. The flatten layer is utilized to reduce the 

feature set to one dimension. Forecasting output is done using dense layers. A hidden 

dense layer of size 50 is utilized first, followed by the ReLU activation function. It has 
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been used to avoid activating all of the neurons at once. Because just a small number 

of neurons are activated, it has a higher computational efficiency than the other 

activation functions. In the case of an output dense layer of size 1 with the activation 

function linear, the expected results are extracted. 

 

3.9 GRU Model 
 

 

 

Figure 3.16: Architecture of GRU Model 

The aggregated data shown in Figure 3.16, which is in the shape of samples,168,12, is 

reshaped into samples,1,2016, where 1 represents the time steps and 2016 represents 
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the feature set to input into the first Bi-GRU layer. The first GRU layer comprises 20 

units with Tanh activation, which leads to the second Bi-GRU layer of 20 units. The 

flatten layer is used to condense the feature set to a single dimension. Dense layers are 

used to forecast production. The ReLU activation function is used initially, followed by 

a hidden dense layer of size 8. It has been used to prevent stimulating all neurons 

simultaneously. Because it only activates a limited number of neurons, it has a better 

computational efficiency than the other activation functions. The predicted results are 

retrieved for an output dense layer of size 1 with a linear activation function. 

 

3.10 Proposed Model (CNN-BiLSTM) 
 

 

 

 

 

Figure 3.17: Block Diagram of Proposed Model 

 

Figure 3.17 is a graphical representation of our whole suggested model. Only the load 

demand data, with suitable data framing and time steps, is gathered and fed into the 

bidirectional LSTM layers first. Long short-term memory (LSTM) layers are utilized 

to extract temporal information from the load demand sequence. It is capable of 

learning the sequence trend and how the data evolves over time. Bidirectional learning 

is used to extract more hidden trend and temporal patterns in data by learning the 

sequence from both ends forward and backward. The load demand and weather data are 

then combined. And the data is sent into the convolutional layer using correct data 

windowing. Among the major characteristics, this CNN or convolutional layer extracts 

spatial information and hidden patterns. The retrieved LSTM and CNN layers are then 

concatenated with the main features. With thick layers, these feature sets are then 

utilized to estimate future load needs. 
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Figure 3.18: Architecture of Proposed Model 

 

In Figure 3.18 the combined data, after passing through data windowing, yields the 

shape with 168,12, where 168 is the number of time steps and the 12 represents the 

characteristics of each time step. This data is then sent into the convolutional layer, 

which has a filter size of 32 and a kernel size of 2. Then, to reduce overfitting issues, a 

dropout layer is applied. The feature set is then down sampled using the max pooling 

layer, and the flatten layer is used to make it one dimensional so that it may be 

concatenated with the output features of the lstm layers. The first lstm layer has 100 

units. It outputs 200 characteristics when bidirectional. The last characteristics are 

extracted using another LSTM layer. After concatenating the data, the outputs are 

predicted using two dense layers, one of which is a hidden layer with a size of 32. 
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Chapter 4  

 

Performance and Result Analysis 

 

4.1 Evaluation metrics 
 

To evaluate the models’ performance five different evaluation metrics are used. Then 

the results of different models are compared and analyzed based on these metrics. These 

five evaluation metrics are mean squared error (MSE), root mean squared error (MSE), 

R-squared score (R2-Score), mean absolute percentage error (MAPE), and accuracy. 

 

4.1.1 Mean Squared Error (MSE) 
 

MSE is a very simple and most used evaluation metric. It means the average squared 

difference between actual and predicted values. It is calculated by the sum of squares 

of errors in prediction divided by the total number of data points.  

 

𝑀𝑆𝐸 =
1

𝑁
∑(𝐴𝑖 − 𝑃𝑖)2

𝑁

𝑖=1

 

In the above equation Ai is the ith actual value, Pi is the ith predicted value and N is the 

total number of data points. 

 

4.1.2 Root Mean Squared Error 
 

RMSE is the square root of MSE. It is another most commonly used evaluation metric 

to evaluate the predicted results. RMSE scores are in the same unit of actual data which 

make the interpretation easier. 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝐴𝑖 − 𝑃𝑖)2

𝑁

𝑖=1

 

In the above equation Ai is the ith actual value, Pi is the ith predicted value and N is the 

total number of data points. 

 

4.1.3 R-squared Score 
 

R-squared score is a statistical measurement of the closeness of the data points to fitted 

regression line. It indicates the proportion of explained variability of dependent variable 



45 
 

by the independent variables. It is calculated by the explained variation divided by the 

total variation. 

𝑅 − 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 =  
𝑆𝑆𝑅

𝑆𝑆𝑇
 

Here SSR means sum of squares due to regression and SST means the total sum of 

squares. 

 

4.1.4 Mean absolute percentage error (MAPE) 
 

It is a very simple evaluation metric and easy to interpret. It means the percentage of 

deviation of predicted results from actual values. It is calculated by averaging the 

absolute forecasted errors. 

𝑀𝐴𝑃𝐸 =  
1

𝑁
∑

(𝐴𝑖 − 𝑃𝑖)

𝐴𝑖

𝑁

𝑖=1

 

Here Ai is the ith actual value, Pi is the ith predicted value and N is the total number of 

data points. 

 

4.1.5 Accuracy 
 

It explains how correctly the model can predict the values. It can be calculated by 

simply subtract the MAPE from 100%. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 100% − 𝑀𝐴𝑃𝐸(%) 

 

4.2 Results analysis of different models: 
 

4.2.1 CNN model 
 

The test data is used to evaluate the CNN model. The whole test set is split based on 

the month. Then the split test set is used to forecast the hourly energy demand.  

 

Table 4.1: Evaluation Metrics Score of CNN Model of individual Months 

Month Name RMSE MSE R-Squared MAPE (%) Accuracy (%) 

July 285.92 81751.98 94.06 2.31 97.69 

August 253.07 64048.03 95.01 1.83 98.17 

September 278.97 77829.75 93.74 1.86 98.14 

October 290.24 84244.28 95.77 2.18 97.82 

 

In Table 4.1 the evaluated results are shown. Here, the best RMSE and MSE score is in 

August month although the best R-squared score is got for October month. Lowest 

MAPE is 1.83% and maximum accuracy is 98.17 both for August month. 
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Figure 4.1: Prediction Vs Actual plot of 1st October of CNN Model 

In Figure 4.1, the actual demands and the predicted demands are shown for 1st October, 

2021. From the figure it is visible that prediction is not accurate from 6.00 am to 11.00 

am and 6.00 pm to 11.00 pm.  

 

 

Figure 4.2: Prediction Vs Actual plot of 20th April,2021 of CNN Model 
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In Figure 4.2, another day is shown to further visualization of predicted results. But for 

this day the prediction is almost accurate compare to previous Figure 4.1 

 

 

 

 

Figure 4.3: Prediction Vs Actual plot of 1st 7-days of October of CNN Model 

 

In figure 4.3, 1st 7- days of October month with actual demands and predicted results 

are shown. From here it is clearly visible that the model struggles to predict maximum 

and minimum points of demand. Although almost everywhere it predicted almost 

accurately. 
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Figure 4.4: Regression Plot of CNN Model 

 

The Figure 4.4, is for showing the regression plot of CNN model for the entire test set. 

The X-axis presents the actual demands (MW) and Y-axis presents the corresponding 

predicted demands. From this figure it is visible that almost every point is on the 

regression line or close to regression line. Very few points are deviated from the 

regression line. 
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Figure 4.5: Error Histogram Plot of CNN Model 

 

In Figure 4.5 the error histogram plot of CNN model is shown. It is visible that there is 

significant amount of data points are present with error greater than 300MW or more 

which is not desirable. 

So, from the figures and results it can be derived that although CNN model can predict 

close to actual values but it is not robust in terms of high and low demands.  
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4.2.2 GRU Model 
 

GRU is a special kind of RNN with two gates. It incorporates the memory to remember 

the prior inputs to get the current output. The split test set is used to forecast the hourly 

energy demand and evaluation metric is used to evaluate the prediction.  

 

Table 4.2: Evaluation Metrics Score of GRU Model of individual Months 2021 

Month Name RMSE MSE R-Squared MAPE (%) Accuracy (%) 

July 199.44 39779.83 98.43 1.61 98.39 

August 195.86 38364.53 97.01 1.43 98.57 

September 213.71 45671.70 96.33 1.44 98.55 

October 212.35 45094.74 97.73 1.52 98.48 

 

In Table 4.2, it shows that the GRU model can predict the demand more accurately than 

CNN model with lower RMSE score and higher R-squared score and accuracy. 

 

 

Figure 4.6: Prediction Vs Actual plot of 1st September of GRU Model 

In Figure 4.6 the prediction vs actual plot of GRU model for 1st September is shown 

and it is clearly visible that the model predicts the actual demands almost accurately.  

For further evaluation, prediction vs actual plot of another day is shown in Figure 4.7  
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Figure 4.7: Prediction Vs Actual plot of 20th April, 2021 of GRU Model 

In this Figure 4.7 prediction of 20th April ,2021 is shown and it can be seen that the 

prediction of this day is also accurate. 

 

Figure 4.8: Prediction Vs Actual plot of 1st 7-days of October of GRU Model 
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In Figure 4.8, similar plot is plotted but for 1st 7 days of October,2021. This GRU model 

can predict almost accurately the actual values although some mismatch is present in 

peak values. 

 

 

 

 

Figure 4.9: Regression Plot of GRU Model 

 

In Figure 4.9, the regression plot of actual and predicted results is shown. From this 

figure it shows that almost all the values are close to or on the regression line which 

means accurate prediction of these points. Some deviation is also present which 

represents the poor prediction for these particular points. 
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Figure 4.10: Error Histogram Plot of GRU Model 

 

Like CNN model the error histogram plot of GRU model is shown in figure 4.10. The 

frequency of zero error or close to zero error is higher, although there is some error 

present with the error higher than 500MW. 
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4.2.3 LSTM 
 

After CNN and GRU model evaluation, similarly the LSTM model is also evaluated on 

the test set for individual months. 

 

Table 4.3: Evaluation Metrics Score of LSTM Model of individual Months 

Month Name RMSE MSE R-Squared MAPE (%) Accuracy (%) 

July 191.35 36616.63 98.55 1.52 98.48 

August 187.94 35323.21 97.25 1.34 98.66 

September 201.68 40678.38 96.73 1.34 98.66 

October 203.21 41295.55 97.92 1.44 98.56 

 

In Table 4.3, the results are shown. Comparing with CNN and GRU model, LSTM 

performs much better in terms of every evaluation metric. As LSTM can remember the 

long-term sequence and how the time series changes over time, it predicts the output 

almost close to actual demand. 

 

 

Figure 4.11: Prediction Vs Actual plot of 1st September of LSTM Model 
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Figure 4.12: Prediction Vs Actual plot of 20th April of LSTM Model 

In Figure 4.11 and Figure 4.12 similar plot is shown for two different days. In Figure 

4.11 Actual vs prediction plot of 1st September, 2021 is shown where in Figure 4.12 for 

the day 20th April,2021 is shown. In both the figure it is clearly visible that the LSTM 

model predicts very well both the normal and the peak values.  

  

 

Figure 4.13: Prediction Vs Actual plot of 1st 7 days of October of LSTM Model 
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For further visualization in Figure 4.13 the same type of plot is plotted but for 1st 7-

days of October month, 2021. Although very few mismatch is present in the plot but 

the overall prediction of this LSTM model is almost accurate. 

 

 

 

 

 

 

 

Figure 4.14: Regression Plot of LSTM Model 
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Figure 4.15: Error Histogram Plot of LSTM Model 

 

Like CNN and GRU model, in figure 4.14 and figure 4.15 the regression plot and error 

histogram plot are shown respectively. In regression plot almost all the points are on or 

close to regression line, where in error histogram plot the frequency of higher error is 

very low compare to CNN and GRU model.  

  



58 
 

4.2.4 CNN-BiLSTM (Proposed) 
 

LSTM model can learn the long-term changes and sequence very well for our data and 

CNN model can extract the spatial features and can detect the hidden pattern and 

dependency of the demand output on the other features like weather, holiday, datetime. 

So combinedly this parallel CNN-BiLSTM model is presented in this work and 

evaluated on the test set similarly with mentioned five evaluation metric. 

 

Table 4.4: Evaluation Metrics Score of Proposed Model of individual Months 2021 

Month Name RMSE MSE R-Squared MAPE (%) Accuracy (%) 

July 176.43 31130.23 98.77 1.39 98.61 

August 160.26 25685.29 98.00 1.13 98.87 

September 177.67 31566.63 97.46 1.15 98.85 

October 186.83 34908.63 98.24 1.28 98.72 

 

In Table 4.4 the results is shown for individual months of test set. The lowest RMSE is 

160.26 MW and lowest MAPE is 1.13% both for August month. In this table the 

obtained results indicate that the model is very much accurate comparing the traditional 

CNN, GRU and LSTM model in terms of every evaluation metric. 

 

In Figure 4.16,4.17 and 4.18, the actual vs prediction plot of three different days is 

shown. In fig prediction of 1st September,2021, in fig 1st October ,2021 and in fig 20th 

April ,2021 is depicted. In every figure it can be seen that the prediction is very much 

close to actual demands. This model also can predict the maximum and minimum 

demands very well comparing the other models. 

 

Figure 4.16: Prediction Vs Actual plot of 1st September of CNN-BiLSTM Model 
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Figure 4.17: Prediction Vs Actual plot of 1st October of CNN-BiLSTM Model 

 

 

 

Figure 4.18: Prediction Vs Actual plot of 20th April of CNN-BiLSTM Model 
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For further evaluation, similar kind of plot but for 7-days is plotted in Figure 4.19 

 

 

 

 

Figure 4.19: Prediction Vs Actual plot of 7 days of April of CNN-BiLSTM Model 

 

In Figure 4.19 the predicted results along with actual results are plotted from 13th 

April,2021 to 19th April,2021. In figure 4.20, 4.21 and 4.22, same plot for 1st 7 days of 

August, September and October months of 2021 is shown respectively. 
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Figure 4.20: Prediction Vs Actual plot of 1st 7 days of August of CNN-BiLSTM Model 

 

 

Figure 4.21: Prediction Vs Actual plot of 1st 7 days of September of CNN-BiLSTM 

Model 
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Figure 4.22: Prediction Vs Actual plot of 1st 7 days of October of CNN-BiLSTM Model 

Although for April, August, October months the model predicted very well and accurate, 

for September month it struggles in some data points. 

 

 

Figure 4.23: Prediction Vs Actual Plot of July, 2021 of CNN-BiLSTM Model 
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Figure 4.24: Prediction Vs Actual Plot of August, 2021 of CNN-BiLSTM Model 

 

Figure 4.25: Prediction Vs Actual Plot of September, 2021 of CNN-BiLSTM Model 
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In Figure 4.23, 4.24 and 4.25, the similar plots plotted but for the whole month to further 

visualization of prediction. The model predicted the peak values and normal values very 

accurately except 26th September,2021.  

 

 

Figure 4.26: Regression Plot of CNN-BiLSTM Model 

 

In Figure 4.26 the actual vs prediction regression plot of CNN-BiLSTM is shown. Very 

few points are deviated from the regression line. Almost all points are close to or on the 

regression line which indicates that this model performs comparatively better than the 

traditional CNN, LSTM and GRU model. 
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Figure 4.27: Error Histogram Plot of CNN-BiLSTM Model 

 

Figure 4.27 shows the error histogram for CNN-BiLSTM. In this figure it is visible that 

the frequency of points with error greater 500MW is very less comparing to the 

frequency of zero error or close to zero error. 

 

In Table 4.5,4.6 and 4.7 the daily average Actual demand and corresponding predicted 

demands by CNN-BiLSTM model is shown for July, August and September month 

respectively. 
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Table 4.5: Daily Average Actual Demand and Predicted Demand for July Month of 

Proposed Model 

 

Date Actual (MW) Prediction (MW) 

2021-07-01 8648.083 8750.132 

2021-07-02 8060.916 8096.951 

2021-07-03 9337.208 9330.509 

2021-07-04 9789.0 9834.208 

2021-07-05 10321.458 10283.859 

2021-07-06 10753.041 10809.784 

2021-07-07 10341.833 10431.541 

2021-07-08 10376.0 10351.935 

2021-07-09 10203.625 10206.123 

2021-07-10 10918.958 10938.808 

2021-07-11 11314.083 11342.807 

2021-07-12 11561.083 11552.818 

2021-07-13 11322.166 11356.273 

2021-07-14 11402.375 11385.324 

2021-07-15 11864.416 11822.275 

2021-07-16 11311.416 11315.380 

2021-07-17 11294.041 11326.553 

2021-07-18 11304.708 11317.413 

2021-07-19 10685.541 10784.804 

2021-07-20 9245.0 9361.765 

2021-07-21 8994.541 8959.491 

2021-07-22 9493.25 9546.815 

2021-07-23 8808.166 8917.386 

2021-07-24 8635.458 8736.140 

2021-07-25 9273.791 9305.622 

2021-07-26 9691.291 9742.861 

2021-07-27 9277.375 9411.510 

2021-07-28 8736.25 8817.208 

2021-07-29 7862.458 7986.746 

2021-07-30 8158.666 8136.191 

2021-07-31 8641.375 8691.208 
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Table 4.6: Daily Average Actual Demand and Predicted Demand for August Month of 

Proposed Model 

 

Date Actuals (MW) Predictions (MW) 

2021-08-01 9732.416 9686.183 

2021-08-02 10063.375 10065.311 

2021-08-03 10392.25 10372.296 

2021-08-04 10516.416 10492.828 

2021-08-05 11107.083 11041.142 

2021-08-06 10467.916 10479.713 

2021-08-07 10441.083 10511.491 

2021-08-08 10570.541 10617.773 

2021-08-09 10899.625 10919.054 

2021-08-10 11160.5 11185.028 

2021-08-11 11308.208 11290.584 

2021-08-12 11326.791 11340.877 

2021-08-13 10183.708 10230.737 

2021-08-14 10899.208 10904.335 

2021-08-15 10731.0 10779.203 

2021-08-16 11292.166 11274.806 

2021-08-17 11074.208 11117.987 

2021-08-18 10839.625 10860.004 

2021-08-19 10819.375 10836.495 

2021-08-20 9914.125 9967.918 

2021-08-21 10668.583 10671.526 

2021-08-22 11526.625 11483.477 

2021-08-23 11479.541 11540.967 

2021-08-24 11117.541 11132.010 

2021-08-25 11199.291 11215.917 

2021-08-26 10881.229 10894.381 

2021-08-27 10147.083 10171.540 

2021-08-28 10864.083 10868.605 

2021-08-29 11269.791 11289.237 

2021-08-30 11129.5 11135.521 

2021-08-31 11487.708 11442.934 
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Table 4.7: Daily Average Actual Demand and Predicted Demand for September Month 

of Proposed Model 

 

Date Actuals (MW) Predictions (MW) 

2021-09-01 11555.291 11554.035 

2021-09-02 11396.583 11418.608 

2021-09-03 10693.916 10690.266 

2021-09-04 11409.458 11371.810 

2021-09-05 11786.5 11801.815 

2021-09-06 11493.125 11458.211 

2021-09-07 11336.916 11329.601 

2021-09-08 11319.125 11294.513 

2021-09-09 11589.041 11536.126 

2021-09-10 10938.625 10937.887 

2021-09-11 11417.125 11371.881 

2021-09-12 11731.5 11765.802 

2021-09-13 11465.625 11461.367 

2021-09-14 10911.0 10945.407 

2021-09-15 11237.375 11140.828 

2021-09-16 11220.0 11221.174 

2021-09-17 10125.083 10195.183 

2021-09-18 10567.041 10556.639 

2021-09-19 10646.208 10703.383 

2021-09-20 10730.291 10740.526 

2021-09-21 10710.541 10755.167 

2021-09-22 10772.916 10773.835 

2021-09-23 11214.333 11156.575 

2021-09-24 10837.416 10831.381 

2021-09-25 11309.166 11342.319 

2021-09-26 11521.083 11529.054 

2021-09-27 11373.583 11365.962 

2021-09-28 10894.458 10960.380 

2021-09-29 10730.583 10720.985 

2021-09-30 11209.0 11143.850 
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4.3 Overall Comparison 
 

Comparing all the implemented model in table 4.8, the proposed CNN-BiLSTM model 

performs best in terms of every evaluation metrics and for every individual month. And 

2nd best model is LSTM. Because it learns the long-term sequence very well for this 

particular Energy Demand Dataset. 

 

Table 4.8: Comparison of Evaluation Metrics Score of Individual Months of Models 

  Model Name 

Month Name Metrics CNN GRU LSTM CNN-BiLSTM 

July RMSE 285.92 199.44 191.35 176.43 

MSE 81751.98 39779.83 36616.63 31130.23 

R-Squared 94.03 98.43 98.55 98.77 

MAPE 2.31 1.61 1.52 1.39 

Accuracy 97.69 98.39 98.48 98.61 

August RMSE 253.07 195.86 187.94 160.26 

MSE 64048.03 38364.53 35323.21 25685.29 

R-Squared 95.01 97.01 97.25 98.00 

MAPE 1.83 1.43 1.34 1.13 

Accuracy 98.17 98.57 98.66 98.87 

September RMSE 278.97 213.71 201.68 177.67 

MSE 77829.75 45671.70 40678.38 31566.63 

R-Squared 93.74 96.33 96.73 97.46 

MAPE 1.86 1.44 1.34 1.15 

Accuracy 98.14 98.56 98.66 98.85 

October RMSE 290.24 212.35 203.21 186.83 

MSE 84244.28 45094.74 41295.55 34908.63 

R-Squared 95.77 97.73 97.92 98.24 

MAPE 2.18 1.52 1.44 1.28 

Accuracy 97.82 98.48 98.56 98.72 

 

In Table 4.9 the models are evaluated on the total test set. And the proposed model with 

the lowest RMSE, MSE, MAPE and highest accuracy and R-squared score, performed 

best comparing to these traditional deep learning model. 
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Table 4.9: Comparison of Evaluation Metrics Score on Whole Test Set of Models 

Model name RMSE MSE R^2 MAPE Accuracy 

CNN 343.5489056 118025.8506 94.33963054 2.267586688 97.73241331 

GRU 257.9533592 66538.59026 96.80304338 1.738415817 98.27158418 

LSTM 250.2367135 62618.41282 96.99690068 1.639398134 98.36060186 

CNN-

BiLSTM 

239.3840430 57304.72991 97.36540077 1.51270646 98.48729353 

 

 

 

 

Table 4.10: Comparison among Proposed Model with Recent Existing Models 

 

Paper 

RMSE 

(MW) 

MAPE 

(%) 

Model 

Proposed 239.38 1.51 CNN-BiLSTM 

(Massaoudi et al., 2021)  [120] 278.68 2.01 XGB-LGBM-MLP 

(Sajjad et al., 2020) [4] 301.56 2.73 CNN-GRU 

(Rafi, Nahid-Al-Masood, Deeba and 

Hossain, 2021)[121] 

323.74 3.41 CNN-LSTM 

 

In Table 4.10 the proposed approach is compared with the current and recent models 

found in the literatures. And for the Energy Demand forecasting in Bangladesh, our 

proposed model performs best. 
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Chapter 5  

 

Conclusion & Future Works 

The steady expansion in data analysis in all areas, combined with improved 

computational capability to use a huge amount of data and a lot of data analysis, ensures 

that the fundamental issue of understanding and using one's data will remain critical 

across a large number of power stations for power system failures. Although simple 

statistical approaches and machine learning for data analysis have been used for a long 

time, the use of sophisticated techniques for intelligent data analysis has only lately 

been significant. Different models for STLF using time series approaches and artificial 

intelligence techniques have been presented in the literature during the last few decades.  

 

In this work, we proposed a hybrid parallel CNN-BiLSTM model to predict the load 

demand for efficient power generation and management. The proposed model is tested 

on PGCB Power Demand Data. For accurate prediction of load demand, weather data 

and date time related data like holiday, hours, day of week are merged as features. Due 

to the non-linearity in the input data, first data has been scaled by applying standard 

scalar then fed the normalized data for further training processes. 

 

Next, we investigated several traditional deep learning models and optimally developed 

a hybrid model in which we combined CNN with Bidirectional LSTM in parallel. First, 

we extracted spatial features through CNN and in parallel multi-layered Bidirectional 

LSTM to extract temporal features corresponding to the input time series data. The 

projected model work well as compared to alternative baseline models, indicating the 

real-world implementation of our proposed model. 

 

In future the model can be further improved by incorporating attention layers and 

parameter optimization. And model can be applied on several more test set to tune and 

implement more robustly. The dataset is confined to only the Bangladesh dataset, 

whereas it can be expanded to other datasets and compared the results. The work can 

be proposed on other datasets and will execute the improvement. The fuzzy logic 

concept can be added to have more accuracy in terms of forecasting. In case of both 

residential and commercial load, the model can be used to have an idea about the Short-

Term Load Forecasting. In future the evolution of the model can be tested on the Middle 

Term Load Forecasting and as well as the Long-Term Load Forecasting.  
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