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ABSTRACT

Several studies show that women are harmed by the current transportation system, which
restricts their access to education and economic opportunities. As a result, their standard
of living suffers. Thus, improving public transportation and infrastructure should be a top
priority, with gender issues factored into the equation.

Women are more affected than men by various travel patterns caused by inadequate and
poor public transportation services. This reality is exacerbated by conservative social
norms that stigmatize women who arrive home late due to delays caused by inefficient
public transportation.

Using GeNle, a Bayesian model is created using data from a face-to-face survey
conducted in various locations across Bangladesh.

Key words: Short Trip, long trip, trip duration, gender, monthly income, Bayesian
analysis
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CHAPTER 1
INTRODUCTION

1.1. Background of the study

"Everyone has the right to freedom of movement and residence within the borders of each
state," according to Article 13 of the Universal Declaration of Human Rights (UDHR).
Individuals should be able to move from one place to another easily, freely, and safely,
so mobility rights are considered basic rights. While Article 13 does not explicitly state
that efficient transportation is a human right, citizens' right to mobility can only be
realized if they have access to adequate transportation for their own safe and efficient
mobility.(Fatmi & Habib, 2017; Nobis & Lenz, 2005)

Women cannot achieve gender equality in this context because current transportation
systems are unsafe, violent, and inaccessible. Women's socioeconomic status will
improve if they have access to transportation because it will encourage more women to
enter the labor force. It will also encourage women to become active members of their
communities and promote gender equality. Because women account for half of the
world's population, women's empowerment will make sustainable development a
reality.(sahar Aloul, 2018)

Both decision-makers and policymakers should consider the economic benefits for
women as a result of increasing their access and use of public transportation, as well as
the role this would play in achieving overall economic growth and sustainability.
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INTRODUCTION

1.2. Problem Statement

Because the goal of our research is to determine the diversity of women's travel mode
selection based on trip length, the main focus is to determine precise trip generations in
rural and urban areas.

It's critical to recognize that men and women have quite distinct travel requirements. It's
also critical to secure women's safety when using public transportation, as they make up a
larger portion of city travel for a variety of reasons, including the fact that they feel
significantly less comfortable after dark. Even in the sight of daylight, they are harassed
on public transportation(Tokey & Shioma, 2017).

Buses may account for a small percentage of total journeys, but they are a significant
alternative to automobiles in low-density corridors that serve rural areas and small towns
(Abdulsalam et al., 2013).

In the social sciences, cross-cultural approaches are common, but they have yet to catch
on in transportation research. There hasn't been much research done to see if these models
can forecast travel behavior in places other than the ones where the modal parameters
were calculated(Nicolaidis & Krishnan, 1977).

The effect of misspecification was larger in forecasting than in the estimation of marginal
rates of substitution, such as the subjective value of time, which was a significant
finding(Cantillo et al., 2010).
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INTRODUCTION

1.3. Purpose &Objective

According to the International Labor Organization, the most significant barrier to
women's involvement in the labor market in developing countries is poor access to and
safety of transportation, which is predicted to reduce their participation likelihood by 16.5
percent.

Women's travel patterns are commonly acknowledged to differ from men's, and these
variances are marked by persistent inequality. Women have less access to both private
and public transportation in any given metropolitan location, while also shouldering a
greater share of their household's travel burden and making more trips linked with
reproductive and caregiving duties(Tokey & Shioma, 2017).

The success of global transportation networks in serving women's demands, as well as the
unintended consequences of their development on women's lives, are poorly understood
and documented(Turner & Fouracre, 1995)

The focal objectives of the study are:

1. To determine whether there is individual preference heterogeneity
2. To take into account the variation in trip distance

3. toask information about duration of travel and alternative modes along with
demographic and attitudinal question
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INTRODUCTION

1.4. Scope of the study

The study can be used to consider the uniqueness of various types of travel modes. Our
research shows which mode of transportation women prefer during any trip. More
research can be done to improve responses.

We can correlate with more appropriate variables to get better understanding about their
travel mode choice behavior.

DCM method can provide more accuracy.
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CHAPTER 2

LITERATURE REVIEW

Travel time plays a crucial factor in deciding which mode of transportation to choose.
Diverse features of travelers, such as gender, arrival time, and other factors, lead to
different behavior in terms of transport mode selection and, in particular, trip time
preference(Luo et al., 2007). Several intercity mode choice models have been created and
are used to anticipate traveler’s preferences all over the world. Because transportation
networks typically get large investments, this modeling is critical for planning.(Ben-
Akiva et al., 1997). Models of travel demand are used to forecast demand for travel
activities and to estimate the value commuters place on the many elements that influence
their decisions(Abdulsalam et al., 2013). In the case of trip distance heterogeneity, the
difference in travel times across the options may have a different effect depending on the
trip distance. When the shortest way has a travel time of only two minutes, a route with a
travel time five minutes longer than the shortest path is unlikely to be chosen, assuming
all other variables are equal. When the shortest trip takes thirty minutes, the two routes
are equivalent. In other words, longer journeys may have more variance in the error terms
in the route choice model than shorter trips (Yamamoto et al., 2018).

The estimation of conventional mode choice models is commonly used to gain a better
understanding of people's travel behavior, particularly their mode selection. Past choice
data is used to calibrate these models. When no such data are available, data must be
generated either directly by experimentation, such as demonstration projects, or
indirectly, as in this case.(Nicolaidis & Krishnan, 1977).

The estimation of conventional mode choice models is commonly used to gain a better
understanding of people's travel behavior, particularly their mode selection. Past choice
data is used to calibrate these models. When no such data are available, data must be
generated either directly by experimentation, such as demonstration projects, or
indirectly, as in this case.(Nicolaidis & Krishnan, 1977)

Consumers are unable to distinguish a minor utility difference between two alternatives,
which could be due to their low knowledge and perception skills, or because they just
reduce the choosing task to save time (Pan & Zuo, 2020).
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CHAPTER 3

METHODOLOGY & DATA

3.1. Introduction

This chapter presents the methodological approach used in this study in a step-by-step
format. The goal of this study was to uncover the underlying factors that influence the
selection of travel mode in developing countries and to establish a causal relationship
between the factors. Because such factors are frequently interdependent and influenced by
prior beliefs, conditional probability can be used to establish a causal relationship
between them using the Bayesian Belief Network (BBN). This chapter will provide a
brief but thorough introduction to Bayesian Belief Network (BBN), as well as a
demonstration of its applicability to our research.

An overall workflow can be used to describe the methodology process.
@ L

Ly 2
Literature Preparing Data Variable
Review Questionnaire Collection Selection
e o 2

Policy
Implication

Conclusion

Figure 1: Workflow of Methodology
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METHODOLOGY & DATA

3.2. Methods

The Bayesian Belief Network (BBN) is used in this study to better understand the
underlying relationship between variables like safety perception and demographic
characteristics, as well as how they influence the use of safety restraints. A Bayesian
network is a visual representation of a set of variables and their conditional dependencies.
The conditional dependencies are visualized using a Directed Acyclic Graph (DAG),
which is a useful tool for visualizing the probabilistic model, evaluating the relationship
between random variables, and determining their posterior probability for given evidence.
Each random variable in a DAG is referred to as a node, and arcs connect them. The
nodes on the arc's origin side are known as mother nodes, while the rest are known as
child nodes.

The Bayesian framework is based on the Bayes hypothesis, or Bayes rule.
P(A|B) = P(B|A) P(A) | P(B)

The probability of A occurring is P(A), and the probability of B occurring is P(B). P(A|B)
denotes the probability of A occurring if B has already occurred, and P(B|A) denotes the
probability of B occurring if A has already occurred.

GeNle 3.0 Academic Version was used for structural learning (network formation) and
parameter learning in our research (preparation of CPT). GeNle 3.0 is a computer
program created at the University of Pittsburgh. This program can be used for decision-
making and graphical representation of the union of probability and network occurrences.
GeNle is useful for analyzing noisy data and uncertainty measures and can be used to
analyze Bayesian networks. Calculating a Bayesian network with a large number of
interconnected nodes can be difficult at times, but GeNle is well equipped to handle such
problems.

At GeNle software, a CSV file was used to learn new parameters for the Bayesian model.
At genie software, we use the PC algorithm, which has six different algorithms. The PC
algorithm is the most up-to-date constraint-based causal discovery method. However, the
PC algorithm's runtime is exponentially proportional to the number of nodes (variables)
in the worst-case scenario, making it inefficient when applied to high-dimensional data,
such as gene expression datasets.
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METHODOLOGY & DATA

The Expectation Maximization (EM) algorithm is used by GeNle. In the presence of
latent variables, the EM algorithm is a method for performing maximum likelihood
estimation. To maximize the estimation, EM first estimates the values of latent variables
and then continues an iterative improvement process. The iteration process is divided into
two steps: E-Step (Expectation Step) and M-Step (Measurement Step) (Maximization
Step). The process is repeated until the two steps converge.

We can create a standard model for our objective after EM algorithm analysis and
consider it a primary model because several modifying issues remain.
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Figure 2: Primary model analysis at GeNle
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METHODOLOGY & DATA

This is a probabilistic prior distribution. Following the update, the belief prior probability
distribution appears. A prior probability distribution of an uncertain quantity is the
probability distribution that would express one's beliefs about this quantity before some
evidence is taken into account in Bayesian statistical inference.

It's interesting to note that it's the same as a descriptive statistic. As we analyzed our data,
we noticed that different variables have different responses and characteristics, as well as
their significance, so we built a Bayesian network, which is similar to descriptive
statistical analysis. After that, considering the significance of the variable was done,
(which is the most important factor to consider). It demonstrates the relationship between
variables for example which variable is significant and which is not.

We must set a target variable to determine the significance of a variable. We can also set
more than one target variable. The core variable that is considered an objective is the
target variable. We’ve chosen Short Trip and Long Trip as our target variables in our
study.
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METHODOLOGY & DATA

We wanted to see how women choose travel modes for short and long trips for our
research. We have 12 variables, and Short Trip and Long Trip are both related to travel
mode selection. Short Trip and Long Trip are the closest ones to set as target variables to
assess the travel mode selection for rural and urban areas in Bangladesh based on our
questionnaire and Bayesian model.

Assume that Short Trip and Long Trip are target variables, and that the red mark indicates
the significance of the variable with the target variable (Dark red= very relatable,
connected, influenced by target variable), (Light red= relatable, standard significant with
target variable), (Light white= important but less significant), and (white= can be
removed, no significance).
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Figure 3: Sensitivity analysis
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METHODOLOGY & DATA

Irrelevant variables can be removed after sensitivity analysis. We found that all of the
variables we chose were significant. The most important variables are gender, trip
duration, vehicle ownership, monthly income, and factor considered. The remaining
variables are less significant but still important. We also used SPSS to perform correlation
analysis. The double star correlation or 99 percent significant variables will remain after
the correlation in SPSS, and the remaining variables should be eliminated.
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METHODOLOGY & DATA

We modified this model and the relationship between variables after completing the
correlation in SPSS. The main process of model modification is removing and connecting
arcs. Changing variables is required to create a sensible model. After learning parameter
sensibility, removing arc and including arc will change the significance of the variable.
Also, ensure that the model is acyclic, and that the arc connections are frequently

connected for a more logical purpose.
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CHAPTER 4

ANALYSIS & RESULT

A

v

4.1. Introduction

This research investigates which travel mode women prefer during short and long trips.
After completing data analysis using the BBN model, this chapter presents the study's
main findings. The data from the survey was initially re-categorized and re-distributed
using descriptive statistics. The data was then fine-tuned and fitted into a Bayesian
network structure. The network's nodes were tweaked and tested to see how each variable
affected the target variable. The model was subjected to several analyses, including
sensitivity analysis and tornedo diagrams. The model's accuracy was also checked using
the GeNle software's built-in model validation feature.

This chapter discusses the research findings, which include descriptive statistics and
important factors that influence mode selection during a trip.
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ANALYSIS & RESULT

4.2 .Descriptive Statistics

Firstly in the GeNle software analysis process, we did parameter learning. For parameter
learning, GeNle uses the default EM (Expectation-Maximization) algorithm. After
parameter learning, the marginal probabilities of all nodes in the network were calculated.
For a given event of the target variable, the marginal probability is the sum or union of all
the probabilities of events of other variables. The observation-based 'Short Trip' and
‘Long Trip' variables were chosen as target variables in this study because they strengthen
the models by removing the social desirability bias of self-reported data.
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4.3.Model output & Explanation

The study shows how to choose a travel mode as an objective during a trip, so the model
output will be the study's final declaration. The model's output is determined by the
Bayesian model result and identification provided by genie software. Following the
sensitivity analysis test, the validation process is the most important step in determining
the trip destination's worth. The learning parameter and validation option will be executed
first, and the validation process will take a few minutes to complete.
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Figure 7: Validation Test of Model

Validation tests are performed using three algorithms. Here, we used the (leave one out)
algorithm. It is an algorithm and software that generates a model structure on its own. The
Leave One Out algorithm works by removing a target variable that is related to the study's
goal. The rest of the variables will be trained, and the target variable will be left or
eliminated. The impact of the other variables on the target variable is evaluated.

Approximately 30% of the data is used to train and develop the model. The remaining
70% of data will be fed into the model to match the 30% output data. The percentage of
matching required to validate the model varies.
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Following validation, we will use the ROC curve to evaluate the trip destination based on
several criteria. The accuracy test, ROC curve, and confusion matrix all influence the
validation outcome. The result of the validation is significant enough to determine the
precise value of the objective. Because our main concern is trip destionation, these three
criteria will help us evaluate it more precisely.

As we can see after validation, the accuracy test result is crucial in evaluating our
objective.
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Figure 8: Accuracy
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Results of ROC curves are shown below:

"= validation Results

Accuracy Confusion Matrix ROC Curve Calibration
Class node and outcome: | Long_trip_=Walking_Bicycle_NMV

ROC curve for Long_trip_=Walking_Bicycle_NMV (AUC=0.400864)
1

0.94

0.8

True posttive rate (sensitivity)
(=]
i

T T T T
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
False positive rate (1 - specificity)

[] Mark points on the curve

Open output file

Figure 9: ROC for Long Trip (Walking,Bicycle,NMV)

Here, ROC curve is 0.400864
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™ validation Results | >

Accuracy Confusion Matrix ROC Curve  Calibration
Class node and outcome: | Long_trip_=CNG_Leguna_RentingCar_Ride Sharing e |

ROC curve for Long_trip_=CNG_Leguna_RentingCar_RideSharing (AUC=0.644504)
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Figure 10: ROC for Long Trip (CNG,Leguna,Renting Car, Ride Sharing)

Here, ROC curve is 0.644504
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® validation Results O e

Accuracy Corfusion Matrix ROC Curve Calibration
Class node and outcome: | Long_trip_=Motorbike b

ROC curve for Long_trip_=Motorbike (AUC=0.672903)
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Figure 11: ROC for Long Trip (Motorbike)

Here, ROC curve is 0.672903
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™ validation Results

Accuracy Confusion Matrix ROC Curve  Calibration
Class node and outcome: | Long_trip_=Private_Automobile

ROC curve for Long_trip_=Private_Automobile (AUC=0.836363)
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Figure 12: ROC for Long Trip (Private Automobile)

Here, ROC curve is0.836363
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Accuracy Confusion Matrix ROC Curve  Calibration
Class node and outcome: | Long_trip_=Bus_Rail_Others s

ROC curve for Long_trip =Bus_Rail Others (AUC=0.74108)
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Figure 13: ROC for Long Trip (Bus,Rail,Others)

Here, ROC curve is 0.74108
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Accuracy Confusion Matrix ROC Curve  Calibration
Short_trip_=Walking_Bicycle_NMV

Class node and outcome:

ROC curve for Short_trip =Walking Bicycle NMV (AUC=0.69198)
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Figure 14: ROC for Short Trip (Walking,Bicycle,NMV)

Here, ROC curve is 0.69198
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Accuracy  Confusion Matix  ROC Curve  Calibration
Class node and outcome: | Short_trip_=CNG_Leguna_RentingCar_RideSharing i ‘

ROC curve for Short_trip =CNG_Leguna_RentingCar_RideSharing (AUC=0.412484)
1

0.9

0.7

0.6

0.54

True positive rate (sensitivity)

0.3

0.2

0.14 ]—

c’ T T T T T T T T T
0 0.1 02 0.3 0.4 0.5 0.6 0.7 0.8 09 1

False positive rate (1 - specificity)

] Mark points on the curve

Open ottt

Figure 15: ROC for Short Trip (CNG, Leguna, Renting Car, Ride Sharing)

Here, ROC curve is 0.412484
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Accuracy Confusion Matrix ROC Curve  Calibration
Class node and outcome: | Short_trip_=Motorbike o

ROC curve for Short_trip_=Motorbike (AUC=0.550729)
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Figure 16: ROC for Short Trip (Motorbike)

Here, ROC curve is 0.550729
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Accuracy Confusion Matix ROC Curve  Calibration
Class node and outcome: | Short_trip_=Private_Automobile ~

ROC curve for Short_trip_ =Private_Automobile (AUC=0.778178)
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Figure 17: ROC for Short Trip (Private Automobile)

Here, ROC curve is 0.778178
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Accuracy Confusion Matrix ROC Curve  Calibration
Class node and outcome: | Short_trip_=Bus_Rail_Others A

ROC curve for Short_trip_=Bus_Rail_Others (AUC=0.678777)
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Figure 18: ROC for Short Trip (Bus, Rail, Others)

Here, ROC curve is 0.678777
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Accuracy Confusion Matrix  ROC Curve  Calibration
Class node and outcome: | Gender=Female w |

ROC curve for Gender=Female (AUC=0.628499)
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Figure 19: ROC Curve for Gender(Female)

Here, ROC curve is 0.628499

30|Page



ANALYSIS & RESULT

The ROC curve is critical in determining the goal with precise values for the target
variables. The ROC curve can display the ranges of possible accuracy, and GeNle's
decision criterion is just one point on the curve. A different sensitivity and specificity will
result from selecting a different point. A confusion matrix, also known as an error matrix,
is a table layout that aids in visualizing a model's performance. Each column in a
confusion matrix represents the actual class, while each row represents the predicted
class. The following is the model's confusion matrix:

-
oK . twork Node Les . Wind
IFHADLBALINR0CPEELOO\TI¥A?F % 2o FHE> @
A “[¢ ]| B 7 |BE T || {'® vatdevonResuits - o 7 o x ||
Tree View x
®) 170051062 (170051062_Update_1)

Accuracy  Corfusion Mattx | ROC Curve | Calbration

Class node: | Gender

Predicted
Male. Female
5

P &
< [Fomale % 303

[avatsbity_Ang Fare 16% o

Ready 23 1 object selected [ 1 evidence node E3 No targets

Figure 20: Confusion Matrix
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Following validation, the final model network for the trip destination can be precisely
determined.
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Figure 21: Updated network for Short Trip and Long Trip
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Sensitivity Analysis:
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Figure 22: Final model for Short Trip and Long Trip
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CHAPTER 5

CONCLUSION & RECOMENDATION

v

{k

5.1. Introduction

In Bangladesh, a staggering 94 percent of women who commute by public transportation
have experienced some form of sexual harassment, whether verbal, physical, or other.
Traveling by public transportation has become a nightmare for women, particularly those
who are younger and must use it on a regular basis because it is the cheapest option.
Women's rights and safety in public transportation are not guaranteed, and as a result,
women are unable to contribute to various development sectors. Furthermore, due to
sexual harassment, 13% of women avoid taking public transportation. Many women in
Dhaka may be forced to limit their movements or activities because they feel unsafe using
public transportation. Bangladesh Road Transport Corporation currently operates 16
single- and double-decker buses on 13 city routes exclusively for women, with only two
trips per day — one in the morning and one in the afternoon. Female passengers and
women's rights activists have criticized the service, urging the authorities to provide more
seats for female passengers on mainstream public buses to alleviate their suffering.
Despite our many achievements, Bangladesh still has a long way to go in terms of public
transportation. As a result, the news that Bangladesh's West Zone will receive 40 new
locomotive engines aimed at improving passenger service in the region is welcome.

Because the study covers both urban and rural areas and Bangladesh is a densely
populated country, women’s mode selection during a trip is a critical one to execute. For
most of the time both for long and short trips, women gives higher priority to Public
Transportation Services (Bus, Rail).
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5.2. Major Findings

Q Short Trips:
» 35% women preferred NMV, Walking & Bicycle
» 33% women preferred bus due to Safety & Security purpose
O Long Trips:
* 77% Women preferred Bus and Rail
* 12% preferred private vehicles
» Most considered factor was Safety & Security
Female having high income (55k to 100k) prefers Public transport over car (55%).

For long trips they prefer private automobile (61%) whereas 69% women income (25k
to55k) prefers bus for long trips.

We can say that implementing proper NMV lanes can improve the structure& standard.
Again, we can improve Public Transportation& service quality so that the men who
currently prefer NMV for short trips will switch to Public Transportation. Thus, in both
types of trips, men and women will choose public transportation.
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