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Abstract

Although deep learning architectures and large scale datasets have led to great perfor-

mance on question answering tasks in high resource languages like English, their perfor-

mance on lower resource languages, like Bengali, is considerably poorer. This is due to the

scarcity of labeled data, which can be attributed to the massive amount of human effort

and time required to create such datasets. We work towards a translated Stanford Question

Answering Dataset (SQuAD) 1.1 in Bengali and ensure that it is of high quality by using

a state-of-the-art translation model and a novel embedding based matching approach to

properly align the answer spans in the target language (Bengali) in correspondence with

the source language, English. We also introduce an end-to-end question answer generation

(QAG) system in the Bengali language to generate question answering (QA) datasets for

QA models using roundtrip consistency incorporated in a sequence-to-sequence generation

task using Googles mT5 model. Additionally, we train 3 different QA models on our Bengali

translated dataset achieving EM and F1 scores of 46.1 and 66.2 respectively. Finally, we

demonstrate the effectiveness of our QAG model on a sample dataset of news articles in

generating domain-specific QA datasets.

Keywords— Question Answering, Question Answer Generation, Low Resource Lan-

guage, Translated Dataset, Synthetic Dataset
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1 Introduction

1.1 Question Answering

The task of question answering is to build systems that can respond to questions posed

by humans in a natural language. This problem can be cast as an information retrieval

problem (finding relevant documents, extracting possible answers and ranking them) or as a

reading comprehension problem (finding answer spans within a context provided to the

model).

With the advent of complex deep neural networks and transfer learning in novel archi-

tectures like biLM [1], BERT [2], UniLM [3] that are trained on large corpora, performance on

the task of question answering has now become comparable to humans.

Question answering is of particular relevance to industries, for example, looking to automate

responses to customer queries via chatbots, in academics, for example, in finding quick answers

to questions without having to go through entire passages.

Figure 1: Example of a question answering task in Bengali

However, lower resource languages, like Bengali, have seen considerably less progress in this

field than higher resource, globally spoken languages, like English. This is primarily due to the

scarcity of labeled data, which can be attributed to the massive amount of human effort

and time required to create such datasets. State-of-the-art results [4] have been obtained on

a translated SQuAD [5] dataset (Bangla-SQuAD) using BERT, RoBERTa [6], DistilBERT

[7]. But, there could be different linguistic biases present in different Bengali texts that are
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not being captured in the translated SQuAD dataset; they could be present in blogs, news

articles etc. which are not considered in the above evaluation and are not present as complete

datasets. Furthermore, as per the literature, Bangla-SQuAD contains only a subset of the

actual SQuAD dataset.

1.2 Translating Existing Datasets

One approach that has been explored is machine translated datasets from a high resource

source language to a lower resource target language. However such datasets often present data

quality issues. Despite being economical in terms of time and cost, a major issue in this approach

is locating the correct answer span (the sequence of words considered to be the answer

as found in the context) in the translated context. This results in discarding data samples or

degrading the quality of the datasets since they cannot guarantee finding the correct answer

span in the target language.

1.3 Question Generation

An alternative approach to tackle the problem is to use automatically generated QA pairs

from a large amount of unstructured texts (e.g. Wikipedia). This task is called question an-

swer generation (QAG).

The aim of question answer generation is to take a passage and generate a good quality question-

answer pair from the information provided in the passage.

Figure 2: Question answer generation from contexts

This task has garnered great interest from natural language processing communities in both

industry and academia [8].

While earlier QAG models relied on recurrent neural networks (RNNs) and their regular

and attention augmented variants [9], the core problem with RNNs is their inability to capture

semantic information in long sequences. Recently, attention-based transformer models [10]

and pre-trained language models like BERT [2] and T5 [11] are being employed for this task of
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QAG [12] [13].

Again, however, as with the task of QA, QAG has seen very little progress in lower resources

languages, like Bengali. To the best of our knowledge, at the time of writing, there are no

experiments or models designed to tackle the task of QAG in the Bengali language.

1.4 Our work

To alleviate the issues of data scarcity in the Bengali language, we propose an end-to-end

QAG system that takes in contexts from different domains and generates QA pairs.

The system consists of two portions - an answer extraction model that extracts interesting

answer spans from the provided context and a question generation model that uses the

extracted answer and the context to generate QA pairs. We leverage the power of Google's

mT5 language model [14] for our purposes, since this model is already pre-trained on large

volumes of text in multiple languages, including Bengali, across multiple tasks.

We also encountered several issues with the existing QA dataset, Bangla-SQuAD, as a result of

which, we found it unreliable to train our answer extraction and question generation models.

To that end, we translated the SQuAD1.1 using Facebooks M2M100 model and a novel

embedding based answer alignment approach discussed in later sections. We then use this

translated dataset to train our models and achieve respectable performance on the QAG task.

In the following sections, we examine existing works in the domain of question answering and

question answer generation as well as question answering datasets and their machine translated

versions. We identify limitations with one particular dataset of interest, Bangla-SQuAD, and

existing tokenizers for the Bengali language. We also explain how research in this domain is

stunted by a lack of accessible computational resources. Next, we present our solutions in the

form of an improved translated dataset based on SQuAD1.1 as well as a QAG model that is

successfully able to generate consistent QA pairs, and discuss some of our findings.

2 Related Works

2.1 Datasets

From 2015 onwards, there has been a massive boost in curating large scale question answering

datasets in the English language. This has resulted in datasets such as CNN/Daily Mail Corpus

[15], SQuAD 1.1 [5], RACE [16], SQuAD 2.0 [17], CoQA [18] and Natural Question Corpus [19].

Further, domain-specific question answering datasets like NewsQA [20] and TriviaQA [21] have

also arisen. There are also cross-lingual reading comprehension datasets such as XQuAD [22]
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and MLQA [23].

Even so, SQuAD1.0 and SQuAD2.0 remain the most widely used benchmarks, incorporating

human performance baselines. These have also been included in language understanding eval-

uation benchmarks like GLUE and SuperGLUE.

The SQuAD dataset is divided into titles, each consisting of multiple paragraphs, or contexts,

each of which has several question answer pairs (if they are answerable). The answers are

marked with the start index of the span and the answer text is provided. An example is shown

in figure 3:

Figure 3: A snippet from the SQuAD dataset

There are a total of 442 titles, 18,896 paragraphs or contexts and 87,599 question answer

pairs.

However, in the Bengali language, the only established datasets at the time of writing this report

are the Bangla-SQuAD dataset proposed by Mayeesha et al. 2020 [4] and another factoid-based

QA dataset [24]. Of these two, the former is of particular interest to us, since it is a direct

translation of the SQuAD2.0 dataset into Bengali. The quality of the dataset is discussed in

section 3.1.
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Figure 4: A snippet from the Bangla-SQuAD dataset

2.2 Machine Translated Datasets

Due to the impressive quality, diversity and comprehensiveness of SQuAD, recent works have

replicated SQuAD in many mid-resource languages such as Korean [25], French [26], Russian

[27] etc. However, the procedure to build such a large scale dataset for any language is time and

labor intensive which has motivated the use of automated machine translation of SQuAD. The

challenges in translating a QA dataset include finding good Neural Machine Translation

models from English to the target language and finding the answer span correctly in

the translated context. A recent work in this domain uses some combination of approaches to

highlight the answer span in the target language such as finding the exact match of the answer

text in the context, marking the answer spans in quotation while translating or discarding

samples that do not contain words in the answer text in the context. The work by Carrino et

al., 2020 [28] uses a word alignment model to find the answer span in the target language

which requires a highly accurate word alignment model between the source and the target

language generally available with a low accuracy for low-resource target language. In our work,
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we propose a novel method using FastText word embeddings [29] to find the answer spans

in the context of the target language.

2.3 Question Answering

There has been very scarce work in the domain of question answering in the Bengali language.

Bannerjee and Bandyopadhyay, 2012 [30], attempted to build a question classification sys-

tem in Bengali by extracting lexical, syntactic and semantic features like wh-words, other inter-

rogative words, parts-of-speech tags etc. This work was mainly aimed at classifying questions

and not answering them. It was riddled with issues mainly due to:

• The existence of far more interrogative words in Bengali than in English,

• The fact that they can appear anywhere in the sentence,

• A lack of high quality tools like parts-of-speech taggers, named entity recognition systems

etc. and a benchmark corpora.

While Nirob et al., 2017 [31] built a similar system leveraging support vector machines,

they ran into the same issues discussed.

Later, Bannerjee et al., 2014 attempted to build the first Bengali factoid based question

answering system, BFQA [32], which was an information retrieval system that classified

questions, retrieved relevant sentences, ranked them and extracted correct answers. Hoque

et al., 2015 built BQAS [33], a bilingual question answering system that could generate and

answer factoid based questions from English and Bengali documents. Nurul Huda 2019 [34]

also implemented a similar question answering system but based it entirely on time-related

questions.

However, none of the work before Mayeesha et al., 2020 [4] employed deep learning techniques on

SQuAD-like reading comprehension datasets in Bengali. Not only do they use the multilingual

BERT model [35] in this setting, but they also translate a large subset of SQuAD2.0

[17] to Bengali and use that synthetic dataset to fine-tune their model. They compare the

performance of multi-lingual BERT with other variants of the BERT model like RoBERTa [6],

and DistilBERT [7] and achieve the highest exact match and F1 scores with RoBERTa.

2.4 Question Answer Generation

Primarily we are focusing on the task of generating questions from a given input context and

an answer. Due to the nature of this task, it has been looked at as a helpful tool especially
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in academia where it can be used as a component in intelligent tutoring systems or generating

assessment material for courses.

Question generation is fundamentally the task of automatically generating questions from

various inputs. This can be used to generate assessments for course materials or as a compo-

nent in intelligent tutoring systems.

Question generation is concerned with two questions - what to ask and how to ask. The

first part, content selection, was tackled in the past by applying semantic or syntactic parsing

of text sequences to obtain intermediate symbolic representations. The second part involves

question construction which takes these representations and converts them to natural language

questions either in a transformation-based or a template-based approach. [36]

These have all proven to be very confining, reductionist approaches. In contrast, deep learn-

ing frameworks provide end-to-end architectures jointly optimizing for both the content selec-

tion task and the question construction task. Most current models follow the sequence-to-

sequence approach and employ transformer-based architectures to learn the content

selection via the encoder and the question construction via the decoder. Under the sequence-

to-sequence framework the task is framed as follows:

Given a context X and possibly an answer A (for answer-aware question generation), the model

aims to generate a question Y that maximizes the conditional likelihood

Ȳ = arg max
Y

P (Y |X,A)

Most sequence-to-sequence question generation models differ only in certain factors like answer-

encoding (for answer-aware question generation), question word generation and paragraph-level

contexts. Models have solved the problem of answer encoding by either treating the answers

position as an input feature (Zhao et al., 2018 [37]), by encoding the answer with a separate

recurrent neural network (RNN) (Duan et al., 2017 [38], Kim et al., 2019 [39]) or a mixture of

both via transformer-based (Lee et al., 2020 [40], Alberti et al., 2019 [13], Chan et al., 2019

[12]) architectures. To tackle the question word generation problem, Duan et al., 2017 proposed

two sequence-to-sequence models - one to generate a “how to #”, “where is #” etc. template

and the other to fill in the blanks to form a complete question (for example, “where is the

nearest shopping mall?”). Sun et al., 2018 [41] proposed a more flexible model by introducing

an additional decoding mode specifically for generating the question word. This mode would be

governed by a discrete, learned variable. Some experts argue that around 20% of the questions

in SQuAD require paragraph-level information to reason around. This sparked more work with

attention-based models that are incredibly effective at focusing on particular segments of even

very long sequences, and gated LSTM networks [42].
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BERT models have been used effectively by Alberti et al. [13] to generate synthetic QA pairs.

The auxiliary tasks of answer extraction, question generation (using the extracted

answer) and question answering (on the generated question) were each performed by

separate BERT models trained on these tasks. Coupled with roundtrip consistency which

ensures that noisy context-question-answer tuples are removed, they show that QA models that

are fully pre-trained on QA datasets and synthetic QA pairs around those dataset, outperform

those that are only fine-tuned on the QA datasets, reporting exact match and F1 scores that

vary by only 0.1% and 0.4% from human performance on the SQuAD dataset.

Some works have also looked into different forms of encoding the answer as an input

feature. Chan et al. [12] show that their BERT-HLSQG model, which highlights the answer

span within the context with special tokens, improves on the previous state-of-the-art

QAG models BLEU4 score of 16.85 by 5.32 points to 22.17. This model is able to outperform

previously suggested RNN and LSTM based models.

3 Limitations of Existing Systems

3.1 Dataset

As mentioned previously, the most prominent dataset for QA and subsequently QAG tasks in the

Bengali language, at the time of writing this report, is the Bangla-SQuAD dataset published by

Mayeesha et. al. It relies on cloud-based translations as well as a few crowd-sourced questions.

However, this dataset, too, is not without its issues. In exploring this dataset, we encountered

several data quality problems:

1. Questions that are marked impossible to answer but actually have answers:

Although the answers to these questions are not explicitly in the form that the question

expects them to be in, there are still answers to these questions within the provided

context. For example:

Context: এফিবআইেয়র সদর দফতরিট ওয়ািশংটন, িডিসর েজ এডগার হুভার িবি ংেয় অবি ত, আেমিরকা যু রাে র

বড় বড় শহরগুিলেত ৫ িট িফ অিফস রেয়েছ। এফিবআই পুেরা মািকর্ ন যু রা জুেড় ৪০০ িটরও েবিশআবািসক সং া এবং

পাশাপািশ মািকর্ ন যু রা দতূাবাস এবং কনসুেলেট ৫০ িটরও েবিশআইনী সংযুি বজায় রােখ। ভািজর্ িনয়ার েকায়াি েকােত

সুিবধাযু এফিবআইেয়র অেনকগুিল কাযর্কািরতা, পাশাপািশ পি ম ভািজর্ িনয়ার াকর্ সবােগর্ একিট "েডটা কয্া াস"

েযখােন আেমিরকা যু রা েথেক ৯৬৯ িমিলয়ন আঙুেলর ছাপ "সংরক্ষণ করা হয়, আেমিরকান কতৃর্ পেক্ষর কাছ েথেক

সং হ করা অনয্ানয্েদর সােথ েসৗিদ আরব এবং ইেয়েমন, ইরাক ও আফগািন ােনর বি েদর। " এফিবআই তার েরকডর্ স

ময্ােনজেম িডিভশন, যা ি ডম অফ ইনফরেমশন অয্াে র এফওআইএ অনুেরাধ ে রণ কের, ভািজর্ িনয়ার উইনেচ াের
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ানা িরত করার ি য়াধীন রেয়েছ।

Question: এফিবআইেয়র েডটা কয্া াসিট েকাথায়?

This is marked as impossible, however the answer (পি ম ভািজর্ িনয়ার াকর্ সবােগর্) is present in

the context.

2. Questions that are possible to answer but have no answers listed: These questions

are not marked as impossible to answer and naturally one would expect the answers of

these questions to be present in the context provided. For example:

Context: চালর্সটেনর একিট আ র্ সাবে ািপকাল জলবায়ু কেপন জলবায়ু ে িণিবনয্াস িসএফএ রেয়েছ, েসখােন হালকা

শীত, গরম, আ র্ ী এবং সারা বছর ধের উে খেযাগয্ বৃি পাত রেয়েছ। ী িট সবেচেয় আ র্ েমৗসুম; বািষর্ক বৃি পােতর

ায় অেধর্কিট ব পােতর আকাের জুন েথেক েসে র পযর্ ঘেট। পতেনর নেভ র মােসর তুলনায় তুলনামূলকভােব উ

থােক। শীতকাল সংিক্ষ এবং হালকা এবং মােঝ মােঝ বৃি পােতর ৈবিশ য্যু । পিরমাপেযাগয্ তুষার ২০.১ েসিম বা ০.২৫

েসিম েকবল দশেক েবিশরভাগ সমেয় ঘেটিছল, সবর্েশষ ঘটনািট ২৬ িডেস র, ২০১০-এ ঘেটিছল তেব, ১৯৮৮ সােলর ৬

িডেস র ১৫ েসিম িবমানব ের পেড়িছল, েরকেডর্ বৃহ ম একক িদেনর পতন, একক ঝড় এবং তু েরকেডর্ অবদান ৮.০ ২০

েসিম তুষারপােতর।

Question: চালর্ েনর বািষর্ক বৃি পােতর অেধর্কিট েকান আকাের ঘেট?

Answers: [“text”: “ ”, “answer_start”: 524]

This question is marked as possible to answer and the answer is within the context (বািষর্ক

বৃি পােতর ায় অেধর্কিট ব পােতর আকাের জুন েথেক েসে র পযর্ ঘেট), but the answer is listed only as

a sequence of whitespaces.

3. Answers being incomplete especially at compound Bengali characters: Because

of the way the Bengali language makes use of compound characters (like for example),

there is a misalignment in the answer start and end positions within the context. For

example:

Context: েরামান ধমর্ীয় িব াস ি পূবর্ ৮০০ আেগ েরােমর িত া েথেক শুরু কের। যাইেহাক, সাধারণত জাত এবং

াথিমক সা ােজয্র সােথ জিড়ত েরামান ধমর্ ীক সং ৃ িতর সং েশর্ এেস ায় ীক ধমর্ীয় িব াসেক অবল ন করার আগ

পযর্ ায় ৫০০ বছর অবিধ শুরু হয় িন। বয্ি গত ও বয্ি গত উপাসনা ধমর্ীয় রীিতগুিলর একিট গুরু পূণ র্ িদক িছল।

এক অেথর্ িতিট পিরবারই িছল েদবতােদর মি র। িতিট পিরবােরর একিট েবদী িছল লয্ািরিরয়াম, েযখােন পিরবােরর

সদসয্রা াথর্না করেতন, আচার অনু ান করেতন এবং পিরবােরর েদবতােদর সােথ েযাগােযাগ করেতন। েরামানেদর উপাসনা

করা অেনক েদবতা ে ােটা-ইে া-ইউেরাপীয় পয্ানিথয়ন েথেক এেসিছেলন, অনয্রা ীক েদবেদবীেদর উপর িভি কের ৈতির
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কেরিছেলন। দিুট িবখয্াত েদবতা হেলন বৃহ িত রাজা র এবং মঙ্গল যুে র েদবতা। ভূমধয্সাগেরর েবিশরভাগ অ েল

এর সাং ৃ িতক ভাব ছিড়েয় পড়ার সােথ সােথ েরামানরা িবেদশী েদবতােক তােদর িনজ সং ৃ িতেত হণ করেত শুরু

কেরিছল, পাশাপািশ অনয্ানয্ দাশর্িনক িতহয্ েযমন িসিনিকজম এবং ে াইিসজমেক হণ কেরিছল।

Question: সাধারণত জাতে র সােথ িচি ত েরামান ধমর্ থম িতি ত হয় কখন?

Answer: ায় ৫০০ বছর অ

The answer to this question is firstly marked incorrectly within the context, and further

the answer ends abruptly where it should have been ায় ৫০০ বছর অবিধ শুরু হয় িন.

4. Generally wrongly marked answers: Some answers, upon human inspection, appear

to be marked incorrectly as exemplified above. These are attributable to poor translation

schemes and human errors in annotating the data.

3.2 Computational Resources

A monumental challenge with most NLP tasks is circumventing the huge amount of compu-

tational resources required for training the incredibly large models. Most transformer-based

models including the mT5 model that we have experimented with throughout this work come

with several million parameters (BERT has 340 million parameters and mT5-small has

approximately 350 million parameters; the larger models may contain more than 1 billion pa-

rameters). It is a herculean task to perform the matrix multiplications and the differential

calculations involved in the backpropagation steps on simple CPU setups.

GPUs are more optimized for the large amounts of matrix multiplication and other linear

algebraic manipulations involved in deep learning and in NLP. This is primarily because GPUs

are bandwidth-optimized, meaning they can process a large amount of data fairly quickly,

whereas CPUs are latency-optimized, meaning they can process very small amounts of data but

they can do so incredibly quickly. With the advent of newer, advanced GPUs, they have caught

up to CPUs in terms of processing speed and as such are very good computational resources to

be used in deep learning tasks, where there is a large amount of data and a lot of computation

is involved. GPUs are able to parallelize operations on data very effectively.

One must also rely very specifically on GPUs that come with CUDA cores, i.e. GPUs manu-

factured by NVIDIA, such as the RTX series of GPUs (RTX2080, RTX3080 etc.) and the Tesla

P and K series GPUs.

Both the number of CUDA cores available as well as the VRAM of the GPU model used in

the deep learning project are important factors to consider. While the CUDA cores are respon-
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sible for the computations involved, the entire model with its million or billion parameters has

to be loaded entirely on the VRAM of the GPU and as such commonly VRAM requirements

exceed 6GB.

These requirements make it very difficult to train large language models on personal computers.

Commonly Google Colaboratory and Kaggle, both interactive Python notebook platforms

provided by Google, are used. The free tier of both platforms provide 12GB of RAM, a Haswell-

family 2-core CPU running at 2.3GHz and usually a Tesla K80 GPU (although available for

a maximum of 12 hours of continuous usage; there is also an indefinite cooldown period of no

GPU allocation once the GPU has been overused by a user). The paid tier offers a slightly

better GPU (Tesla P100 with up to 12GB of VRAM), but up to 24GB of RAM and a longer

period of continuous GPU usage.

We found it best to perform several experiments on small subsets of the data available to

us, often taking 50% to 80% of the data for the entirety of the training-testing phase. Because

of the limitations of the VRAM, we were also forced to perform the training in smaller batch

sizes of up to 8 samples per batch; this translated to very long training times of as much

as 8 to 10 hours even on the smaller subset of the training data. We are confident that given

more resources and more time to fine-tune our experimental models as well as our final model,

we can converge to better results. That being said, the results produced using the provided

setup are strongly representative of the potential this QAG system has.

3.3 Tokenizer Issues

When trying to align answers post translation to find the starting index of the answer span,

we quickly found that the embeddings generated were often inaccurate, leading to im-

proper alignments. Upon further investigation we noticed that this was primarily because of

the way the Bengali tokenizers were splitting the tokens. We experimented with several Bengali

tokenizers, including BNLP Sentence Tokenizer, BNLTK Tokenizer etc. and found this issue

persistent in all our experiments.

We found that Bengali tokenizers are not particularly adept at handling compound

characters, (like কয্ for example) and punctuations (especially when detokenizing back to

the actual words in the sentence). This becomes a very prominent problem that requires im-

mediate solutions when one realizes the extent to which punctuation and compound characters

are used in the Bengali language.

To that end, we built a custom tokenizer by extending existing tokenizers with several condi-

tional regular expression (regex) clauses to handle these cases. This custom tokenizer is
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able to properly tokenize and detokenize contexts and tokens respectively.

4 Proposal and Contributions

4.1 Proposal

Figure 5: Overall workflow of our proposed methodology

The diagram 5 outlines our proposed workflow. We split the entire process into two stages -

training and synthetic data generation (or inference).

In the training phase, we translate the SQuAD1.1 dataset via a translation model and

a novel embedding based alignment approach (discussed later). We use that translated

dataset to train a QAG model (discussed in section 4.1.2) as well as a QA model for roundtrip

consistency filtering (discussed in section 4.1.6). The entire process is summarized in diagram

6:
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Figure 6: Workflow of the translation and training phase

In the synthetic data generation (inference) phase (diagram 7), our trained QAG

model is fed domain-specific contexts (that have been scraped from the internet or obtained

from other sources) as input. The model processes these and produces questions using

the question generation model from the answers provided by the answer extraction

model to form QA pairs. The trained QA model is then fed these contexts and questions to

predict answers. If the answers are a match or within 0.5 F1 of each other, the QA pair is

retained as a valid QA pair; otherwise the QA pair is discarded. Afterwards, to filter out

similar questions, we retain only the QA pair that shows the highest probability of

generating that answer (measured by the sum of the start and end positional logit score).
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Figure 7: Workflow of the inference phase

At the end of this, the roundtrip consistency filtered dataset is post processed to bring it

to a format similar to that of established datasets like SQuAD, NewsQA etc. and the final

synthetic dataset is then used for augmenting the training and testing data for QA models as

required.

4.1.1 Translation and Alignment

To circumvent the above issues, we translated the original SQuAD1.1 dataset into Bengali

using the M2M100 model released by Facebook in 2020. This is a 1.2 billion parame-

ter multilingual encoder-decoder translation model that has shown significantly better

performance at the task of machine translation than other models by as much as 10.2 BLEU

at the time of writing this report. We choose SQuAD1.1 to translate into Bengali and not

SQuAD2.0 because SQuAD2.0 has “impossible questions” (questions that cannot be answered)

and these would have to be discarded since we are not generating such questions in this scope

of work. We then used FastText word embeddings and the concept of cosine similarity
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to locate the answer span in the translated Bengali context.

Figure 8: Workflow of the translation process

The procedure followed was:

1. Translating English contexts, questions and answers into Bengali: We first tok-

enize the English context into individual sentences using the sentence tokenizer from the

Natural Language Toolkit (nltk) library. While doing so, we also mark the sentence with

the answers that they contain.

2. Calculating cosine similarities of word embeddings to find the answer span in

Bengali context: Before identifying and highlighting the answer span, we look at the

embeddings of the words in Bengali answer text and the context sentence that contains

the answer text. For this purpose we used the FastText Bengali word embeddings.

We use the embeddings to find the part of the Bengali context that contains the answer.

For a window of length equal to the translated answer text in the context we find the

sum of cosine similarity between the words from that window and the permutation of

answer words which gives the maximum sum. We then select the answer span from the

context by selecting the window that gives the maximum alignment score, which is found

by normalizing the sum of the cosine similarities.

However, we identified that after translation, the Bengali answer can contain more

words than the English sentence it was translated from. So, we also used windows

of size

(a) One word more than the length of the translated answer text

(b) Two words more than the length of the translated answer text

In these cases, when we measure the sum of cosine similarity with a permutation of answer
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tokens, we do not use a word in the window of the context sentence (in case a) or we do

not use two words in the window of the context sentence(in case b)

In post processing, we select only those question-answer pairs with an alignment score of

greater than or equal to 0.5 based on our methodology. Since the SQuAD test set is

not publicly available, we use the SQuAD dev set as the test set and split the SQuAD train set

for our train and dev sets as shown below.

An example of the model translating an English context into Bengali is shown below:

English context: Architecturally, the school has a Catholic character. Atop the Main Build-

ing’s gold dome is a golden statue of the Virgin Mary. Immediately in front of the Main Building

and facing it, is a copper statue of Christ with arms upraised with the legend "Venite Ad Me

Omnes". Next to the Main Building is the Basilica of the Sacred Heart. Immediately behind

the basilica is the Grotto, a Marian place of prayer and reflection. It is a replica of the grotto

at Lourdes, France where the Virgin Mary reputedly appeared to Saint Bernadette Soubirous

in 1858. At the end of the main drive (and in a direct line that connects through 3 statues and

the Gold Dome), is a simple, modern stone statue of Mary.

Our translated Bengali context: ু লিটেত কয্াথিলক চির রেয়েছ।আটপ ধান িবি ংেয়র েণর্র েঘাড়ািট েমিরর

একিট েণর্র মূিতর্ । ধান ভবেনর সামেন এবং তার মুেখামুিখ, "Venite Ad Me Omnes" এর সােথ সাজােনা অে র সােথ

ীে র একিট তামা মূিতর্ রেয়েছ। ধান ভবেনর পােশ রেয়েছ পিব হৃদেয়র েবিসিলকা। েবিসিলে র েপছেন রেয়েছ গুহা, নামায ও

িবেবচনার একিট মািরয়ানা ান। এিট াে র লুরেডর গুহািটর একিট িতফলন, েযখােন পিব বানর্য্ােডট সুিবরুেসর কােছ ১৮৫৮

সােল পিব েমির দিশর্ত হন। ধান াইেভর েশেষ (এবং একিট সরাসির লাইেন যা ৩ মূিতর্ এবং েগা েডােমর মাধয্েম সংযু

কের), েমিরর একিট সহজ, আধুিনক পাথর মূিতর্ ।

We find here that the model is incredibly accurate in generating a translation.

On the issue of locating answer spans, we make use of our algorithm outlined above. A few

example question answer pairs for the above context in English and our translated version of it

is given below:

Reference sentence from Bengali translation: আটপ ধান িবি ংেয়র েণর্র েঘাড়ািট েমিরর একিট েণর্র

মূিতর্ । ধান ভবেনর সামেন এবং তার মুেখামুিখ, "Venite Ad Me Omnes" এর সােথ সাজােনা অে র সােথ ীে র একিট

তামা মূিতর্ রেয়েছ।

Translated Bengali answer: ীে র একিট কপার মূিতর্ রেয়েছ।

However, we find that this particular text span is not found in the translated Bengali context.
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In particular the word “কপার” is nowhere to be found in the reference sentence; the translation

model translated this word into “তামা. As a result of this, the algorithm looks through the

entire context, comparing word spans to find the closest match and extracts the

following span.

Extracted answer span from the context: ীে র একিট তামা মূিতর্

Figure 9: Extracting answer span from the translated context where similar (but not the same)
word is found present

The following example outlines how the algorithm handles cases where the translated context

does not have the same sequence of words found in the translated Bengali answer. Instead they

are found rearranged in the translated context.

Reference sentence from Bengali translation: েযমনিট তার সা ািজয্ক আেদেশ মািণত, হংওয়ু স াট

িত ত ও চীেনর মেধয্ েবৗ স েকর্ র বয্াপাের সেচতন িছেলন এবং এিট গেড় তুলেত েচেয়িছেলন।

Translated Bengali answer: চীন ও িত েতর মেধয্ েবৗ স কর্

The algorithm looks through the translated context and finds that the following

span is the closest match to the translated Bengali answer.
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Extracted answer span from the context: িত ত ও চীেনর মেধয্ েবৗ স েকর্ র

Figure 10: Extracting answer span from the translated context when the sequence of words (in
the translated answer) is rearranged in the translated context

4.1.2 Question Answer Generation Model

Figure 11: Workflow of our proposed Question Answer Generation model
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The question answer generation model is comprised of 2 components:

1. Answer extraction: This component examines the context for interesting answer spans

and then these are extracted. These interesting answer spans may be identified by a

variety of methods, including named entity recognition (NER), extractive text

summarization, sequence-to-sequence generation etc. We experiment with NER

and sequence-to-sequence generation using highlighting in our work.

2. Question generation: The question generation component takes the answers ex-

tracted by the previous component and the context provided to generate ques-

tions, and, subsequently, QA pairs. As discussed previously, multiple forms of question

generation have been explored, including the use of hierarchical variational autoen-

coders [40], regular sequence-to-sequence generation etc. Of these, we experiment

mainly with regular sequence-to-sequence generation and different forms of highlight-

ing and answer appending as per reviewed literature.

4.1.3 Answer extraction using NER

Named Entity Recognition (NER), as the name suggests, is a technique where a pre-

trained model is able to identify different named entities from a given text input. These

entities may be locations (LOC), persons (PER), organizations (ORG) etc. In Bengali, there

have been recent advancements made in NER using deep learning techniques [43]. We make

use of the SUST Bangla Natural Language Toolkit (SBLTK) published online and its

BERT-Multilingual-Uncased NER model because of its promising accuracy of 90.5% and

its huge training corpus of more than 65,000 documents.

We split the context into sentences and for each sentence we identify the named entities present

using the NER model discussed above. We retain all named entities for this purpose.

An example of the NER model is shown in figure 12:
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Figure 12: Example of Answer Extraction using the NER model

4.1.4 Answer extraction using mT5 and highlighting

We also tried to extract answers from a given context by modeling it as a sequence-

to-sequence task. We use the mT5-small model for this task. mT5-small is the smaller,

multilingual variant of the T5 [11] model and has around 300 million parameters, trained

on a huge mC4 corpus and thus supporting 101 languages including Bengali. We

chose this over BERT since other sequence-to-sequence tasks in the Bengali language that we

experimented with outside of this work showed better, more human readable output with

mT5 than with BERT.

We take contexts from the our translated dataset and split them into individual sentences using

bnltk. We highlight each sentence that has an answer span within it with a special <hl> tag,

and the answer spans are joined with the special <sep> token. An example is shown below:

Context:

The Islamic University of Technology is situated in Boardbazar, Gazipur and currently has 6

departments CSE, MPE, EEE, BTM, CEE and TVE.

Input sequence:

<hl>The Islamic University of Technology is situated in Boardbazar, Gazipur and currently

has 6 departments CSE, MPE, EEE, BTM, CEE and TVE.<hl>

Target sequence (answer span):

CSE, MPE, EEE, BTM, CEE and TVE<sep>
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Figure 13: Highlighted inputs to the answer extraction mT5 model

Figure 14: Examples of Answers generated by the mT5 model

We train the model on the training set of our translated dataset over:

• 50% of the training data - We are forced to use a small subset of the actual translated

dataset due to computational resource constraints.

• 3 epochs - The literature reviewed specifies 3 to 4 epochs. We choose 3 epochs due to

computational resource constraints and to prevent overfitting.

• Batch size 8 - Given the GPU and the amount of VRAM, we can only fit 8 samples of

the data at any given instance, and so we pick a batch size of 8. This allows us to perform

mini batch gradient descent which is a middle ground between stochastic gradient (which

performs gradient descent after every sample encountered) and batch gradient descent

(which performs gradient descent after all the samples are encountered).

• Learning rate of 3e-4 - Although the literature reviewed specifies a learning rate of 1e-4,

we find in our experiments that the training loss converges neatly with slight fluctuations

at a learning rate of 3e-4 while also learning the parameter values sufficiently quickly.

4.1.5 Question Generation via appending

We use the mT5-small model for conditionally generating questions based on the context and

the answer. The rationale behind using this model is the same as in the case of the answer

extraction model experiments - mT5 is trained on a huge mC4 corpus and supports and provides

excellent human readable results in the Bengali language.

We use the conditional generation head for mT5. The model takes a source text as

input and generates a target text based on the source text. We format the source text as

follows:
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context: c answer: a, where c is the context and a is an answer found in that context.

For the target text, we feed the model the question corresponding to that answer during training

time. However, the model performed poorly and generated undecipherable questions when

we fed the entire context as source text. To circumvent that, we opted to pass as input to the

model the answer and only the sentence from the context that contains the answer.

Although this method of training restricts the model to generate questions based on single

sentence inputs, the model performs considerably well and the questions generated were much

more readable and understandable.

Example of the generated questions are shown below:

context: থম বছেরর অধয্য়ন ে া ামিট ১৯৬২ সােল িতি ত হেয়িছল যােত তারা একিট ধান েঘাষণা করার আেগ ু েল

তােদর থম বছের েবশকারী নবজাতকেদর েনতৃ েদয়। answer: থম বছেরর অধয্য়ন ে া ামিট

১৯৬২ সােল েকান ে া ামিট িতি ত হেয়িছল?

To ensure the generated question is semantically correct, we generate five questions for each

answer using beam search and later filter out incorrect questions during roundtrip

consistency described later. An example is shown below with all the five questions:

context: থম বছেরর অধয্য়ন ে া ামিট ১৯৬২ সােল িতি ত হেয়িছল যােত তারা একিট ধান েঘাষণা করার আেগ ু েল

তােদর থম বছের েবশকারী নবজাতকেদর েনতৃ েদয়। answer: থম বছেরর অধয্য়ন ে া ামিট

১৯৬২ সােল েকান ে া ামিট িতি ত হেয়িছল?

১৯৬২ সােল িতি ত থম বছেরর অধয্য়ন ে া ামিট কী িছল?

১৯৬২ সােল থম বছেরর অধয্য়ন ে া ামিট কী িছল?

১৯৬২ সােল িতি ত থম বছেরর অধয্য়ন ে া াম েকানিট িছল?

১৯৬২ সােল িতি ত থম বছেরর অধয্য়ন ে া াম েকানিট?

To train the QG model we use our translated dataset based on SQuAD1.1. We only use answers

that have an alignment score of greater than or equal to 0.5. We train the model over

• 2 epochs - In accordance with computational resource limitations and reviewed literature

to prevent overfitting.

• Learning rate of 1e-3 - Here we find that a learning rate of 1e-3 allows the loss to

converge sufficiently quickly while also allowing the model parameters to be learned fairly

consistently.
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• Batch size of 8 - Coping with the same computational resource limitations mentioned

in the answer extraction experiment section.

4.1.6 Roundtrip Consistency

Figure 15: Workflow of the Roundtrip Consistency phase

This phase makes use of a pre-trained QA model to independently predict answers to

the questions generated by the previous component. The QAG model generates multiple

questions for the same answer. The trained QA model checks each of the questions and predicts

answers for each of them. If the QA models predicted answers and the QAG models provided

answers are an exact match or within a 0.5 F1 threshold of each other, the QA pair

is retained in the filtered dataset; otherwise it is discarded.

Even so, there may be similar questions for the same answer, as exemplified in figure 16:
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Figure 16: Similar questions for the same answer

To filter out similar questions, we retain only the question that produces the answer

with the highest probability. This is obtained by taking the sum of the answer span’s

start and end positional logit scores.

4.1.7 Evaluation Metrics

Exact Match (EM) is a measure of the proportion of predicted answers that match

any of the ground truth answers exactly. That is to say, if one of the ground truth

answers is “Islamic University of Technology”, the only predicted answer that would be an exact

match is “Islamic University of Technology”, and not any of “Islamic University”, “University

of Technology” etc. As such, it is an incredibly strict measure of a QA models performance.

It is to be noted that for null ground truth answers (blank answers particularly found in the

case of “impossible questions”), if the model predicts any answer at all, the EM score for that

sample is taken to be 0.

It is normally calculated as per the following formula

EM =
∑N

i=1 F (xi)
N

Where f(xi) =


1, if predicted answer = correct answer

0, otherwise

F1 score is a less strict measure of the performance of a QA model. It is calculated

as the harmonic mean of the precision and recall. In the case of sequence-to-sequence

generation NLP tasks, the ground truth tokens and the predicted output tokens are treated

as bags of words. As such precision, recall and F1 scores are calculated as per the following

formulas.

Precision =
TP

TP + FP
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Recall =
TP

TP + FN

F1 score = 2× Precision×Recall

Precision+Recall

This formula can also be equivalently written as,

F1 score =
2

1
Precision + 1

Recall

F1 scores are important metrics when we want to maximize both precision and

recall (approaching an exact match in the ground truth answer and the predicted answer).

Precision is a measure of how many of the predicted answers were correctly predicted as per

the ground truth, whereas recall is a measure of how many correct ground truth answers were

present in the models predictions.

Put simply, if there are g tokens in the ground truth answers, p tokens in the predicted

answers and c tokens that are common to both ground answers and predicted an-

swers, the model should aim to maximize both the ratio c
p (most of the models predicted

output tokens overlaps with the ground truth answers tokens) and c
g (most of the ground truth

tokens are present in the models predicted output).
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Figure 17: Precision, Recall and F1 explained graphically
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4.2 Contributions

Major contributions of our work include:

1. QA dataset (75,000+ QA pairs) based on translated SQuAD1.1 - This is the

result of our translation methodology applied on the existing SQuAD1.1 dataset. The

resulting dataset has been used extensively throughout our work.

2. QA model benchmarks trained on the translated dataset - To establish naive

benchmarks, we also train and test basic QA models on our dataset and post the results

here for comparisons.

3. Low-resource adapted QAG model in Bengali - Our QAG model shows great

promise even in low computational resource scenarios, requiring training over compar-

atively small subsets of data over a respectable period of time to generate domain-specific

synthetic QA datasets.

4. Synthetic QA dataset in Bengali - We test our approach on a sampling of news articles

and present a few examples of the generated dataset, to judge the quality of the output.

5 Result Analysis and Discussion

5.1 Translation and QA model training

As mentioned previously, for our dataset, we select only those QA pairs with an alignment

score of greater than or equal to 0.5 based on our methodology. Since the SQuAD test set

is not publicly available, we use the SQuAD dev set as the test set and split the SQuAD

train set for our train and dev sets as shown in table 1 to release as our final dataset based

on the SQuAD1.1.

Train Dev Test

Paragraphs

400

Contexts

17126
Paragraphs

42

Contexts

1770
Paragraphs

48

Contexts

2067

QA

63628

QA

6569

QA

8233

Table 1: Train-test splits on SQuAD dataset for our translated dataset
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Model Name Exact Match F1
bert-base-multilingual-cased 44.67 64.02
bert-base-multilingual-uncased 44.52 64.10
XLM-RoBERTa 46.70 66.37

Table 2: EM and F1 scores of 3 models on our translated dataset

The dataset consists of 75000+ QA pairs. We train 3 QA models on the dataset and

evaluate on our test set. The results are shown in the following table:

Due to the scarcity of models pre-trained in the Bengali language, we show the score for only

3 models pre-trained on multilingual datasets. The BERT models both cased and uncased,

perform similarly in Bengali with F1 scores 64.02 and 64.10 while the XLM-RoBERTa performs

better with the highest F1 score of 66.37. While these scores may seem poor in the scale or

leaderboard of SQuAD1.1, we need to realize that this is a Bengali dataset and Bengali

transformer-based models are scarce and not very well-trained. Further, there are

issues with tokenization as discussed previously, and of course, there may be a failure

to incorporate certain linguistic biases in a direct translated dataset as opposed to

an organically generated Bengali dataset. Moreover, these are very simple models and no

degree of ensembling or intensive training over multiple epochs has been used yet. We

believe these techniques can improve the EM and F1 scores further.

We also fine-tuned the XLM-RoBERTa model on our translated dataset and tested

it on the Bangla-SQuAD test dataset achieving much higher EM and F1 scores of

70 and 81 respectively. This is a testament to the consistency and superior quality of

our version of the dataset.

5.2 Synthetic Dataset Generated by QAG model

To show the effectiveness of our overall QAG model, we scrape 314 articles from a Bengali

newspaper and generate a total of 4582 QA pairs. A portion of the dataset is shown in

figure 18:
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Figure 18: Generated synthetic dataset on a sample sentence from a news article

The generated question answer pairs from the new articles are quite consistent with a small

percentage of errors. However a major issue with this dataset is the fact that the answers are

all named entities. Interesting text spans that do not contain any named entities are ignored

by the model. For example an interesting answer span could be প ম দফা could be an interesting

answer to the question কত দফায় ৈবঠেক বেসেছ তারা? However, this will be overlooked by the NER

model.

To circumvent this issue, we experimented with the highlighting based answer extrac-

tion model outlined above on both the Bangla-SQuAD dataset and our translated

dataset. The results generated are shown in figure 19 and 20:

Figure 19: Answer Extraction model trained on Bangla-SQuAD
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Figure 20: Answer Extraction model trained on our translated dataset

As can be clearly seen in figure 20, the answer extraction model trained on the Bangla-

SQuAD dataset generates very undecipherable answers whereas that trained on our

translated dataset generates more readable answers. This is primarily because of the way

the answer starting and ending positions are aligned in our dataset and also because

of the superior quality of our translation using the M2M100 model as opposed to the

one used to produce Bangla-SQuAD.

However, this model still produces repeated answers as can be seen in the last example. We

believe that training this model over a few more epochs and experimenting with the encoding

truncation settings, we can reach a very optimum solution where the model does not generate

repetitive answers. We can also experiment with other forms of highlighting mentioned

in the reviewed literature, for example, highlighting the answer span within the sentence

as well.

6 Conclusion and Future Work

In this work, we present a translated version of SQuAD1.1 with answer starting and

ending positions being aligned based on a novel embedding matching approach.

We also propose an end-to-end QAG system to automate the generation of QA pairs

and, subsequently, synthetic QA datasets for the Bengali language. We show some samples of

our model’s output and also discuss the limitations of the work as it exists right now. The

limitations are focused mainly in the answer extraction portion of the QAG system

since the answers extracted are solely based on named entity recognition. Another
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obvious constraint is the one posed by the lack of computational resources available to us

at the time of writing this report.

To build on the work further and to produce better results, we leave the following scope for

future work:

1. Translate SQuAD2.0 - SQuAD2.0 builds on SQuAD1.1 by adding ’impossible’ ques-

tions. The authors of the paper show that it is also important to teach QA models which

questions they cannot answer. The SQuAD2.0 dataset translated via our methods could

prove to be a better resource than the current translated dataset and Bangla-SQuAD as

well.

2. Search for a better Answer Extraction model, preferably one using a sequence-to-

sequence conditional generational setting as opposed to NER or other extractive methods.

This will allow us to encompass a wider range of answer types, possibly True/False and/or

Yes/No answers as well.

3. Publish synthetic datasets on specific domains - Due to the lack of quality datasets

specific to particular domains such as medicinal science, news articles etc. there are no

QA models in Bengali that can tackle these domains’ questions easily. Via our work, we

hope to spearhead dataset generation in these specific domains aided by our QAG system.

4. Fine-tune QA models on synthetic datasets to perform comparative analysis.

5. Improve the answer alignment technique to reduce noisy answer spans in our trans-

lated datasets, preferably by looking at other similarity metrics.
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