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Abstract

Image captioning refers to the task of assigning natural language description to an image from its

visual and cognitive information. It’s a multi-modal task where image understanding and natu-

ral language generation is the backbone. Real life applications like content based image retrieval,

navigation of self driving car, assisting visually impaired people, visual question answering etc.

are the areas where image captioning can be used. Even though a significant amount of research

work has been done on image captioning, still a lot of works can be done to improve the accuracy

of Image captioning systems specially for visually challenged images. We explored the possibili-

ties of developing a more robust and accurate image captioning system that can handle motion

blur, plain text tokens, partially visible objects in an image. We proposed a pipeline that includes

Global feature extraction for extracting overall pictorial information of the image, Scene Graph

for detecting objects and learning individual relationship among the objects, OCR token extractor

for understanding the plain text in the image (if available) and an encoder-decoder based language

model for features to text translation. The main goal was to exploit the research opportunities

and improve the research gap. Finally, we explored the result of our findings and did a compara-

tive analysis of our architecture with existing state-of-the-art papers on VizWiz-Captions dataset

since images of this dataset are taken by visually impaired people making images more visually

challenged.

Keywords— Image Captioning, Scene Graph, Encoder, Decoder, OCR
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Chapter 1

Introduction

An image can speak a thousand words. Every day a large number of images are uploaded in the

internet from different sources. But most of the sources do not include any explanation. Viewers

need to interpret the images themselves. So, automated translation of an image to plain natural

language is one of the most challenging tasks in the era of machine learning. This translation

is known as Image captioning. To define formally, it is the task of describing the visual and

cognitive information of an image in natural language (Figure: 1.1).

Figure 1.1: Image Captioning Examples Taken from Microsoft COCO Captions [11]

There are plenty of application areas of image captioning. For example, automatic image

indexing for content-based image retrieval, digital libraries, web searching. In social media, au-

tomated caption generation from image is also crucial. It is also popular in Artificial Intelligence

research area where machines deal with image interpretation and human-level language under-

standing. Image captioning can also be used for visual question answering, where any natural

language questions about the image are answered through an automated system. Generating

medical report in natural language from medical images can also be done using image captioning.

1
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In the world, around 253 million of people are visually impaired in total [15]. They cannot

understand image contents without help of others, let alone perceive their surroundings. An

automated captioning system can give them the ability to perceive by hearing the captions

through a text to speech medium. This idea is opening a new door to see the world for the

visually impaired people.

A good number of research works have been worked out in the image captioning area

[16].From deep learning-based approaches with Recurrent Neural Networks (RNNs) fed with

global image features, algorithms are evolving with attentive approaches and reinforcement

learning. With the breakthroughs of Transformers and self-attention in recent years, working

pipelines consist of object detection and classification, individual object features, global image

features, object to object relationship extraction, attention mechanism, language decoders like

GPT [17]. To evaluate how much the captions are aligned with ground-truth captions, Nat-

ural Language Processing communities have defined some evaluation metrics such as BLEU,

METEOR, etc.

Using crowd-sourcing a good number of image captioning datasets are publicly available,

such as Flickr30k [18], MS-COCO Captions [11], Visual Genome. Most of them consist of

images taken by real users, not by visually impaired people. As a result, there’s a tendency of

producing generic captions. For this reason, existing image captioning algorithms’ applicability is

restricted. They can’t be deployed widely in practical real-world settings which include assisting

people who are visually impaired in navigating and accomplishing everyday tasks. Because

of these limitations, goal-oriented image captioning challenges emerged: VizWiz Challenge for

captioning images taken by people who are blind [5].

Since VizWiz challenge is very recent and people are still working on it, only few works have

come to the light. Pierre Dognin et al. incorporated OCR token to include plain text of image

in captions [6]. Lun Huang et al. proposed double attention mechanism with LSTM recurrent

neural net to produce captions [9]. In extend of AoA-NET [9], Dong Wook Kim et al. introduced

a graph convolution network and pre-trained language model to enhance performance [7]. Other

works can be seen in the VizWiz challenge leader-board but corresponding research works are

not found.

Though current works are doing great in automated image captioning, still some important

improvements can be done on generated captions. Some problems with current models used for

image captioning includes missing object relation in the generated captions, missing plain text

tokens, missing partially visible objects. Current models implicitly learn object to object rela-

tionships but explicitly defined relationship suppose to give better context for natural language
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generation. Pre-extracted OCR tokens can be incorporated in the final captions. Some models

have started to use this idea. It’s obvious that just generating word sequence is not caption-

ing. The captions should be grammatically and semantically correct. In this regard pre-trained

language decoders works good for semantically and grammatically correct sentences.

To give language models object to object relationships explicitly Xu Yang et al. [19] used

Scene Graph to represent object to object relationships. Realising the impact of scene graph on

language decoder, we are proposing to use scene graph in our pipeline.

Our final pipeline consists of Scene Graph [14] for explicit object to object relations, incep-

tionV3 [20] for global feature extraction, Paddle OCR for OCR token extraction and encoder-

decoder based language model i.e vanilla transformer [21]. In this work we will explore the

opportunities of our pipeline and do a comparative analysis of our architecture with existing

State-of-the-Art models.

1.1 Problem Statement

Image Captioning is the task of describing visual and cognitive information of that image in

layman natural language. So the problem is to develop a robust and accurate image captioning

architecture that can handle several challenges like motion blur, plain text tokens, partially

visible objects in the image. The architecture will take an image and generate a caption which

should be understandable by layman.

1.2 Challenges

The main challenge of image captioning is the interpretation of the image by the machine. Both

the spatial and semantic information are crucial for understanding the underline cognitive and

visual relations. How the image is captured, surrounding environment have great impact on the

image visibility and quality. Based on these we can divide the challenges into two categories:

fine grained image captioning and visually challenged image captioning.

1.2.1 Fine Grained Image Captioning

Clear, vivid images are easy for machine to interpret. The bench-marked datasets MSCOCO

[11], Flickr [18], Visual Genome [22] are well known datasets of clear, well focused images. Still

it has some challenges on both visual perspective and natural language perspective.

• Linking background contents with the foreground contents.
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• Identifying novel objects.

• Extracting plain text, interpreting traffic signs, understanding bill-board directions/adver-

tisement.

• Keeping naturalness in caption generation.

• Incorporating plain text, signs of images into the caption

• Generalization of the captioning system.

1.2.2 Visually Challenged Image Captioning

Not every human in the world is a good photographer. Beside environmental condition differs

too much. Even images are captured by visually impaired people. Sometimes human themselves

cannot understand the visual content of the image. Some examples are shown in figure 1.2

• Focus-less images are hard to interpret.

• Motion blurred image are very common.

• Lack of luminance or over brightness of images

• Partially visible objects.

• Imbalanced shadow effects.

• Indoor images often have low lighting condition, novel objects and lots of plain texts which

may be very small in font size.

• Linking novel objects with known objects.

Because of these challenges object detectors suffer very much. But correct object detection is

the heart of accurate captions. Beside each relations among the objects defines the cognitive

understanding for the captions. Consisting of these kind of visually challenged images and

crowd-sourced captions, a dataset of size 39000 is publicly available. All the images of this

dataset is captured by visually impaired people. This makes automated image captioning more

hard. Though a lots of work have been done in the field of fine grained image captioning, robust

and accurate visually challenged captioning is lagging behind.
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Figure 1.2: Images captured by Blind people taken from VizWiz-Captions [5]

1.3 Objectives

Our main objective is to develop more robust and accurate captioning system for visually chal-

lenged images. Since a lot of works have been done for fine grained images, our main focus is

on visually challenged images. To address this issue, our solution should handle partially visible

objects, improve object to object relationships, if there is plain text in the image those should

be reflected on the generated captions. If these objectives are full filled then we would focus on

building lighter models for small scale devices.

1.4 Contribution

Our main contribution was our proposed pipe-line. Use of the scene graphs, OCR tokens, global

features are not novel individually. But our pipelines creates a fusion of them to improve on

the research opportunities found which hasn’t been explored before. Besides, use of explicit

scene graph generator on VizWiz-caption is also new. We found some research opportunities,

proposed a pipeline that we believe should overcome them and explore the opportunities along

with creating new opportunities to explore.

1.5 Organization of Thesis

This dissertation shows the evolution of automated image captioning systems, some research

opportunities and finally proposal and analysis of a pipeline that might overcome those research

gaps.

In Chapter 2 titled as Background study we discuss some background study we have done

related to our works. We also discuss some terms and methods related to our work. And finally

we discuss some of the most related publications their architecture and contribution.
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In Chapter 3 titled as System Architecture, we discuss our proposed pipeline and how it’s

supposed to overcome the research gaps found. It contains our architecture, description of each

module and how each of the module works and are related to each other.

In Chapter 4 titled as Results Analysis and Discussion, we present the results of our ex-

periments in different setups. We present our result in popular evaluation matrices for easier

understanding. We also do a analysis of our result mainly focusing on findings from the result.

Finally we compare our result with some state of the art results in this field.

In Chapter 5 titled as Conclusion and Future Work, we discuss our findings and contribution

from the experiments and research we have done. We also discuss some research opportunities

for future.



Chapter 2

Background Study

Before working on the image captioning system,we had done some background study of core

elements of captioning like Word Embedding, Seq2Seq, Attention Mechanism, RNN, Long-Short

Term Memory (LSTM), Transformer. The following sections will give an overview of each of

these elements. Later sections well show us some of the most exciting works done so far on

image captioning.

2.1 Word Embedding

Logical numeric representations of texts are called word embedding. The machine must learn

human language, which is one of the initial problems in natural language processing. This is

crucial because as humans, we are capable of perceiving and comprehending languages. We

know the difference between ‘king’ and ‘queen’ as well as ‘man’ and ‘woman’ In the case of

computers, though, it is less evident. The idea is to create a high-dimensional vector space in

which each word has its own unique vector representation [23].

A survey [23] on vector space modeling for words meaning shows how vectors represents

words for machines. Earlier works used one hot vector representation for words. Each word

was then represented with a large vector with a single 1 in one position and others are zero. It

didn’t help much. Later Word2Vec [24], Glove word [25] embedding evolved. Words with similar

meaning have similar representations or being closer in the vector space. The vector dimension

reduced and each entry of the a particular value represents a feature of the particular word [26].

There are a few more important factors to think about. Words have multiple meanings. Some

words may have distinct meanings in different circumstances. In this circumstance, modern word

embedding has distinct representations for the same words with different meanings. For example,

‘I always park my automobile in the park.’ Because each ‘park’ in this phrase has a distinct

7
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meaning, their embedding should differ. The word ‘parking’ in the first line of the phrase ‘Drive

through the parking lot’ must be the most closely linked. The word ‘Park’ is more directly

related with the park mentioned in the first phrase in the statement ‘Mr. Raj always longed to

visit the Ramna Park’.

2.2 Seq2Seq

Google [27] proposed Sequence to Sequence modeling, or Seq2Seq, as an end-to-end sequence

learning approach. It was largely used for text translation from one language to another using

neural machine translation. It was then applied to text summarization, sentiment conversion,

and other sequential models. Sentences are essentially a group of words that can be transformed

into word vectors or embedded. In terms of architecture, Seq2Seq models have two components:

the encoder and the decoder.

The encoders go through the input sequence in order. As encoders, RNNs [28] or LSTMs

[29] are utilized. Each input vector is processed by an encoder RNN, which then provides a

hidden representation to the next layer along with the next input vector. As a result, each RNN

output has all of the information from the previous input sequences. As a result, a context

vector (encoder representation) is created. After that, the model utilizes the Decoder to decode

the context vector into the recommended output sequence, which is also a series of RNNs or

LSTMs. The decoder RNNs decode the context vector in a sequential manner, producing one

output vector at a time.

2.3 Attention Mechanism

The sequence data is computed one by one in the Encoder Decoder model. The starting infor-

mation in lengthier phrases is more likely to be lost due to the context vector’s long correlated

inter-dependencies. This is why the attention mechanism was created [30]. The encoder vector

is created by converting the words ’How,’ ’Are,’ and ’You’ into word embedding.

Apart from the context vector, the decoder is additionally given a direct link from the input

sequence representing the relevance of the corresponding words, indicating where the model

should concentrate its efforts in order to accurately predict the output sentence. The invention

of attention mechanism helped to improve the sequence models significantly [13], [31].
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2.4 Recurrent Neural Network

Recurrent Neural Network(RNN) [28] is a class of neural networks that works on sequential

data. RNN can be thought as simple feed forward network with some fixed memory unit. RNN

is recurrent because it takes each data and runs the same function on it. The generated output

is then feed to network again making each execution dependent on the previous computation.

Since the output of previous time step is feed back to the function with new data, RNN has

information about the previous data and their possible relationship. It helps the network un-

derstand sequence data. Conventional feed-forward netword doesn’t have any memory unit.

But RNNs have internal state memory, enabling it to handle sequence data. That’s why RNNs

[28] were the building blocks of sequence data processing, like handwriting recognition, speech

recognition, machine translations, caption generations.

There are mainly four types of RNN [32]:

• One to One RNN

• One to Many RNN

• Many to One RNN

• Many to Many RNN

2.5 Long-Short Term Memory

LSTM [29] or Long-Short Term Memory was first introduced to overcome the exploding and

vanishing gradient problems of RNN architecture. RNNs [28] tend to forget previous data as

it runs for longer time. LSTMs are utilized to help with short-term memory recall. When new

information is added to RNN, it fully alters the previous information. RNN is incapable of

distinguishing between important and unimportant data. When new information is added to

LSTM, there is only a minor change in current information because LSTM incorporates gates

that control the flow of information. The gates determine whether data is significant and will

be helpful in the future, as well as which data must be deleted.

The three gates used in LSTM architectures are:

• Input gate

• Output gate

• Forget gate
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2.6 Transformer

The Transformer [21] model offered a new network architecture based entirely on the attention

mechanism for sequence to sequence modeling. Sequential models like RNN [28] and LSTM [29]

process sentences word by word, posing a significant issue in the parallelization process. They

included multi-head attention into their design. It’s essentially a self-attention implementation,

in which the input sequence learns the similarities among itself, indicating which words are

more linked to each other. As a result, it will have a better understanding of the language and

how it is constructed. Three vector variables, Q (query), K (key), and V (value), are used

to train multi-headed attention (value). The link between the word vectors is largely included

in these parameters.One of the reasons sequential models like RNN have been so successful

in language processing is that it goes over each word in the phrase one by one, learning the

positional relationship between them. Positional Encoding was developed in Transformer to

address this issue. For each odd and even position, a sin and cos function are used to maintain

it. Transformers can theoretically save infinitely long connection relationships among word

vectors given adequate GPU computational capacity, whereas RNN/LSTM longer sequences

tend to lose their original information. Furthermore, because the data is not handled one by

one, parallelization is particularly efficient.

2.7 Related Works on Image Captioning

Early image captioning systems were template based [12] and retrieval based [12]. But in this

deep-learning era all works are done using deep-learning solutions. First part of the image

captioning pipeline is providing effective features from visual information i.e visual encoding.

We can categorize current deep-learning approaches of visual encoding in 5 broader categories.

1. Non-attentive Global CNN feature based, 2 Attention Over CNN Features Grid, 3. Attention

Over Visual Regions, 4. Encoding based on Scene Graph, 5. Encoding with Self-Attention .

Overview shown in figure 2.1

Earlier deep-learning based approaches started with Global CNN feature based captioning.

In this approach a pre-trained CNN is used to extract global features from images. These are

the features which are used as conditioning elements for the language model. For example, Oriol

Vinyals et al. [33] Show and tell] used pretrained GoogleNet [34] as feature extractor, Karpathy

et al. [35] used global features extracted from AlexNet [36] as the input for a language decoder.

Next deep-learning practice for image captioning was Attention over CNN feature Grid fol-

lowed by Attention Over Visual Regions. Human brain integrates top-down cognitive reasoning
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Figure 2.1: Deep Learning approaches of Image Captioning {Image Source: [12]}

and bottom-up constant flow of visual information to understand image content. Attention

Over Visual Regions incorporate bottom-up visual information and language decoder acts as

top-down reasoning. Anderson et al. [1] proposed first this bottom-up approach which is still

used in many image captioning system as region feature extractor.

To learn relationships of objects in images, next deep-learning approach is Scene Graph

parsing. It is also seen to be used in current image captioning systems. Xu Yang et al. 2019

[19] proposed an auto encoding of scene graph for learning object to object relationship so that

the language model doesn’t need to learn implicitly. As a special case of graph-based encoding,

Yao et al. employed a tree to represent the image as a hierarchical structure and then fed it to

a Tree-LSTM. [37]

In 2017, Vaswani et al. [21], presented self attention for machine translation, language under-

standing, language generation. The full model then called the Transformer architecture in NLP

domain. Later it was used on other domains like computer vision’s Vision Transformer. Huang

et al. [9] presented an extension of the attention operation, named “Attention on Attention”.

LSTM-based decoders were once popular for language models. However, transformer-based

decoders are currently the most used. Because image captioning task can be viewed as a

sequence-to-sequence generation problem where image regions are feed as sequence. The Trans-

former networks are serving better in this regard.

2.7.1 Bottom-Up and Top-Down Attention for Image Captioning and Visual

Question Answering [1]

In this work, Peter Anderson et al. [1] presented a method that can calculate attention down to

the objects and visual regions of images. Previously, image captioning for image understanding

relied solely on top-down visual attention techniques. The bottom-up approach presented here

can propose a number of salient image regions represented by pooled convolutional feature

vectors. They used Faster R-CNN [38] in bottom-up attention. The top-down attention predicts
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an attention allocation over visual regions based on task-specific context. Finally, A weighted

average is taken overall image features of all object regions and considered it as the attended

feature vectors.

The Faster R-CNN [38] used in this work, had ResNet-101 [39] CNN as the backbone. The

output of this approach was a set of image features that can be used in image captioning and

visual question answering task. An IoU threshold was used to remove false and unimportant

object classes from the output. From each detected object the region features were the mean-

pooled convolutional feature having dimension 2048.

How F-RCNN detects objects and language decoder architecture are shown in figure 2.2.

Their main contribution was to introduce two attention mechanism: bottom-up and top-down,

in one architecture and to calculate attention at the level of objects and salient image regions.

But the core language decoder is a recurrent network(LSTM) making the training and inference

latency comparatively more than transformer-based architecture.

Figure 2.2: (a) F-RCNN Object Detections, (b) Language Decoder

2.7.2 Exploring Visual Relationship for Image Captioning [2]

In this work, Yao et al. presented a novel architecture of that time with Graph Convolution

Network(GCN) and Long-Short Term Memory (LSTM). Their main motivation was to explore

the visual relationship of objects shown in the image and boost the caption generation system.

They explored two different types of visual relationships: Semantic object relationship and Spa-

tial object relationship. To extract these relationship features they devised Graph Convolution

on the region level representation of objects. Finally to generate captions a LSTM based lan-

guage attention decoder is used using the extracted relation aware region level representation

from GCN.

Semantic object relationship is expressed as <subject-predicate-object> for each pair of ob-

jects in the image. These relations are directional in a sense that it related two object by a

predicate describing an action. To extract these relations they devised a classification model
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Figure 2.3: Graph Convolution plus Attention LSTM [13]

that takes detected object regions and predicts the predicate among the objects. They pre-

trained this classification model on Visual Genom dataset.

Spatial object relationship is expressed as object-object for each pair of objects unexploit-

ing their semantic relations. This relationship forms a spatial graph with edges object-object

representing their relative geometric positions.

The context encoder of their framework is based on Graph convolution network which encodes

information from the extracted semantic and spatial relationship graphs into a transformation

matrix. Each entry of this matrix represents a relation-aware region-level feature. For caption

generation purpose they devised an attention LSTM of 2 layers which takes the transformation

matrix as input. Since LSTM is a class of Recurrent Neural network it process the transformation

matrix sequentially and generates sentence word by word. A full overview of their architecture

is shown in figure 2.3

Their works are tested on MSCOCO Caption dataset. But to train spatial relationship clas-

sifier they had to pre-train it on visual gnome. Finally they have shown their model performance

using both machine evaluation on test server and human evaluation. At that time this work

became the new state of the art on MSCOCO Caption task.

2.7.3 Self-Critical Sequence Training for Image Captioning [3]

In this work, Rennie et al. proposed a new approach to sequence training named as self-

critical sequence training (SCST) and have shown that it dramatically improves image caption

generation system of existing models. SCST is a class of reinforcement learning. It doesn’t

estimate the reward signal or normalize the reward signal. It utilizes the output of its own

test-time inference to normalize the reward signal. Therefore, in case of imame captioning, only

the outperforming words of sentence gets selected suppressing the inferior words.

This work is motivated from the study that existing sequence modeling systems like image
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captioning uses cross-entropy loss and evaluated with natural language processing metrics like

BLUE [40], METEOR [41], CIDEr [42]. The problem with these metrics are everyone of the

is non-differentiable making the system unable to directly optimize the metrics. Recent study

have shown them that Reinforcement learning can solve this issue.

They made a baseline using the reinforcement learning using the inference algorithm of test

time to get reward of the current model. So the loss function gradient with respect to time t is:

δL(θ)

δSt
= (r(ws)− r(w)̂)(Pθ(wt|ht)− 1ws

t
)

where W s is the negative reward of the current model, r(w)̂ is reward from current model

using the inference algorithm of test.

They experimented on MSCOCO [11] Caption dataset with a model consisting of spatial

CNN features of attention models and Long-Short Term Memory as decoder. All their exper-

iments were to optimize the CIDEr scores only. Before testing on the evaluation server they

ensemble 4 variant of their approach and became the new state of the art of their time. They

were able to successfully boost the CIDEr score from 104.9 to 114.7.

2.7.4 Boosting Image Captioning With Attributes [4]

In this work Yao et al. presented a novel architecture Long-Short Term Memory with Attribute

(LSTM-A) for improving image captioning system. Their study shows that if higher level at-

tributes of objects are incorporated with the captioning system then it generates more enhanced

and accurate captions.

The full architecture can be divided into two parts: image feature extraction with object

attribute selection and LSTM decoder. Machine cannot understand plain words directly. So

at first they represented each word of captions using one hot vector. For image feature ex-

traction they used the second last layer of pre-trained GoogleNet. They used top 1000 word

of MSCOCO captions for attribute generation. Using the MILL [43] model they detected the

possible attributes of images.

The caption generator is a special type of recurrent neural network known as LSTM. Existing

models only used the extracted image features as input to the LSTM. Their main idea was to

incorporate the extracted higher level object attributes with it. They tried with five different

ways to incorporate both image and attribute to the LSTM. A diagram view is shown in figure

2.4.

The first variant is only injecting the attribute representation directly as a sequence to first

time step of LSTM to inform the LSTM about higher level attributes. In the second variant
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Figure 2.4: Five variants of LSTM-A framework

image features are injected into the first time step of the LSTM and attribute representations

are injected into the second time step of LSTM. On the third variation attribute representation

was at the first time step and image features were at the second time step of LSTM only. The

fourth variation uses the image features on every subsequent time steps of the LSTM leaving

attribute representation on the first time step. The fifth variation just swapped the image and

attribute injection of the fourth variation.

This experiment was also done on MSCOCO Caption dataset. Their caption model was

implemented based on Caffe which is a popular learning framework. The sentence generation

has two ways: beam search and selecting the most probable word. They used the beam search

technique which is to select top k candidate word and use them for next word generation. In

all of their experiment the value of k = 3. Finally they checked their model performance on the

evaluation server of MSCOCO and compared with existing models like NIC [33], LRCN [44],

Hard Attention & soft attention [45]. The overall performance on MSCOCO at their time was

better than those models.

2.7.5 Captioning Images Taken by People Who Are Blind [5]

Danna Gurari et al. [5] were first to introduce a dataset specially for visually impaired people of

image captioning. Main motivaiton was to create a dataset where all the images will be captured

by visually impaired people. This new dataset, which we call VizWizCaptions, consists of over

39,000 images. The dataset is publicly available at https://vizwiz.org.Each image in this dataset

has 5 captions obtained by crowd-sourcing. Some examples can be seen in figure 2.5.

The images of this dataset were build on their two existing datasets of image taken by real

user of visual description service. Each images were taken by user’s mobile devices with optional

https://vizwiz.org
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voice recorded question. The caption collection were done through crowd-sourcing of Amazon

Mechanical Turk(AMT). The crowd-workers were instructed to create caption with all objects

that may be important for visually impaired people. Since the image quality was not good for a

large portion of the images, the crowd-workers had a bias to create captions by just saying too

sever quality to make captions. That’s why they were also instructed if possible avoid this kind

of caption generation. After some post processing they published the train, validation split with

ground truth captions and test split without the ground truth captions. In order to evaluate

captioning system they hosted a evaluation server on eval.ai for test split.

Figure 2.5: Examples of VizWiz Captions

2.7.6 Image Captioning as an Assistive Technology: Lessons Learned from

VizWiz 2020 Challenge [6]

In this work, Dongin et al. presented their contribution on image captioning task for visually

impaired people focusing on their winning model of VizWiz 2020 Challenge. This caption model

is basically a multi-modal Transformer. It consists of an image feature extractor, OCR token

extractor, Object detector, an encoder and a decoder. The model takes an image, generates 3

modality streams of image features, detected object labels and OCR results. Detected object

labels and OCR tokens are passed through a word embedding layer known as FastText. Then

the embedding and the extracted image features are concatenated to form the input of the

transformer encoder. The encoded context of from the encoder then passed through the multi

modal transformer decoder. For CIDEr optimization the output of decoder is passed through

the SCST [3]. During this phase, a copy mechanism is introduced to reflect the extracted OCR

token into the generated captions. A post processing layer refurnishes the final caption.

Image Feature extractor is built on ResNeXt model extracts the Image features. The faster-

RCNN seqs detects object labels (10 max) and a Open Source OCR module extracts plain

text word (20 max). The inner mechanism of their Dictionary-Guided Rotation-Invariant OCR

module is shown in figure 2.6. By rotating the image 4 times 4 sets of OCR tokens are generated

in the OCR module. The rotation that gives a large number of meaningful OCR token is selected.
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An overview of their multi-modal assistive caption is given in figure 2.6.

Figure 2.6: Multimodal Assistive Captioner [13]

This work was one of the pioneer for using plain text from the image in the generated captions

for image captioning. Instead of letting the model pick OCR tokens randomly from detected

tokens, they used smart copy mechanism to use them as it is. Beside that, unlike other general

models they didn’t only use the cross-entropy loss. To optimize CIDEr score they used SCST

[3] along with the cross-entropy loss. Still model has some limitations like incorporation of OCR

tokens introduced a problem of copying irrelevant text from the image and multi-word names

were broken.

2.7.7 An Improved Feature Extraction Approach to Image Captioning for

Visually Impaired People [7]

This work extended from actual AoA-Net [9]. Dong Wook Kim et al. [7] modified the current

AoA-Net refining module by placing a focusing module between multi-head attention module and

AoA module, as shown in Figure 2.7. Each focusing module has gated linear unit(GLU). These

GLUes can learn relationships of individual objects with other objects. At first image features

A are extracted using faster-RCNN [38] and passed through AOA encoder. The transformation

is done as follow:

A′ = LayerNorm(A+AoA(fmh−att,W
QA,WKA,W V A))

where WQ,WK ,W V are weight matrics and fmh−att is the multi-head attention function.

A graph convolution operations is applied on feature map A′ which is the output from the

refining module. This graph convolution encodes regions with visual relations both in spatial
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Figure 2.7: Proposed encoder refining module includes GLU based focusing module.

and channel-wise domains enabling the model to extract global contextual information from

incomplete images. For language decoder they used pre-trained language model PLM. This

pre-trained language model (PLM) generates embedding table for each words which helps in

extracting fine grained text information. The full model architecture in shown in figure 2.8.

This architecture is tested on VizWiz-Captions [5] dataset. Their resulting score crossed the

actual AoA-Net by a very small margin in every evaluation metrics shown in AoA test result.

2.7.8 ReFormer: The Relational Transformer for Image Captioning [8]

In this work, Xuewen Yang et al. [8] proposed a novel architecture named ReFormer- a REla-

tional transFORMER that can generate image features with object to object relational informa-

tion. The encoder part of that model can explicitly show object to object relationships in the

image by plain words. The current image captioning models are highly depended on pre-trained

models rather than encoder its self. From this motivation, they came up this idea that have only
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Figure 2.8: Proposed decoder module with PLM word embedding

a encoder and decoder making the system more flexible. The full model architecture is shown

in figure 2.9.

The model architecture can be divided into two parts: Relational Encoder and weighted

Decoder for caption generation. The relational Encoder has a pre-processing layer followed by

vanilla transformer [21] encoder. The encoder takes the pre-extracted bounding box of objects

and their region features and returns a encoding context.

To exploit the pair-wise object relationship they trained the encoder first with a post process-

ing layer on visual genome for the task of scene graph generation. During this training phase,

the encoder learned the object to object predicates. The post processing layer was responsi-

ble for the predicate classification. The weighted decoder layer is also almost same as vanilla

transformer decoder.

They experimented with their architecture on MSCOCO Caption dataset on karpathy split.

For scene graph generation task experiments were done on Visual Gneom [22] dataset. They

claimed their novel architecture have outperformed the current state of the art on MSCOCO

and visual gnome.
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Figure 2.9: (a) Faster R-CNN provides m bounding boxes, object labels and object region
features (b) Transformer encoder to generate m × (m - 1) pair-wise relations (c) Transformer
decoder for generating captions. (d) The generated scene graph.
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System Architecture

We aimed to fix the research gap mentioned earlier in our study. Our idea is to fusion existing

state of the art models to make a pipe-line that can solve some of those issues. Our captioning

pipeline contains a scene graph generator, global feature extractor, a OCR token extractor and

an encoder-decoder framework. Each of these module is responsible for solving our research

objectives. An overview of our proposing pipeline is shown in figure 3.1.

Figure 3.1: Scene Graph and Language decoder based Image Captioning

3.1 Model Description

This pipeline can divided into 5 module:

• Pre-trained Scene Graph Generator.

• Pre-trained Global Feature Extractor.

• OCR Token Extractor.

• Sequence Encoder.

21



CHAPTER 3. SYSTEM ARCHITECTURE 22

• Language Decoder.

3.1.1 Scene Graph Generator Module

Since our working dataset doesn’t have any ground truth scene graphs, we used pre-trained state

of the art scene graph generation model introduced by Kaihua Tang et.al [14]. This model is

currently on the top to generate scene graphs from images trained on visual gnome one of the

larges dataset for scene graph generation. A overview of their model is shown in figure 3.2

Figure 3.2: Scene Graph Generator Pipeline, given by Kaihuan Tang et.al [14]

The SGG framework shown in figure 3.2 works like a Causal Graph [46]. A causal graph

is a graph G(N,E) where a set of nodes N interact among themselves by a set of directed

connections E. If the nodes represents objects in the image then the graph provides us the

causal relationships between every pair of objects. In sub figure (b) of figure 3.2 we have three

variable I,X,Z, Y having directed connection. I represents input image, X represents object

feature, Z represents object class, Y represents SGG predicate.

The model takes raw image as input. A pre-trained faster R-CNN [38] detects object and

returns each objects feature map M and their bounding boxes B = {bi|i = 1, 2, 3} from the input

image I. In link I → X object features are extracted from RoiAligh feature ri, the bounding

box bi and tentative object labels li by the faster-RCNN.

Input : {ri, bi, li} =⇒ Output : {xi}

From each objects feature map object labels are predicted first which is represented by the link
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X → Z. This process is the object classification. The labels are then decoded from corresponding

xi features.

Input : {xi} =⇒ Output : {zi}

After that, through special environmental embedding, joint feature map of each box and their

label, each object to each objects relations are predicted. Here it is known as predicate classifi-

cation. This classification is done in node Y .

The link X → Y represents the Object feature Input for the SGG. In this process the pairwise

feature X are merged into joint representation for relationship classifications. The link Z → Y

represents the Object class input to the SGG. Each object class is plain text. So before passing

to SGG it is transformed into word embedding by a joint embedding layer.

z′e = Wz[zi ⊗ zj ]

where ⊗ is responsible for generating one hot vector representation of the object label.

The link I → Y represents the global visual context input to the SGG. The node Y incor-

porates all these 3 branch inputs by a fusion function and objected relationships i.e predicate

classification is done. There 2 fusion functions, used by Kaihuan Tang et.al [14].

SUM : ye = (Wxx
′
e +Wvv

′
e + z′e)

Gate : ye = Wrx
′
eσ̇(Wxx

′
e +Wvv

′
e + z′e)

The final output consist of object labels from node Z, object bounding boxes from node X and

pair wise object relationships from node Y .

Our focused dataset (VizWiz-Captions) doesn’t have ground truth predicates. So training

this SGG is not possible on VizWiz-Captions. That’s why we used pre-trained(on Visual Gnome

[22]) version of this model. From this pre-trained Scene Graph Generator we get the grounding

objects labels and their relationship labels to each other which is further passed through a

embedding layer to convert them into feature vectors. Finally concatenated with other features.

We expected that this module will overcome the research gap of "Missing out object relation in

the generated caption" and "Missing of partially visual objects".

3.1.2 Global Feature Extractor Module

In order to keep the semantic information and visual grounding along with object relationship we

need overall picture of the image. From this idea we kept a Global feature extractor module. The
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backbone of this feature extractor is InceptionV3 [20] network which is pre-trained on ImageNet

dataset. To have the feature vectors we had to discard last classification layer of inceptionV3.

Now it takes the raw image and returns a (64 x 2048) dimensional feature vectors. These features

in further concatenated with object relation features. The inceptionV3 architecture is shown in

figure 3.3.

Figure 3.3: Inception-V3 pre-trained on ImageNet

The inceptionV3 has still the core of inceptionV1. The whole model can be broken into small

inception module. Each module consists of 3 layers with 4 parallel pipe. It has 3 convolution

layers of size 1x1, 3x3 and 5x5 respectively and 1 max pooling layer of size 3x3. A zoomed in

version of inception modules is shown in figure 3.4.
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Figure 3.4: Inception Module of inceptionv3

The full model dissection is shown in table 3.1 We don’t need the classification layer. So we

discarded the last classification layer(pool, linear and softmax) to get the higher level feature

vectors. So our Global feature extractor is the inceptionV3 model up to it’s last inception

layer that returns a feature map of (8x8x2048) dimension. The sequence encoder only takes

2 dimensional features. For this reason we resized the (8x8x2048) dimensional features into

(64x2048) dimensional features. This final features is concatenated with the scene graph features

and OCR token embedding to form the final context metrics for sequence encoder.

Type Patch size/stride input size
conv 3×3/2 299×299×3
conv 3×3/1 149×149×32

conv padded 3×3/1 147×147×32
pool 3×3/2 147×147×64
conv 3×3/1 73×73×64
conv 3×3/2 71×71×80
conv 3×3/1 35×35×192

3×Inception As in figure 3.4 (a) 35×35×288
5×Inception As in figure 3.4 (b) 17×17×768
2×Inception As in figure 3.4 (c) 8×8×1280

pool 8 × 8 8 × 8 × 2048
linear logits 1 × 1 × 2048

softmax classifier 1 × 1 × 1000

Table 3.1: InceptionV3 Layers

3.1.3 OCR Token Extractor

Since many of the images contains plain text, generated captions should reflect them. The

ground truth captions also contains them. In order to extract those text, we incorporated a

open-source OCR token extractor within our pipeline. The used module is Paddle [47] OCR.

Each extracted tokens are then passed through a Glove [25] embedding layer to convert it into
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Figure 3.5: Transformer Scalar dot product and Multi-head attention

a feature vector of 300 dimensions. But our sequence encoder needs 2048 dimensional input. To

transform 300 dimensional feature, each embedding then linearly projected on 2048 dimensional

feature vectors.

e300 = Glove(OCR token : ′food′)

e2048 = Linear(e300)

Finally each 2048 dimensional feature vectors are concatenated with the scene graph and global

features and passed to the Sequence encoder.

3.1.4 Sequence Encoder

The output of the above mentioned three module are concatenated to form a (N X 2048) dimen-

sional features. We think them as a sequence of N features. This sequence is passed through the

Sequence encoder. Sequence encoder is nothing but the vanilla encoder part of the transformer

[21] network. Each of the 2048 dimensional features works as the word embedding vector in the

encoder part. Using 8 head of multi-head attention and feed-forward network these features are

encoded as context which is then passed to the language decoder.

The core module of Transformer encoder-decoder is scalar dot product and multi-head at-

tention. How they are related is shown in figure 3.5. Multi-head attention is a part of Sequence

encoder shown in figure 3.6. There is 6 encoder stacked in the sequence encoder. This sequence
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encoder takes the INx2048 features and each I2048i is copied 3 times, labeled as Q,K, V . These

Q,K, V is passed through the multi-head attentions of each encoder of sequence encoder. The

output of multi-head attentions are concatenated further and passed through a feed-forward

network. The scalar dot product attention is calculated as:

Attention(Q,K, V ) = softmax(
QK̇T

√
dk

)V

where dk is the model dimension. In our pipe-line as well as the actual transformer network

have dk = 512. The multi-head attention is calculated by:

Multihead(Q,K, V ) = Concat(h1, h2, ..., hn)W
o

hi = Attention(QW q
i ,KW k

i , V W v
i )

where Wi is weight metrics of each head. Passing through layer norm the multi-head attentions

is sent to the feed forward network. After passing N=6 encoder layer our context is ready to be

decoded by Language decoder.

3.1.5 Language Decoder

Language Decoder is also nothing but the Decoder part of vanilla transformer [21] network.

Decoder takes the context encoding and partially generated caption. On each iteration Decoder

uses 6 layer of 8 head of multi-head attention to find the relevant next word for the caption. The

partially generated caption then again feed to the decoder to predict next word and it goes one

until a special end token is generated. The architecture of Encoder Decoder is shown in figure

[3.6].

The Language decoder is also a stack of N = 6 identical decoder layers. Unlike the encoder

layer, the decoder has a sub-layer of multi-head attention between the first multi-head attention

and the feed-forward network. Therefore a single decoder can be broken into 3 sub-layers:

• The first sub-layer gets the decoder stack’s previous output, adds positional information,

and applies multi-head self-attention to it. While the encoder is meant to pay attention

to all parts of sequence in the input features, regardless of their location, the decoder is

adjusted to only pay attention to the words that come before them. As a result, the pre-

diction for a word at position can only be based on the known outputs for the words in the

sequence before it. This is accomplished by introducing a mask over the values produced

by the scaled multiplication of matrices and in the multi-head attention mechanism (which
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Figure 3.6: Transformer as Sequence Encoder and Language Decoder

performs numerous, single attention functions in concurrently).

• The second layer of the decoder utilizes a multi-head self-attention technique identical

to the one used in the encoder. This multi-head mechanism gets the queries from the

preceding decoder -, as well as the keys and values from the encoder output i.e context.

The decoder can now focus on all of the parts of the input sequence.

• A fully connected feed-forward network, similar to the one established in the encoder’s

second sub-layer, is implemented in the third layer.

On the decoder side, the three sub-layers have residual connections around them and are

followed by a normalization layer. In the same way that positional encodings were added to the

encoder’s input embeddings, positional encodings are added to the decoder’s input embeddings.
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Results Analysis and Discussion

To find the performance and comparison of our proposed pipe-line we experimented our pipe-line

on different setup.

4.1 Experimental Setups

4.1.1 Datasets

During background studies we faced many image captioning datasets. Most of them were consist

of fine-grained images. In the following sub-sections there is a overview of our explored dataset.

Among them we have chosed VizWiz-Caption dataset because it contains visually challenged

images as they are taken by blind people.

Microsoft COCO Captions [11]

Microsoft COCO Caption dataset and evaluation server was first introduced in 2015 in a paper

called "Microsoft coco captions: Data collection and evaluation server". The dataset contains

330,000 images of which 200,000 are labelled. Here we have more than 1.5 million object instances

which can be classified into 80 object categories and 91 stuff categories. All images are well

focused and good quality. Each image has 5 captions that were generated by crowd-sourcing.

It has a well known karpathy train, validation test splits. To get test results a evaluation

server formed. That test splits ground truth captions are hidden on the test server. For testing

the candidate captions generated by captioning algorithm are uploaded to that server and the

server return popular evaluation score of evaluation metrics like BLEU, METEOR, ROUGE and

CIDEr. Some notable characteristics:

• 330K images (>200K labeled)

29
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• 1.5 million visible object instances

• 80 object classes

• 91 stuff classes

• 5 captions per image

• All images are well-focused

• Captions are generated by crowd-sourcing

Flickr30k [18]

Flickr30k dataset was first introduced in 2014 in a paper called "From image descriptions to

visual denotations: New similarity metrics for semantic inference over event descriptions. Trans-

actions of the Association for Computational Linguistics" [18]. It has over 30,000 images and

over 150,000 captions. The captions were generated using crowd-sourcing. All the images are

well focused and have good quality. Each image has 5 captions associated with them. Some

notable characteristics:

• 31,783 images

• 158,915 crowd-sourced captions

• 5 captions per image

• All images are well-focused

VizWiz-Captions [5]

VizWiz-Captions dataset was first introduced in 2020 in a paper called "Captioning Images

Taken by People Who Are Blind" [5]. This is the first dataset dedicated to image captioning

for visually impaired people. It has over 38,000 images all taken by visually impaired people.

For each image there are 4-5 captions associated with them. The captions were generated by

crowd-sourcing. As the images are all taken by visually impaired people some of the images are

not well focused, some of the images are blurry, some contain uncaptionable objects. Most of

the images are taken indoor without proper lighting. Some notable characteristics:

• 23,431 training images

• 117,155 training captions
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• 7,750 validation images

• 38,750 validation captions

• 8,000 test images

• 40,000 test captions

• Test annotations/captions are hidden.

• Test Scores are found on evaluation server

BanglaLekhaImageCaptions [48]

The first Bengali image captioning dataset is BanglaLekhaImageCaptions. It was initially men-

tioned in a study titled "Chittron: An Automatic Bangla Image Captioning System"cite4 in

the year 2020. This dataset is solely for image captioning in Bengali. There are 9,154 images

in total, each with two captions. Two native Bengali speakers are responsible for the captions.

There is also a lot of human bias in the dataset. This bias makes it difficult for any model to

describe nonhuman subjects. There were 7154 images used for training, 1000 for validation, and

1000 for testing. Some notable characteristics:

• 7154 training images

• 1000 validation images

• 1000 test images

• Only two captions per image

• Human object bias

• First dataset in Bengal geo-culture

ROCO [49]

Radiology Objects in Context or ROCO is a dataset of medical images from different medical

domain. It was first published in 2018 at International Workshop on Large-scale Annotation

of Biomedical data and Expert Label Synthesis. It contains 81,000 radiology images. Images

were obtained by CT Scan,X-Ray, Ultrasound Imaging, Fluoroscopy, Positron Emission Tomog-

raphy(PET), Mammography, Magnetic Resonance Imaging(MRI), Angiogram etc. All the data

points consist of a image, single or multiple captions, keywords, CUI Code and Semantic Type

Code and label. There is also an out-of-class set containing 6k images. Each of those image are

based on synthetic radiology figures and digital arts.
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4.1.2 Evaluation Metrics

Machine learning models depend on constructive feedback systems. Normally while training the

model, takes feedback from a system and makes improvements based on that. The aspect of

this is to discriminate between two models and see which one is performing better. So normally

as our model is machine learning based, it uses some evaluation metrics too.

Most of the evaluation metrics that are used in Image captioning tasks are string similarity

based. Say, given an image and your model generates a caption, you’ll check similarity of your

captions with some predefined captions and give feedback based on that similarity. Some popular

evaluation metrics used in image captioning tasks are described bellow:

Bilingual Evaluation Understudy (BLEU) [40]

BLEU calculates scores based on the similarity between two given sentences. The similarity

depends on number of segments that match between them. Based on the size of the segment

BLEU can be divided into some sub metrics too. The score is calculated by:

Pn =

∑
C ϵ {candidate}

∑
n−gram ϵ C

Countclip(n− gram)

∑
C′ ϵ {candidate}

∑
n−gram′ ϵ C′

Countclip(n− gram′)

• BLEU-1: Segments of size 1 are calculated for matches.

• BLEU-2: Consecutive segments of size 2 are calculated for matches.

• BLEU-3: Consecutive segments of size 3 are calculated for matches.

• BLEU-4: Consecutive segments of size 4 are calculated for matches.

• BLEU-n: Consecutive segments of size n are calculated for matches.

Recall Oriented Understudy of Gisting Evaluation (ROUGE) [50]

ROUGE is actually a metric for summarising of text. But it is also used for evaluation of machine

translation. It takes the generated summary or translation and a set of candidate summaries or

translations (human annotated) and returns a score on how much they correlate. The score is

calculated by:

ROUGE −N =

∑
S ϵ {Ref.Summaries}

∑
n−gram ϵ S

Countmatch(n− gram)

∑
S ϵ {Ref.Summaries}

∑
n−gram ϵ S

Count(n− gram)



CHAPTER 4. RESULTS ANALYSIS AND DISCUSSION 33

It has so far five variant for evaluation.

• ROUGE-N: Find the frequency of overlapping N-grams between the generated summary

and candidate summaries.

– ROUGE-1 considers uni-gram (each word) overlapping of the generated summary and

candidate summaries.

– ROUGE-2 considers the bi-gram overlapping of the generated summary and candidate

summaries.

• ROUGE-L: It is based on Longest Common Subsequence (LCS). Therefore it can under-

stand sentence level similarity and can find the longest co-occurring n-grams sequence.

• ROUGE-W: It is based on weighted LCS which can find consecutive LCSes .

• ROUGE-S: It is based on Skip bi-gram co-occurrence.

• ROUGE-SU: It is a mixure of Skip-bigram and unigram co-occurrence.

Metric for Evaluation of Translation with Explicit Ordering (METEOR) [41]

METEOR is calculated based on recall and precision. By looking at the uni-grams precision,

it combines recall and precision as weighted scores. Then it recalls and aligns the generated

output with each ground truth candidates individually and takes the best score from each pair

of output and ground truth candidates. It is calculated by the following equations:

P =
m

wt

R =
m

wr

Fmean =
10PR

R+ 9P

Where P is precision, R is Recall, m is number of uni-grams in candidate sentences found in

reference sentences, wt number of uni-grams of candidate sentence, wr number of uni-grams of

reference sentences. Fmean is the harmonic mean combined with precision and recall. Through

word inflection variation, paraphrasing match, interchangeable words it can overcome transla-

tion variability. This enables the metric to find similarity over semantic equivalency. Beside,

METEOR can keep fluency by directly penalizing the word order. This way METEOR can find

better correlation with ground truth sentences.
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Consensus-based Image Description Evaluation (CIDEr) [42]

Consensus-based Image Description Evaluation (CIDEr) is the measurement of how much a

generated caption is similar to a set of ground-truth sentences.It tries to solve the problem of weak

correlation among the previous metrics like Blue and the judgments of human. CIDEr however

shows higher correlation with consensus and cognitive judgements by humans. It captures the

sentence similarity, grammatical correctness, sentence salience, and accuracy based on precision

and recall.

CIDErn score for n-grams of length n is calculated by the mean cosine similarity between

the candidate sentence and the reference sentences. It needs both the recall and the precision.

The equations are:

CIDErn(ci, Si) =
1

m

∑
j

gn(ci).g
nSi

||gn(ci)||.||gnSi||

where gn(Si) is a vector formed by gk(Si) corresponding to all n-grams of length n and ||gn(Si)|| is

the magnitude. gn(ci) represents similarly. Scores from n-grams of varying lengths are calculated

by:

CIDEr(ci, Si) =
N∑

n=1

wnCIDErn(ci, Si)

,

Semantic Propositional Image Caption Evaluation(SPICE) [51]

Semantic Propositional Image Caption Evaluation or SPICE is an evaluation metric where com-

parison is made based on multiple captions instead of single one. All the existing metrics work

based one n-gram similarity which can produce false negative results as n-gram similarity might

not ensure similar caption. SPICE intends to reduce the number of false positives. Even though

it tries to reduce false positives, it does not however reduce any false negative results. The

equations for SPICE metrics are:

G(c) = {O(c), E(c),K(c)}

T (G(c)) ≜ O(c) ∪ E(c) ∪K(c)

P (c, S) =
|T (G(c))⊗ T (G(S))||

T (G(c))|

R(c, S) =
|T (G(c))⊗ T (G(S))|

|T (G(S))||
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SPICE(c, S) = F1(c, S) =
2Ṗ (c, S)Ṙ(c, S)

P (c, S) +R(c, S)

Here O(c) is set of objects in caption c, E(c) relational edge for objects in caption, K(c) is the set

of attributes related to caption c. G(c) represents the parsing scene graph. T (G(c)) is nothing

but a logical tuple of parsing graph. P (c, S) and R(c, S) are precision and recall respectively.

Spice score is actually the F1 score from precision and recall.

The key components of SPICE are metric formulation and comparison considering multiple

captions. A scene graph is generated from all the available captions and after that SPICE

score is calculated as an F-score over tuples. The matching tuples in the captions use WordNet

synonym approach to ensure that tuples are matched even if the exact form is not given but

lemmatized forms are present. It only considers full match so no partial match gets any score

even if some elements in the tuple is correct. This is considered a better evaluation metric as it

considers similarity attributes and relations along with the exact wording for score calculation.

4.2 Experiments

To find the impact of each module in our proposed pipeline we experimented on different setup.

Each setup is described below.

4.2.1 Without Scene Graph Generator

In this setup we further have two different training with OCR token and with out OCR tokens.

From our pipeline we removed the scene graph generator. At first we used the pre-trained

InceptionV3 network to extract the global features and cached them. The output dimension

of inceptionV3 was (8 x 8 x 2048). We resized them into (64 x 2048) and treated them as a

sequence of 64 tokens with 2048 dimensional embedding. These sequence are then feed into the

the sequence encoder. Each ground truth captions were encompassed with special <start> and

<end> token to denote start and end of the captions.

On each iteration a prefix of ground truth caption and context encoding was feed into the

language decoder. Language decoder predicted the next word. Loss was calculated using sparse

categorical loss.

In case of OCR token, we had pre-extracted OCR token for the images by another author.

First we tokenized the OCR token with a tokenizer to get their corresponding integer repre-

sentation. Then tokens are formed into a sequence and passed through a embedding layer.
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Without OCR Token With OCR Token
Dataset VizWiz Caption VizWiz Caption
Batch Size 64 64
train epoch 20 10
Data point 155k 40K
Train Loss 1.1661 0.8312
Accuracy 0.2077 0.3135
System Google Colab Google Colab

Table 4.1: Environmental setups for experiment excluding Scene Graph

Embedding layer gave us a feature vector of 2048 dimension. It was then concatenated with the

global features forming a sequence of 128 feature vectors. The environmental setups of these

two approaches are shown in table 4.1.

Results

Corresponding scores are shown in table 4.2. We can see that use of OCR token gives a boost

in resulting score.

Model B-1 B-2 B-3 B-4 METEOR ROUGE-L CIDEr SPICE

InceptionV3+
Transformer

31.04 16.51 8.57 4.43 8.27 20.97 14.44 5.69

InceptionV3+
OCR+
Transformer

40.06 22.06 12.22 6.42 11.75 29.11 13.68 5.86

Table 4.2: Scores without using Scene Graph Generator [B-n refers to BLEU-n]

4.2.2 With Scene Graph Generator

In this setup we also further have two different training with OCR token and with out OCR

tokens. Here we used the previously cached global features generated by inceptionV3.

In order to get the object label and their relation labels we used the pre-trained Scene Graph

Generator given by Kaihuan Tang et.al with pre-trained weight of visual gnome. It was a lengthy

process and google colab had limited memory. That’s why we could not generate scene graphs

for each of the training and validation split. We only generated scene graph for 16000 images

using validation and test split. Each scene graph gave us a set of object labels and relation

labels among the objects. We saved them into a json file. The whole process took 6 hours.

After that each object labels and relation labels are passed through a embedding to convert

them into a feature vectors of 2048 dimensions and tokenizer to get their corresponding token

number. Those features are then concatenated with global features forming a sequence of 128
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Type Without OCR Token With OCR Token
Dataset VizWiz Caption VizWiz Caption
Batch Size 64 64
train epoch 20 20
Data point 40k 40K
Train Loss 3.916 3.035
Accuracy 0.0217 0.0298
System Google Colab Google Colab

Table 4.3: Environmental setups for experiment including Scene Graph

feature vectors. In case of OCR token incorporation, we followed the method mentioned in the

previous experiment. The environmental setups of these two approaches are shown in table 4.3.

Results

Corresponding scores are shown in table 4.4. We can see that use of OCR token increased the

resulting score. But overall result was very disappointing. We further explored the possible

reasons of this kind of unexpected behaviour. Findings are shown in later section.

Model B-1 B-2 B-3 B-4 METEOR ROUGE-L CIDEr SPICE

InceptionV3+
Scene Graph+
Transformer

12.72 1.23 0.0 0.0 3.79 11.47 0.69 0.43

Full Pipeline 15.87 0.54 0.0 0.0 3.92 17.49 0.04 0.00

Table 4.4: Scores using Scene Graph Generator [B-n refers to BLEU-n]

4.2.3 Experiment on Attention on Attention for Image Captioning

In order to compare and analysis, we experimented on one of the pioneer papers of VizWiz-

Captions [5] challenge. The generated test outputs are uploaded to the evaluation server for

generating the performance scores. The environmental setup is shown in table 4.5.

Dataset VizWiz-Captions
Batch Size 64
train epoch 25
Data points 155,000
Beam Search 3
Vocab Size 7279
Learning Rate 0.0002
Tested Evaluation Server
System Google Colab

Table 4.5: Environmental Setup for AoA-Net [9]
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Results & Findings

We tested this model after 7 epochs and 25 epochs of training on the evaluation server hosted

in https://eval.ai. The scores are shown in figure 4.6. The resulted scores are nearly same as

the author’s.

Model B-1 B-2 B-3 B-4 METEOR ROUGE-L CIDEr SPICE

Implemented
(7 epoch)

63.59 45.05 31.44 21.69 18.19 43.91 47.96 13.26

Implemented
(25 epoch)

63.9 45.69 32.16 22.41 18.76 44.63 53.77 14.12

Authors 65.91 47.77 33.68 23.41 20.00 46.58 59.77 15.11

Table 4.6: Comparative view on Regenerated scores with authors score [B-n refers to BLEU-n]

Findings

• Because of RNN, it took more time during training and Inference.

• Generated captions were missing plain texts in the images.

• Found miss-classification of objects in the generated captions

• Dependent on Pre-trained bottom up feature extractor.

4.2.4 Experiment on One For All (OFA) Model

So far our experiments were done on models focused on visually challenged image datasets. To

see how a state of the art model of fine grained image captioning results on visually challenged

image captioning we run inference on OFA model [10] using their cleaned caption generation

weight. We only use the test split of VizWiz on OFA to generate captions and tested them on

the eval.ai automated testing server. The environmental setup is shown in table 4.7.

Dataset VizWiz-Captions
Batch Size 1
Data point 8000 (test split)
Tested Evaluation Server
System Google Colab

Table 4.7: Environmental setup for experiment on One for all [10] model

https://eval.ai
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Results

Corresponding scores are shown in table 4.8. We can see that it performed similarly with AoA-

Net. On MSCOCO caption this model beat every other model but here it could not beat the

LSTM based AoA-Net. It states that for captioning visually challenged images models need

extra care.

Model B-1 B-2 B-3 B-4 METEOR ROUGE-L CIDEr SPICE

Pretrained
OFA

63.07 44.28 30.29 20.30 18.23 43.65 54.94 12.96

Table 4.8: Score generated by pretrained OFA model [B-n refers to BLEU-n]

4.3 Result Analysis

The overall results and comparison with other models are shown in table 4.9. We had 4 com-

binations of our proposed pipe-line. The best accuracy was found using only Global feature

extractor and OCR token module. All though our best results are not up to the mark, our

approach shows the importance of OCR tokens. Without any kind of model ensembling the best

single model performance is found with AoA-Net [9].

Our proposed pipeline didn’t perform well though it was supposed to do well. The main

reason of this failure is the inconsistent Scene graph generator. Since we used pre-trained scene

graph we didn’t have any control on it. A more detailed explanation is given in discussion

session. Our best accuracy is Bleu-4 6.42, METEOR 11.75, ROUGE-L 29.11, CIDEr 13.68 and

SPICE 5.86. which very less compared to the AoA-Net result having Bleu-4 23.41, METEOR

20.00, ROUGE-L 46.58, CIDEr 59.77 and SPICE 15.11. We have also experimented general

purpose captioning model OFA [10] which is currently state of the art on MSCOCO [11]. We

can see this sota model also suffers and couldn’t beat the AoA on VizWiz-Caption dataset.

4.4 Discussions

Use of OCR token which were generated from the plain text in the image(if any) has a great

impact on caption generation. Our experiment shows that if we incorporate OCR token the

test scores increase a lot. Beside that detecting object correctly is the building block of caption

generation. Our proposed pipeline was expected to generate better result with the use of scene
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Model B-1 B-2 B-3 B-4 METEOR ROUGE-L CIDEr SPICE

InceptionV3+
Transformer

31.04 16.51 8.57 4.43 8.27 20.97 14.44 5.69

InceptionV3+
OCR+ Trans-
former

40.06 22.06 12.22 6.42 11.75 29.11 13.68 5.86

InceptionV3+
Scene Graph+
Transformer

12.72 1.23 0.0 0.0 3.79 11.47 0.69 0.43

Full Pipeline 15.87 0.54 0.0 0.0 3.92 17.49 0.04 0.00
Pretrained
OFA 63.07 44.28 30.29 20.30 18.23 43.65 54.94 12.96

AoA-Net 65.91 47.77 33.68 23.41 20.00 46.58 59.77 15.11

Table 4.9: Overall result analysis

graph generator. But it failed because the pre-trained Scene graph generator couldn’t detect

the objects correctly. Two examples are shown in figure 4.1 where we can see in one image there

is a open book but scene graph generator detected a lot of persons in there. In other image a

man is holding an umbrella but generator detected bear and jeans.

Since scene graph generator failed to detect object correctly relations are also wrong which

resulted in wrong caption generation. Possible reasons of wrong object detections are:

• Image quality and content differs very much from visual gnome.

• Motion Blur, unfocussed objects, lack of luminance, strong flashlights, partially visible

object may be the cause of mismatched object detection.
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Figure 4.1: Sample Object detection by Scene Graph Generator



Chapter 5

Conclusion and Future Work

Image captioning is fascinating field that can contribute in several fields from scene understand-

ing to navigation. Even though a lot of work has been done in this field before, the accuracy

can still be improved. In our work we tried to find out some research opportunities and propose

a system to overcome those to increase the accuracy of image captioning systems.

Image captioning mainly comprises of image processing and language processing. We re-

searched on the image processing techniques that are used for necessary tasks such as feature

extraction, object detection etc. We also researched on the language models that are used to

generate the final caption. We had to go through a lot of works before finding the research

opportunities. After a lot of brainstorming and research we came up with a pipeline that we

believed would solve the research opportunities we discovered. We implemented and did some

tuning on our model to see how changes in the pipeline effect the result. We were restricted by

time and hardware resources but within our limit we explored a lot of opportunities.

Our final proposed pipeline consists of existing state of the art models of scene graph gen-

eration, global feature extractor and OCR token extraction, expecting better image captioning.

Our experiment have shown that plain text in image is crucial for image description generation.

Whenever we incorporated OCR tokens resulting score increased significantly. But unfortunately

one of our core module, scene graph generator, failed to detect object correctly which caused a

large scale decrease in our results in all the evaluation metrics. Though our pipeline couldn’t

beat state of the art works, it opened some new opportunities to find what could have gone

wrong and possible research gaps and how to overcome them. Beside that we also showed that

general purpose image captioning system cannot work well for visually challenged image cap-

tioning as the images captured by visually impaired people differs by a lot from general images.

A lots of work is needed to improve this kind of captioning system.

In our future work we will explore more to find what could have made the pipeline a failure.

42
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Beside that we will try to use some image pre-processing tools such as: DeblurGan for removing

motion blur, Image sharpening tools, Shadow removing and luminance correction tools. As most

of the images used used in our experiments were not well focused and in some of the cases blurry,

we believe these image pre-processing tools will improve our result. We also plan to reduce the

complexity of our model with reasonable accuracy compromising for small scale devices.

Finally, even though we couldn’t improve on the state of the art results, we believe we made

a significant contribution in this field through our research and opened a lot of opportunities

for future work. With enough resources available in future, we plan to continue our work and

increase the accuracy of our system in the coming days.
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