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Abstract

Traffic sign detection is an indispensable part of autonomous driving and

transportation safety systems. However, the accurate detection and recogni-

tion of traffic signs remain challenging, especially under extreme conditions,

such as variousweather and geo-social features. Though a lot of work has been

done in the domain of Traffic Sign Detection and Recognition (TSDR) systems,

only a few of them focus on a dataset that comprises the real-world challenges.

Moreover, in the context of Bangladeshi traffic sign detection, the research is

in very preliminary stage and there is no publicly available dataset till date.

The geo-social features of Bangladesh add some unique challenges that are not

seen inmost parts of the world. In this work, a dataset has been curated to pro-

vide a benchmark for Bangladeshi Traffic Sign Detection. The dataset contains

6775 images belonging to 27 different classes of traffic signs containing several

challenging samples such as traffic signs of small size, occlusion, illumination

variation, blurry condition, etc. reflecting the real-life scenarios. A baseline

has been provided by applying the state-of-the-art object detection architec-

tures, where YOLOv5x has been found to be the best performing model with a

mAP value of 0.921. A thorough performance analysis has been provided on

the curated dataset and further tested on 2000 non traffic sign images to justify

the robustness of the model in real-world conditions.
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Chapter 1

Introduction

1.1 Overview

Object detection and classification is one of the core parts of computer vision

[8]. Detecting and classifying facial expressions [9], sign language [10], ve-

hicles and license plates [11], traffic signs [12], road objects for autonomous

driving [13], etc, are some of the application areas of this domain. Promising

results have been found in these application areas over the last two decades.

The introduction of deep learning has boosted the computer vision domain

by a great deal [14]. As a result, a significant increment in terms of speed

and accuracy is seen in simultaneous object detection and classification from

real-time videos. However, the detection and classification of distant objects

having complex and noisy backgrounds often make the process harder [15].

Traffic signs aid the drivers by providing them important information to take

proper actions while driving. The sign may sometimes be very significant like

”School” which should lead to an action of slowing down the speed. So fol-

lowing traffic signs is a must for safe driving. Even laws are adopted to enforce

people to follow traffic signs properly. So an automated method of traffic sign

detection and recognition can be very crucial for drivers to follow the rules

and hence avoid road accidents. But various challenges are encountered while

attempting to solve this problem [16].

1.2 Motivation

Road accidents cost a lot of lives every year in Bangladesh and around the

world [17, 18]. A report from WHO in 2021 said, 1.3 million people died as

a result of road accidents [19]. Failing to follow the different traffic signs on

the roads is a major cause behind this catastrophe. Traffic signs generally take

a very small porting of the scene. A lot of other similar types of objects in

the road like posters, billboards along with complex backgrounds sometimes
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make it very difficult to identify it. In spite of the high significance of robust

detection and recognition system for Bangladeshi traffic signs, not too many

works are found in the existing literature. Besides there is no publicly avail-

able benchmark dataset containing Bangladeshi traffic sign images reflecting

different real-world scenarios.

1.3 Research Challenges

One of the challenges of traffic signs is that they are typically contained within

only 0.2% of the entire image. Earlier research focused on creating a well or-

ganised and balanced traffic sign detection and recognition benchmark dataset

and implementing different models to find the best result. German Traffic Sign

Detection Benchmark (GTSDB) [20], German Traffic Sign Recognition Bench-

mark (GTSRB) [21], Belgium Dataset[6], Tsinghua-Tencent 100k dataset[22],

Laboratory for Intelligent and SafeAutomobiles (LISA) [7] are thewidely used

datasets in this domain. Various detection and classification methods are used

on those datasets and some of them achieved significantly good results. But

when real world challenges are portrayed, the results can vary a lot. Creation

of such a dataset with wide variety of conditions and achieving high perfor-

mance is a challenging task.

In our research we found out that no existing public dataset covers all the

most common traffic signs of Bangladesh. There are fewworkswith on Bangla-

deshi traffic sign detection with self-collected private datasets and do not con-

tain significant amount of data reflecting real-world challenges. Also the pub-

licly available benchmark datasets did not address all the challenging condi-

tions like occlusion, night images, small traffic signs etc.

1.4 Problem Statement

This research addresses the necessity of a publicly available traffic sign dataset

that can be used in themaking of a robust traffic sign detection and recognition

system. Besides, the research also focuses on finding the best suited model for

the curated dataset that can handle the challenging conditionsmost effectively.

2



1.5 Contribution

The contribution of our research works are:

1. We have curated a benchmark dataset of Bangladeshi traffic signs cover-

ing different weather & lightning conditions, occlusion, blurriness, small

traffic signs, night images, etc.

2. We also presented a comparative analysis with the state-of-the-art object

detection models and mentioned the best suited one for the dataset.

1.6 Organization of the Thesis

The remainder of this article is organized as follows:

Chapter 2 gives a Literature review discussing the different approaches and

techniques used in the literature of object detection over the years. This sec-

tion also describes some of the publicly available datasets. Chapter 3 provides

detailed process of our data collection phase and current state of our dataset.

Chapter 4 presents the experiments we conducted and result analysis. Chap-

ter 5 gives an overall conclusion of our thesis and discusses our limitations and

future plan of work.

3



Chapter 2

Literature Review
Object detection is a process of computer vision that localizes objects within

an image. It mainly consists of 2 stages. At first, bounding boxes are created

around the objects within an image, then the objects are labelled. There are

two types of object detection techniques, traditional and deep learning based

approaches.

2.1 Traditional Object Detection Approaches

The traditional object detection based approaches mostly processes various

features of an object, for example, color histogram, pixels, edges, etc [12, 23]. At

first the background is distinguished from the foreground of the object in the

image. Then these features of the foreground objects are manually extracted

and fed into a classification model to localise the objects in the image.

The traditional Machine learning based object detectors mostly focused on

the color based features of traffic signs [12]. As traffic signs generally have red

or blue borders, the edges of objects are detected utilizing these specific colors.

For this purpose Histogram of Oriented Gradients (HOG) transformation was

widely used in many literature. [24] converted the original image into HSV

image and then applied threshold filters and contour to detect the object. Then

it validated through inverse threshold filter. After that it detected the object

using Convolutional Neural Network (CNN). [25] used HSV to extract blue

and red pixels and used generalized HOG transform to detect the object. After

that it used CNN classifier to classify that object.
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Figure 1: Traditional Object Detection Based Technique, courtesy of [1]

2.2 Deep Learning Based Approaches

The deep learning based object detectors use convolutional neural network to

perform an unsupervised and end to end object detection. Multiple complex

features are extracted automatically through convolutional neural network.

CNN consists of convolutional layers, activation function, pooling layer, fully

connected layer and finally a classifier. The convolutional layer learns the spe-

cific filters which create a pattern and eventually an object in the image. The

pooling layers are in between two convolutional layers. A pooling layer re-

duces the parameters of the output of a convolutional layer. Thus it decreases

the computational complexity. The activation functiondoes linear or non linear

operations on the input data. It determines which neuron will be triggered. In

the fully connected layer, all the neurons are connected to each other. This layer

reduces the input data based on the classes that are being trained. The classi-

fication layer contains a softmax function. The softmax function converts the

output of the fully connected layer into probability scores for different classes.
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Figure 2: General Pipeline of Deep Learning Based Object Detection [2]

2.2.1 Two Stage Algorithms

In two stage models, the first stage is used for extracting the regions of ob-

jects and the second stage is used to classify the object. R-CNN(Region Pro-

posal Network), Fast R-CNN [26], Faster R-CNN [27], Mask R-CNN [28],

FPN(Feature Pyramid Network) [29], are some state of the art object detec-

tion algorithms. They generally have high localization and detection accuracy.

[30, 27] used Faster R-CNN for detection purpose and for classification they

[30] used VGG-16, VGG CNN M 1024 with the detection model.

FasterR-CNNResNet: Faster R-CNNResNet [27] detects objects in two steps:

region proposal and classification. At first, with the help of Region Proposal

Network (RPN), the model creates around two thousands of regions. R-CNN

and Fast R-CNN used selective search algorithm for this purpose. But the al-

gorithmwas very slow. Faster R-CNN solved the problemwith RPN. The RPN

creates 9 anchors by default in the image. It filters out anchors with no object

based on their objectness score. In the second stage, Thus it generates a proba-

bility that the anchor is an object. The probability score is one of the outputs of

the RPN. The second output of RPN is the bounding box regression. It is done

to better fit the object’s prediction. Creating region proposals, the ROI-pooling

layer creates feature vectors from each of the regions proposals with shared

computation power. SVM (Support Vector Machine) classifier takes the fea-

ture vector as input and determines if the region has an object or not. If the

anchor has an object, then it is the foreground. Otherwise, the anchor is back-
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ground. The overall loss of a RPN is the combination of the classification and

regression loss.

The Residual Neural Network (ResNet) is used for classification of the ob-

ject. ResNet-101 has 101 layers while ResNet-152 has 152 layers. ResNet-152

performs better than ResNet-101 as the former one has more layers than the

later. During the classification process, the anchors labelled as background are

not processed. In the regression process, the location of the final bounding box

is the output. During training, all the anchors are categorized into foreground

and background. The anchors that overlap the ground truth object with IoU

(Intersection Over Union) value greater than 0.5 are considered as foreground

while the rest are considered as background. The RPN uses Binary Cross En-

tropy to calculate the classification loss. To calculate classification loss, all the

anchors are selected. To calculate regression loss, the foreground anchors are

selected. Also the anchors that are close to the ground truth object are pro-

cessed to calculate the difference value needed to become a foreground object.

As a lot of anchors can be overlapped, there will be a lot of processing if all the

anchors are selected. To eradicate the problem, an algorithm called NonMaxi-

mum Suppression is used. The NMS algorithm takes all the anchors as inputs

and discards the anchors which are less than the threshold value of IoU. Thus

the number of anchors are decreased. After applying NMS algorithm, top N

number of anchors are selected from the sorted list.
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Figure 3: Architecture of Faster RCNN, courtesy of [3]

2.2.2 One Stage Algorithms

One stage detection algorithms detect and classify objects in one pass of the

image. Family of YOLO(You Only Look Once), SSD(Single Shot Detector),

EfficientDet [31] are the one stage algorithms. They are faster in speed with

high accuracy. [32] Used YOLOv3 with Darknet-53 in its backbone for both

detection and classification.

YOLO: YOLO is a one-stage object detection model. It does detection and

classification at the same time. This algorithm divides each image into N num-

bers of grid cells and each grid cell has equal size. The model checks each of

the grid cells and finds out the targeting object to create anchor boxes. It cre-

ates a lot of duplicate bounding boxes because the same object is detected on

multiple grids. To solve this problem, YOLO uses Non Max Suppression. The

NMS algorithm removes the bounding box with low probability.

YOLO is faster than other algorithms but it struggles to detect small objects

in the image. For Small objects in images, slower deep learning models like

Fast RCNN or Faster RCNN work better than YOLO.
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Figure 4: YOLO architecture [4]

YOLO has 24 convolution layers and 2 fully connected layers. YOLO has re-

leased several versions such asYOLO,YOLOv2,YOLOv3, YOLOv4 andYOLOv5.

For experiments on our dataset we use YOLOv5s and YOLOv5x.

Figure 5: Bounding box creation in YOLO[4]

EfficientDet : EfficientDet [31] was proposed in 2019, by a team of Google

Research. Typically the scaling of a neural network is done on width, height

or resolution of the baseline network. But using all of them to scale a network,

it gives the optimum performance. This scaling process is called compound

scaling. The baseline network of the EfficientDet is called Mobile Inverted Bot-

tleneckConvolution. EfficientDet follows the 1 stage detection paradigm. It de-

tects and classifies input images in a single stage. It is comprised of EfficientNet

and BiFPN layers. EfficientNet is the backbone of the EfficientDet architecture.

EfficientNet is pretrained on ImageNet dataset. Using the compound scaling,

upto EfficientNet B7 has been proposed with greater performance.
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Figure 6: Model Scaling of EfficientNet [5]

Keeping the target memory and target flops intact, EfficientNet scales the

depth, width and resolution of the input to optimize the performance than the

previous ConvNets. BiFPN layer is used for feature fusion. This layer takes fea-

tures as inputs from the backbone layer, EfficientNet. Then the features fused

together in a top down and bottom up bidirectional feature fusion approach.

Then the fused features are sent to a predictor class and box network to pro-

duce the class name and bounding box respectively.

Table 1: Scalling Config for EfficientDet d0 to d7, courtesy of [5]

Input size Backbone Network
BiFPN Box/class

#layers#channels #layers

D0 512 B0 64 3 3

D1 640 B1 88 4 3

D2 768 B2 112 5 3

D3 896 B3 160 6 4

D4 1024 B4 224 7 4

D5 1280 B5 288 7 4

D6 1280 B6 384 8 5

D7 1536 B6 384 8 5

D7x 1536 B6 384 8 5

10



2.3 Publicly Available Datasets

2.3.1 Belgium Dataset

BelgiumDataset [6]was published in 2011. There are a total number of 1,45,000

images with 62 different types of traffic signs. 13,000 of the images are anno-

tated and their size ranges from 100×100 to 1628×1236 pixel. Their contempo-

rary public traffic sign datasets had less sign types than the Belgium dataset.

Moreover, other datasets focused on mainly highway traffic signs while Bel-

gium dataset collected images from smaller roads. Thus the images contain

smaller and challenging traffic signs.

Figure 7: Some example images from the Belgium dataset. [6]

The authors mentioned 2 ways of traffic sign detection, One is selective ex-

traction of windows of interest followed by their classification and the other

one is exhaustive sliding window based classification. The research also sug-

gests that combining them both is a good idea to achieve higher performance.

11



For selective extraction, the paper proposes an off-line learning approach to

select features and corresponding thresholds automatically instead of choos-

ing them manually. The proposed multi-view 3D localisation ensured better

performance than single viewdetectionmethod. Besides that, an efficient eval-

uation for linear discrete Ada-Boost like classifiers is proposedwithout trading

off the performance.

The multiview 3D localisation model had 95.3% detection accuracy and

97.0% recognition accuracy with the Belgium dataset.

2.3.2 LISA Dataset

The LISA (Laboratory for Intelligent and Safe Automobiles) dataset [7] pub-

lished in the year of 2012 proposed a benchmark dataset for traffic sign detec-

tion. It contains 6610 American traffic signs which are distributed in 49 classes

and the images range from 640 × 480 to 1024 × 522 pixel in size. It includes

videos of all the annotated images and all images are annotated.

Figure 8: Some example images from the LISA dataset. [7]

The contemporary public American traffic sign datasets were old and in

those datasets, traffic sign types varied a lot. Many of them were faded, un-

clear, and had low contrast. The contemporary benchmark datasets were GT-
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SRB, KUL (Belgium Dataset), STS (Swedish Dataset) [33], RUG (Netherlands

Dataset) [34] and Stereopolis (French Dataset)[34]. As none of them could

provide a benchmark forAmerican traffic signdetection, the LISAdataset came

up with a solution.

2.3.3 GTSDB Dataset

German Traffic SignDetection Benchmark [20] contains a total 900 traffic signs,

collected from several tours. They capture videos of real time scenarios like

urban, rural, highway and in several weather conditions. The final dataset is

split into a training set containing 600 images and a testing set containing 300

images. Then all the images are annotated with rectangular regions of interest

(ROI).

Figure 9: Some example images from the GTSDB dataset.

Current state of the art methods achieve above 90% precision and recall

in the dataset [20]. But it only detects three major categories of traffic signs:

prohibitive, mandatory and danger signs. In GTSRB most of the region of the

image contains the traffic sign and there is no negative sample. So it is easy to

13



classify all the images.

2.3.4 Tsinghua-Tencent 100K Dataset

[22] proposed Tsinghua-Tencent 100K (TT100k) benchmark dataset to simul-

taneous detection and recognition. It contains 100k images of them only 10000

images contains traffic sign with 30000 traffic sign instances in 100000 classes

and others 90000 images does not have any traffic sign instances. It provides a

large number of negative samples to make the detection process difficult. All

the images are extracted from Tencent Street Views.

In the training process, they ignored classes which contains less than 100

instances. To make the dataset balance, they use augmentation and make all

the 45 classes into 1000 instances.

Figure 10: Some example images from the Tsinghua-Tencent 100K dataset.

A multi class network was proposed for traffic sign detection and simulta-

neous detection and recognition. It achieved 84% accuracy and 94% recall for

14



detection and recall 0.91% and accuracy 0.88% for simultaneous detection and

recognition. But there is no night images in their dataset. And night images

are hard to detect in any model. In real world scenarios distant images are

more difficult to detect. So we create a Benchmark dataset to simultaneously

detection and recognition of traffic signs.

2.4 Existing Techniques For Traffic Sign Detection

Over the last few years, several techniques are seen to be applied in this do-

main . [35] proposed two new networks for classification and detection and

they are ENet and EmdNet respectively. The classification network is similar to

the LeNet [36] network architecture and they presented the best combination

of hyperparameters after conducting numerous experiments. In the detection

part they combined depthwise separable convolutions and multi-scale opera-

tions. VGG-16, VGG CNN M 1024 and ZF were trained using a self collected

Chinese dataset by [30] and they found that ZFmodel got the highest detection

accuracy.

[37] used Viola-Jones framework along with hybrid pipeline combining

Machine Learning and Deep Learning classifiers for traffic sign recognition.

A Region Proposal Network based on YOLOv3 architecture is used by [38]

which proved to locate small traffic signs better than the standalone YOLOv3

network. They achieved that by adding one extra layer to the decoder network

than YOLOv3. Besides that based on the logo of traffic signs, they applied data

augmentation.

One of the major challenges is classifying similar traffic signs efficiently.

For doing so [39] used multi-scale attention method. A multi-scale cascaded

R-CNN was proposed for dealing with small sized traffic signs. Also hard

negative samples were mined and distributed equally to each classes. For de-

tection purpose, [40] used HSV color space and for the classification part, an

improved LeNet-5 model architecture was proposed where Gabor Kernel is

initial kernel of the network. [41] used the Single Shot Detector algorithm

by adding multi-feature fusing in it which enhanced the detection capability

of small traffic signs. Color based feature extractors are used at first by [42].

15



Then they used Bilateral Chinese Transform for detecting circular shaped traf-

fic signs and Vertex and Bisector Transform for detecting rectangular traffic

signs. [43] calculated the probable position where a traffic sign can be found

and applied YOLO model with a region of interest based approach. With this

they achieved a fast processing time with good accuracy. An independent at-

tention detection model with multi-scale detection algorithm is provided in

[44] to achieve better performance than other approaches in TT100k dataset.

Although there has been a lot of works in traffic sign detection in recent

years, the field of Bangladeshi traffic sign detection is relatively unexplored.

In [45] they collected 759 daylight images from different districts in Bangla-

desh and incorporated 16 road sign classes. Then they used Single Shot Multi-

box Detector (SSD) for detection and Recognition at the same time. They also

used Convolutional Neural Network for recognition purpose. They achieved

76.52% detection and 86.23% recognition accuracy using SSD and 80.26% accu-

racy using CNN model. In ‘Narrow Bridge’ road signs both models achieved

0 precision and 0 recall. On the other hand, SSD showed 100 precision and 50

recall score for ‘School Ahead’ class but the CNNmodel produced 0 precision

and 0 recall. They showed that in their dataset SSD worked better than CNN

model.

Distance to Borders (DtBs) vector and Artificial Neural Network (ANN)

was used on a self-collected dataset consiting of 110 images in [46]. DtBs is

applied to detect the multi-colors andmulti-shapes road sign and to recognize

the classes of road signs, ANN is applied. The authors achieved 94.87% detec-

tion accuracy and 92.79% recognition accuracy which is better than [47] and

[48].

[45, 46, 49, 50, 51]worked on Bangladeshi Road sign dataset, but all of them

used a small amount of images in their dataset belonging to only a few classes.

None of those datasets are publicly available. The works mostly were based on

color based and edge basedmachine learning algorithmswhich aremost likely

fail to perform well in challenging conditions. Therefor, a publicly available

benchmark dataset reflecting real-life challenging scenarios can go a long way

to build robust traffic sign detection systems.
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Chapter 3

Dataset Preparation
This chapter explains about the process of curating our dataset named ‘Bangla-

deshi Traffic Sign Detection Benchmark (BdTSDB)’. The data collection pro-

cess, inclusion exclusion criteria, annotation process, etc have been discussed

in detail. The class distribution of the proposed dataset has also been dis-

cussed.

3.1 BRTA Guidelines

Bangladesh road transport authority under the ministry if communication has

provided a traffic sing manual[52] which imposes a technical guideline of ev-

ery aspects of traffic signs. They have categorized all the traffic signs in 3

groups, Regulatory Signs, Warning Signs, Information Signs. The regulatory

signs tell the drives what actions they must do and what they must not do.

They are generally circular in shape. ’No Use of Horn’, ’Keep Left’, ’One Way

Traffic’ are some of the examples of regulatory signs. The warning signs are

there to warn the drivers about upcoming difficulties of the road and they are

generally triangular in shape. Some of the mandatory signs are ’TrafficMerges

From Left’, ’Sharp Bend to the Right’, ’Location of Railway Crossing’. Infor-

mation signs provide useful direction to the drivers that can lead them to their

destination and some of them are ’Pedestrian Crossing’, ’Lane Ahead for (cy-

cles and rickshaws), ’Toll Road or Bridge’. There are 40 regulatory signs, 57

warning sings and 35 information signs. They have provided detailed descrip-

tion of each and every sign. The descriptions include dimension, color, de-

scription, application, location and variation of that sign. In our dataset we

only included the traffic signs that are present in the BRTA’s guideline.

17



Figure 11: Example of Bangladeshi traffic sign according to BRTA

3.2 Data Collection

The process of collecting thousands of images having traffic signs is an exhaus-

tive one. One of the ways of doing it is to collect street videos and extracting

those frames which have traffic sign in them. We applied this process and

for that we gathered videos from 2 sources. One is going to different parts of

Bangladesh and capturing videos from the street by ourselves and the other

one is searching and collecting videos from youtube channels that can serve

our purpose. We have collected a total of 197 videos. Among them 163 videos

were collected by ourselves and the rest 34 videoswere collected fromyoutube.

The videos that were collected by our selves are from different roads of Dhaka

city, Sylhet, Dhaka Chittagong highway and a few other places. The videos

collected from youtube are mostly from highways and rural areas. Thus we

ensured that we have videos from different geographical locations. Different

types of vehicles were used to collect those videos.

We used 4 different types of mobile devices to record videos from differ-

ent roads in Dhaka and outside Dhaka. The fps value of the videos were 30

and the resolution of the videos ranged from 1280x720 to 1920x1080. Then the

challenge was to extract frames from those videos having traffic sign in it. As
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some of those videos were long and most of the frames did not contain any

traffic sign, it was a challenging task to make that process efficient. For that

at first we we took the Faster R-CNN Inception ResNet v2 model, pre-trained

on the GTSDB dataset and passed some of those videos in it to find the frames

with traffic signs and saved those frames. But we found that the model missed

a lot of traffic signs and also had quite a few false positives. Then after trying

some other approaches, we finally got stuck to an approach in which we went

thorough a video and noted the timestamps when we found traffic sing. Then

using a script we extracted the frame of that timestamp and 5 frames before

and after that timestamp with an interval of 10 frames. Then we went through

all the frames and looked for any frames that have no traffic sing in it and dis-

carded them.

(a) No parking (b) Speed limit 80 km/h (c) Sharp bend to the left

(d) Speed limit 40 km/h (e) Road hump (f) Sharp bend to the right

(g) Pedestrian crossing (h) U turn (i) Side road right

(j) Side road left (k) No u turn (l) Staggered junction

Figure 12: Some example of Bangladeshi traffic sign in different classes of the
curated dataset

The vehicles that were used to record road videos were of different speed
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ranges. We extracted frameswith a frame gap of 10 for high speed vehicles and

with a frame gap of 5 for low speed vehicles. After that we put them into their

predefined respective classes. Finally we got 9689 images in total that were

distributed in 53 classes.

3.2.1 Challenging Images

To portray the real world scenario our dataset contains images with different

weather conditions such as rainy days, different lighting conditions, blur, oc-

clusion, day-light, night and different orientations.

Blurriness is generally occurred due to the speed of the vehicle. Also inap-

propriate shutter speed of cameramaymake the photo blur. We have been able

to include a good number of blurry images in our dataset. After inspection of

the dataset we have identified 347 blurry images. Figure 13 shows some of the

examples of blurry traffic signs from the prepared dataset.

Figure 13: Example of blurry traffic sign

Different lighting conditions can have an impact on the visibility of an ob-

ject. For example, the flash light of the vehicle, different phases of a day (pho-

topic or daylight, mesopic or twilight, scotopic or night), background lumi-

nance creates impact on the visibility of the traffic signs. We have found 374

images with lighting condition in our dataset which also included night im-

ages. In figure 14 some of the instances of lighting conditions are presented.

Figure 14: Example of different lighting condition

One of the challenges of object detection is to efficiently detect small objects.
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Many research have been done considering the detection of small objects. If the

distance of the vehicle is far from the traffic sign then the traffic sing appears as

a small object. Even in the ideal situation, traffic signs contain a small portion

of the entire frame. So when the sign gets even smaller, it become very chal-

lenging to correctly detect and classify that sign. We can see some examples of

small traffic signs in figure 15 from the 697 images obtained from the prepared

dataset. We have found 697 images containing small traffic signs in it.

Figure 15: Example of small traffic sign

Occlusion is one of the nuisance for traffic sign detection that is often seen in

real world scenarios. We have found images where the traffic sign is occluded

by other vehicles, by leaves and branches of trees. We have found a total num-

ber of 178 of those images. Some of the occluded samples of the dataset is

shown in figure 16.

Figure 16: Example of occluded traffic sign

Wehave also included images from rainy conditionwhichmade our dataset

even more diversified.

3.2.2 Non Traffic Sign Images

In real world scenes we encounter a lot of traffic sign like objects which are not

traffic sign. These signs typically are the backward faced traffic signs, banners,

posters, billboard and different shape of objects that can often bematchedwith

a particular traffic sign. Distinguishing them from the actual traffic signs is

a huge challenge. [22] addressed this problem by adding a huge amount of
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non traffic sign images in their evaluation set. They tested those images using

their proposed model. For that we collected 2000 non traffic sign images from

youtube and our collected recorded videos. The frames of those videos are

extracted at randomwhile ensuring that each frame contains a different scene.

In figure 17 a few of those samples can be seen. These non traffic sign images

include objects whichmay look like traffic signs but they are not. These images

are also tested with the models that we trained with our dataset.

Figure 17: Non traffic sign

3.3 Data Statistics

After extracting frames from 197 videos, we found 9689 images and distributed

them in 53 classes. The most number of images were in ’Pedestrian Crossing’

class with 1464 images in it as it is the most common traffic sign seen in the

road. After that among themost common traffic signswe have ’NoOvertaking’

having 957 images, ’School’ having 888 images, ’speed limit 40 km/h’ having

649 images in it. Some of the rare traffic signs seen in Bangladeshi roads are

’Keep Right’, ’Hairpin Bend To Right’, ’Major Road Ahead (Crossroads)’, ’No

Vehicles Over Maximum Gross Weight Shown’.
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Figure 18: Number of images in each class in the Dataset

3.4 Final Data Preparation

After the initial dataset collection, we went through each and every images to

filter consecutive frames and discarding images where the traffic sign is too

hard to be identified. After the filtering process we got 7204 images. This

dataset has some imbalance due to having less number of images in some of

the classes. Then for experimental purposewe imposed a constrained and took

only those classes that have at least 50 images in them. So finally we got 6775

images for our experimentation that were distributed in 27 classes. Here also

’Pedestrian Crossing’ contains the most number of images with 975 images.

For splitting the dataset into training and testing set we randomly shuffled

each of those 27 classes so that we can tackle the case of consecutive frames

going to just one of those sets. Finally we splitted the whole dataset into train-

ing and testing set using 80/20 policy. Our training set contains 5260 images

and evaluation set contains 1350 images.

While going through thewhole datasetwe also identified the different chal-

lenging images and gathered them in their respective classes. It helped us in

our model evaluation process in understanding which model works well on

which type of challenge.
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Figure 19: Number of images in each class in the final Dataset

3.5 Data Annotation

After the final dataset preparation, we carefully annotated all the images. We

used a rectangular region of interestwith their label using the ‘LabelImg’ anno-

tation tool. We saved the annotated images in Pascal VOC format. This format

can easily be converted into other annotaion formats like COCO JSON, Tensor-

flow TFRecord. The LabelImg tool saves the annotations as .xml files.

Figure 20: Example of Bangladeshi traffic sign in different classes
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Chapter 4

Result and Discussion

4.1 Experimental Setup

After preparing the dataset, we trained and evaluated it with six state-of-the-

art object detection models. For experimentation we used the Tensorflow Ob-

ject Detection API [53] which is a open source framework built on top of Ten-

sorflow. It has support for both Tensorflow 2.x and 1.x. The API provides a

model zoo which has a large collection of pretrained models on the COCO

2017 dataset. They have provided the speed, mAP and output of each of those

models after training with COCO 2017 dataset. We picked 4 of those models

and they are EfficientDet D0, Faster R-CNN ResNet 101, Faster R-CNN ResNet

152, Faster R-CNN Inception ResNet v2. We also worked with YOLOv5s and

YOLOv5x which are not included in the API.

We have used Google Colab Pro to conduct the experiments. There we

worked with Tesla P100 GPU and 16280MB RAM. Google Colab has both the

versions of Tensorflow preinstalled in it. We also did not need to install Ten-

sorflow Object Detection API.

For the pipeline configuration, at firstwedownloaded the TensorflowModel

Garden from their git repository. Then we downloaded the protobuf libraries

and compiled them. We created a label map file in which for each label there

is an integer id. Tensorflow uses the label map file for both training and eval-

uation. As mentioned earlier, we generated *.xml files while annotating with

labelImg tool. In the next step we took all those *.xml files and converted them

into *.record file. As a result we got two files, train.record and test.record. The

TFRecord file format stores data as a sequence of binary records.

For the configuration of the training job, we downloaded the pre-trained

models from Tensorflow 2 Detection Model Zoo. We needed to change the

pipeline configuration file to make it prepare for our job. We trained those 4

models using different number of steps and each of them had varied conver-
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gence rate. We applied cosine decay learning rate, RELU activation function.

The IoU threshold usedwas 0.6 and sigmoid as score converter. For the evalua-

tion metric we used COCO detection metric. We used TensorBoard to monitor

our training job progress. For the YOLOv5s and YOLOv5x, we used PyTorch

framework.

4.2 Evaluation Metric

4.2.1 Precision

The number of positive classes correctly classified by the model from the total

number of positive predicted classes. It measures how accurate the percentage

of the model is. It gives a value of 0 to 1 which denotes the percentage of the

correct predictions. For example if themodel predicts 5 of the samples positive

but there were actually 3 positive samples then the precision value will be 3/5.

Precision =
TruePositive

TruePositive+ FalsePositive
(1)

4.2.2 AP (Average Precision)

Average Precision denotes the area under the precision recall curve. As both

the precision and recall value is between 0 and 1, average precision value also

resides between 0 and 1.

4.2.3 Recall

The number of positive samples correctly classified by themodel from the total

number of positive samples. It measures how good the model is in finding all

the positive classes. For example if there are a total of 5 positive samples in

the dataset and the model could predict 2 of then then the recall will be 2/5.

As a result, as the model predicts more samples, the recall value of the model

increases.

Recall =
TruePositive

TruePositive+ FalseNegative
(2)
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4.2.4 mAP

Mean Average Precision calculates the comparison of the ground truth bound-

ing box with the detected bounding box. When we take the average of AP

among all the classes, we get the mean average precision. Generally AP and

mAP are mentioned interchangeably. Mostly COCO mAP is used in evaluat-

ing a model’s prediction. In the COCO metric, mAP is calculated by taking

the average of multiple IoU (Intersection over Union). mAP @0.5 means that

the mAP is calculated by considering the IoU of 50% or more. Generally the

threshold is set at 50% IoU. The COCO metric also calculates the mAP @0.5 to

0.95. That means the IoU range is between 50% and 95%.

mAP =
1

N

N∑
i=1

APi (3)

4.2.5 F1-Score

F1 score combines the results of precision and recall by calculating their har-

monic mean. If a model produces higher precision value and another model

produces higher recall value then a better model F1 score is used.

F1− score =
2 ∗ (Precision ∗Recall)

(Precision+Recall)
(4)

4.3 Performance of the state of the art models

Table 2: Model Evaluation

Model mAP @0.5 Average Precision Average Recall F1 Score

EfficientDet D0 0.661 0.661 0.454 0.5383

Faster RCNN ResNet 152 0.786 0.786 0.519 0.6252

Faster RCNN ResNet 101 0.799 0.799 0.532 0.6387

YOLOv5s 0.828 0.793 0.81 0.78

Faster RCNN Inception ResNet v2 0.839 0.839 0.556 0.6688

YOLOv5x 0.921 0.9 0.899 0.90

We evaluated six different state of the art object detection models with our

dataset. From our result, YOLOv5x took the lowest converging time while Ef-
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ficientDet D0 took the highest converging time. YOLOv5x got the highest mAP

(Mean Average Precision) of 0.921 at 0.5 IoU threshold. On the other hand Ef-

ficientDet D0 model got the lowest mAP of 0.660802 at 0.5 IoU threshold. As

EfficientDet is slow to converge, it required a high number of steps for training

the dataset than the other models. Faster R-CNN Inception ResNet v2 took the

highest training time per step among the 6 state of the art models. YOLOv5x

model got the lowest training time per step among the models. As YOLO is a

one shot object detection model, it performs faster than 2 shot object detectors

such as EfficientDet and Faster R-CNN ResNet.

Figure 21: precision and recall curve on yolov5x

Figure 22: Precision-Recall and F1 curve on yolov5x

Figure 21 and 22 shows the precision, recall, precision-recall and f1 curve
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of each of the classes after evaluating the YOLOv5x model. The dark blue one

is the aggregated curve for each of those classes. Here we can see that apart

from a few classes, the curves got a smooth shape. In what confidence score

the best value is achieved is also shown here. For example, for all classes, recall

value 0 is achieved at the confidence score of 0.98.

4.4 Error Analysis

From all the six models we have experimented our dataset with, YOLOv5x has

the least number of false positives. If we take a look at the confusion matrix of

YOLOv5x from figure 23 we can identify the pair of classes where the model

got confused to distinguish between them and made false predictions. Even

in YOLOv5x we can see from the confusion matrix that the most confused pair

of classes are ’Sharp Bend To The Right’ and ’Sharp Bend To The Left’, ’Cross

Roads’ and ’Staggered Junction’, ’Double Bend First Left’ and ’Double Bend

First Right’ from the intersection of those pairs.

Figure 23: Confusion matrix of yolov5x

While analyzing the false positives in other models, we have also seen that
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apart from EfficientDet, all other models often got confused between ’Sharp

Bend To The Right’ and ’Sharp Bend To The Left’, ’Cross Roads’ and ’Staggered

Junction’, ’Double Bend First Left’ and ’Double Bend First Right’.

Figure 24: Example of similar types of signs

Figure 24 shows some samples of misclassified images by our trainedmod-

els. Here the actual signs are ’Side Road Right’, ’Crossroads’, ’Side Road Left’.

Those 3 signs have quite some similarities and all the Faser RCNNResNetmod-

els failed to correctly identify them. On the other hand EfficientDet failed to

even detect a lot of objects.

Figure 25: Example of similar types of signs
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One if the most similar pairs of signs are ’Double Bend First Left’ and ’Dou-

ble Bend First Right’. In figure 25we can see two instanceswhere ’Double Bend

First Left’ is said ’Double Bend First Right’ and vice versa. In some cases we

have also seen that ’Sharp Bend To The Right’ and ’Sharp Bend To The Left’.

We have also found some other misclassified cases where the labeled one has

hardly any resemblance with the actual one but it mostly happened when the

sign is at distance from the scene or has some other challenge in it.

4.5 Performance of Models on Challenging Images

In figure 26, we can see, the traffic sign “No U Turn” is quite far from the

camera. YOLOv5x detected the small traffic sign with 68% confidence score

while YOLO v5s detected the small traffic sign with 55% confidence score.

Figure 26: Comparison of Different Models (Small TS)

As YOLO is a one shot detection algorithm, it does not perform well on

small object detection. That is why we can see that the confidence score is very

smaller than the other models’ confidence scores, though it has the highest

mAP value. Faster RCNN Inception ResNet v2 detected the small traffic sign

with 100% confidence score. One probable reason might be that it took longer

training time per step which helped it to learn the complex features of the ob-

jects efficiently and thus got the highest confidence score with small object.

Unfortunately EfficientDet-D0 could not detect the traffic sign. As per our ex-

periment, EfficientDet-D0 achieved the lowest performance than othermodels.
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This is supposed to be the reason behind it’s failure of detecting small objects.

Faster R-CNN ResNet152 and Faster R-CNN ResNet101 detected the small ob-

ject with 93% and 97% confidence score respectively which is supported by

their mAP values.

Figure 27: Comparison of Different Models (Night & Blurry TS)

Fromfigure 27, the traffic sign “speed limit 40 km/h” is quite blurry. Also it

is a night image. Faster RCNNResNet 152, Faster RCNNResNet 101 and Faster

RCNN Inception ResNet v2, all the 3 models detected the blurry traffic sign of

the night image with 100% confidence score. But the EfficientDet D0 model

detected the small object with the lowest confidence score of 84%. From figure

12, EfficientDet D0 got the lowest mAP among other models which supports

the lowest confidence score of EfficientDet D0. YOLOv5x and YOLO v5s both

got 89% confidence score which is quite good according to their result from

figure 12.

4.6 Performance of Models on Background Images

In this phase of our researchwe took our previously collected 2000 background

images and passed them through each saved models. We wanted to see how

the models work in terms of distinguishing between traffic signs and traffic

sign like objects.
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Figure 28: False detection in non traffic sign dataset

From figure 28, the first image from the top left corner is misclassified

into 2 classes, “Sharp Bend to The Left” and “PEDESTRIAN CROSSING”. As

“PEDESTRIAN CROSSING” is the class with the highest number of samples

which is 975, there is a tendency to label objects as “PEDESTRIAN CROSS-

ING”. The class “Sharp Bend to The Left” has 466 samples which is a decent

amount. The models found a curved object in the image and thus wrongly la-

belled it as “Sharp Bend to The Left” class. The image on the right side of the

first one has a traffic sign facing the opposite side. Themodelwrongly detected

and labelled the object as “Side Road Left”. The next image on the right side

again portrays the wrongly classified “Sharp Bend to The Left” class. Again

we can find a curved object which is the reason for this misclassification. The

image on the bottom left corner shows the detection of the class “Side Road

Left” even though there is nothing but leaves and branches of a tree. The

model found a pattern the seemed similar to the sign “Side Road Left” and

thus wrongly classified it into “Side Road Left”. In the image next to the right

of it, we can see that the human face with a glass is wrongly detected as the

class “no use of horn”. The most probable reason for this misclassification

might be the shape of the spectacles is similar to the shape of the horn sign of

the “no use of horn” class. We have seen this tendency in other images also.

Finally in the image to the right of it, we see that the round logo behind the

bus is detected as “No Parking” class. In the “No Parking” traffic sign, there is

a leaning line in the middle of the round sign. We can also find a curved line

in the middle of the round logo. Thus the models wrongly classified it.
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Table 3: False detection in non traffic sign dataset

Model Detected Non-TS images (out of 2000)

EfficientDet D0 8

Faster RCNN Inception ResNet v2 35

Faster RCNN ResNet 101 35

YOLOv5s 39

Faster RCNN ResNet 152 43

YOLOv5x D0 48

Table 3 shows for each class the number of detected objects in the back-

ground images. Because of the overall performance of EfficientDet D0 was not

good it has the least amount of misclassified images. The rest of the models

did not vary much in terms of distinguishing traffic sign like objects from the

real ones. For all of those models we can see that in less than 2.5% of the cases,

the models incorrectly identified the objects from the scenes as traffic signs.
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Chapter 5

Conclusion

5.1 Summary

Asmart traffic signdetection system can go a longway in ensuring safe driving,

reducing unwanted road accidents and pave the path for autonomous driving

at large. In this regard, we have curate a benchmark dataset for effectively

classifying different traffic signs available in the roads of Bangladesh. The

datasetmimicsmost of the realworld scenarios and contains traffic sign images

under several challenging conditions such as blurriness, occlusion, different

weather and lighting conditions, and so on. The samples have been collected

from different geographical locations and from a wide variety of vehicles. Af-

ter preparing the dataset we have used it to provide a baseline by evaluating

six different state-of-the-art object detection models. From our experimental

results we have observed that YOLOv5x model has achieved the best perfor-

mance in terms of mAP, average precision and average recall. Furthermore,

we have provided a thorough qualitative and quantitative analysis against the

achieved results. Finally, we checked the performance of the models on a set

of non-traffic images to justify the generalization capability and achieved satis-

factory performance. However, we have observed that distinguishing between

the traffic signs and traffic sign like objects is a major challenge to be tackled in

this area of research.

5.2 Limitations

While curating the dataset, we selected only the classes having more or equal

to 50 samples. This threshold can be increased to a higher value to reduce the

amount of class imbalance of the dataset. The intra-class similarity of different

traffic signs have often reduced the performance of the classifier. The num-

ber of images from different weather conditions is still not enough. Moreover,

the model mistakenly identifies a few traffic sign like structures as traffic signs
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when it was tested with the background images.

5.3 Future Work

In future, the overlapping of different publicly available datasets can be ex-

ploited to enrich the dataset. More instances can be added to the classes with a

lower number of samples to solve the class imbalance issue. The dataset can be

further enriched by addingmore challenging scenarios like diversifiedweather

conditions, samples from different geographical locations and a wide variety

of vehicles, increased background variations, etc. A good amount of work is

yet to be done to effectively distinguish between the traffic sign images from

the traffic sign like objects.
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