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Abstract

One of the challenges in large scale application is data consistency. In this pa-

per, we have studied a few of the algorithms which are used to tackle this issue.

We have also conducted some interview sessions with software experts and an-

alyze their judgment regarding this issue. We have tried to analyse this topic

based on two major software architecture. Mircoservice and monolithic architec-

ture. Microservice is a trending software architecture for large scale application

nowadays. It has many advantages along with some drawbacks. There are many

services that communicate with each other to do a single operation. So, maintain-

ing consistency is a big concern here. There are some ways to ensure consistency.

Generally, microservice-based application use eventual consistency model. But

this model has a chance of data loss. In some cases, data loss can be threatening

to the business. To avoid this situation strong consistency model can be used. But

algorithms that supports strong consistency comes with performance degradation

of software compare to eventual consistency model.
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1 Introduction

1.1 Overview

Monolithic software architecture is the most traditional software architecture.

Here all the functionality of the software wraped in a single project. If the user

base of the project is not large, this architecture works fine. But if the user base in-

crease, scaling needs to be done, functionality modification required. There might

be required few functionality scaling in large portion and others in small portion.

Monolithic architecture do not support scaling different functionality in different

number. Here all the functionality will be scaled in same times. In monolithic

architecture, fault isolation is difficult. As bug may arise from all the functionality,

it is difficult for a project member have to have idea of all the modules. So, as

the project grow, debugging becomes inefficient. Different programming language,

stack can be a barrier in monolithic architecture. There might be situation that

some functionality is efficient with one language, framework and other function-

ality with other programming language, framework. Monolithic architecture do

not support functionality wise language, stack separation. In monolithic architec-

ture, increase number of team can make things difficult. As all the functionality

wraped up in single project, so all the team need to be sync with each other. There

might be situation for one teams’ modification another teams’ functionality is not

working. So, to make a simple change also, there is a risk factor. In monolithic

architecture, if the application size is already large, it becomes difficult to make

changes or adding new things. Because the developer have to have the idea of the

related functionality that may have impact of the changes and new addition.

Microservice is a popular service-oriented software architecture for large scale,

extensive application. It is a combination of several small services deployed in-

dependently, have inter-communication between them worked as a single system.

Microservice support independent service scaling in different number of times. For

example, in a system, service 1 hits 1000 hits per second and service 2 hits 3000
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hits per second on average. So, a system designer a scale service 2 and deploy it

in 3 servers using a load balancer and deploy service 1 in one server. Each service

has their own codebase as separate project. As a result, if a bug occurs, it is

comparatively easier [1] to find which functionality is creating issues and which

service is used for this. In this scenario, whole project need not be taken into con-

sideration while debugging as it has already been find out that the service which

is responsible for the issue. Separate programming language and separate frame-

work or stack can be used for separate services based on requirement. Because

each service deployed independently. So, functionality wise stack can be chosen

based on performance, time, resource availability etc. Separate teams can be or-

ganised for separate services. Here dependency between teams in comparatively

less than in monolithic architecture. Because each service is isolated by terms of

codebase and deployment. Faster deployment is possible. Because each service is

small compared to the whole project developed in monolithic architecture. As a

result, deployment difficulties reduces. Adding changes in system means calling

the responsible team to do that. Not all the teams may need to be acknowledged

about it. As a result, faster modification can be done compare to monolithic

architecture.

Microservice offers a lot of flexibility. But it has some cons also.[2] One of the

main challenges of microservice architecture is maintaining consistency among the

services. As to handle a request, there might need to call different several services

to do the job and response. Among the service calls, there may be one service

failed to work and also previous services make some changes to the database of

that request. Now it make the system[3] inconsistent. We have discussed about

two case study where this type of consistency issue arises. One of these is a part

of insurance management system [4]. Other is about the ticket booking system.

None of the cases can have hundred percent perfect solution. But based on the

scenario each of them trade off with some factor.
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1.2 Problem Statement

One of the challenges in large scale application is data consistency. When an

application is scaled, there are multiple database replicas. When a new data is

inserted to one, it needs to replicate to all the other database replicas. To do

so, it takes some time. In this intermediate period of time, the system remains

inconsistent. This situation can happen in microservice architecture if two or more

service use same data and in monolithic architecture if the system is scaled and

there is multiple database replica.

1.3 Motivation & Scopes

There might be different data consistency requirement based on situations. Low

consistency requirement can be handled with eventual consistency. Some smart

pattern like event sourcing can be used to loss data due to consistency issue here.

In some cases, data loss might not be a matter. But in some cases data loss can

be deadly. Like in a system of high consistency requirement like flash sale, if it is

a distributed system, there might be a scenario where a single product is sold to

multiple customer, if consistency is not ensured. c Our research will give a general

overview of how industry expert approach this issue in different cases.

1.4 Research Challenges

One of the major challenge in this domain in consistency control in large scale ap-

plications, the most part of the research in this domain has happened in software

industry. Most of the research work was kept private for business value. So, it

was hard to go forward with reverences. Maintaining consistency in distributed

architecture is difficult. According to CAP theorem[5], both availability and con-

sistency can not be achieved at the same time. So, it has to trade off based on

requirement.
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1.5 Thesis Outline

In chapter 1, we have discussed about the introduction of our work. In chapter 2,

we have showed the background study we have to do. In chapter 3, we have state

our methodology of work. Basically, we have two types of methodology. Case

study collection and interview with software experts. In chapter 4, we have shown

the outcome and analysis of the interview sessions. In chapter 5, we have draw

conclusion and states some scope for future work. The final section of this study

contains all the references.
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2 Background Study

Consistency means the data integrity remains same before and after the trans-

action occurs. Without consistency there is a chance of data loss. Also in mi-

croservice architecture, some user may get new data and some user may get old

data.

There are two type of consistency model.

• Strong Consistency

• Eventual Consistency

Strong consistency model follows ACID property. Eventual consistency model

follows BASE property.[6, 7]

2.1 ACID Property

• Atomicity: Each transaction is considered as one unit and the entire will

be executed at once. Partial transaction is not allowed.

• Consistency: Database should be valid before and after every transaction.

Example- The total amount before and after the transaction must be main-

tained. Total before T occurs = 500(user 1) + 200(user 2) = 700. Here

100 transferred from user 1 to user 2. Total after T occurs = 400(user 1) +

300(user 2) = 700.

• Isolation: This attribute assures that several transactions can take place

at the same time without causing database inconsistencies.

• Durability: The updates and modifications to the database are written to

disk when the transaction has completed execution, and they survive even

if the system fails.
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2.2 BASE Property

• Basically Available: Ensures data availability by replicating it among

database cluster’s nodes.

• Soft-state: Data may fluctuate over time due to the absence of strong

consistency. The developers are in charge of maintaining consistency.

• Eventual consistency: Although immediate consistency may not be fea-

sible with BASE, it will be achieved eventually (in a short time).

2.3 CAP Theorem

There is a famous theorem regarding distributed computing giving by Eric Brewer

called CAP theorem. It states about database consistency in distributed system.

Different approach later comes up for ensuring data consistency considering this

theorem.

Figure 1: CAP Theorem

According to CAP theorem, in a partitioned distributed data store, both consis-

tency and availability can not be achieved simultaneously. We have to trade off

between consistency and availability. [5]
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2.4 Strong Consistency

In strong consistency model, user always get latest data. User might get data

little bit late but will always get the correct and consistent data.

2.4.1 Two-phase commit (2PC) pattern

Two-phase commit or 2PC pattern is one of the approach of strong consistency

model. [8] It is widely used in database systems. It is a blocking protocol used

to guarantee that all the transactions are succeeded or failed together in a dis-

tributed transaction. In some situation, we can use 2PC for microservices but it

is considered impractical within a microservice architecture.

2PC has two phases: a prepare phase and a commit phase. In the prepare phase,

all microservices that are going to participate in the transaction will be asked

if they are ready for some data change. Once all microservices are prepared, the

commit phase will ask all the microservices to make the actual changes. Normally,

there needs to be a global coordinator to maintain the lifecycle of the transaction,

and the coordinator will need to call the microservices in the prepare and commit

phases. 2PC is a very strong consistency protocol. The prepare and commit

phases guarantee that the transaction is atomic. The transaction will end with

either all microservices returning successfully or all microservices have nothing

changed. 2PC allows read-write isolation so the changes on a field are not visible

until the change is commited.

2PC can give us strong consistency but it is not recommended for many microservice-

based systems because 2PC is synchronous (blocking). The protocol will need to

lock the object that will be changed before the transaction completes. So in

transaction all participating services will remain block and other can’t use those

services. The lock could become a system performance bottleneck. Also, it can

happen that two transactions mutually lock each other (deadlock) when each

transaction requests a lock on a resource the other requires.
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2.4.2 GRIT

It is a strong consistency model. In this model, there is three phase to ensure

consistency in database.

• The optimistic execution phase: When new data is fetched or updated

to the database, each database service state fetch and update operation as

r-set and w-set.

• The logical commit phase: At this stage, transaction manager operate

conflict resolution. Then it commits logically if no conflict but abort in case

of conflict.

• The physical materialization phase: Now transaction is materialised

by database and physical commit is made. [9]

2.4.3 Paxos Pattern

Paxos is a consensus based algorithm for database consistency. It works on dis-

tributed network in an asynchronous fashion.[10] It has three types of roles:

• Proposer: It sends value to the acceptors. The purpose is to get the value

agreed.

• Acceptor: It receives value from the proposers. Then decides whether to

agree on the value.

• Learner: When acceptor choose a value, it learns from that.

It has two phases:

Phase 1

• Proposers send prepare message with a version number to acceptors.

• If acceptor receive the prepare message with older version than it already

have, it ignores it. When acceptor receive the prepare message with updated

version, it ensures it will ignore the future request that has older version.
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Phase 2

• When proposer receives a majority of promise messages from the acceptor,

it prepare accept message with identifier number n and a value v. Then the

proposer send accept message to all the acceptors with the value.

• When acceptor receives the accept message, it accept the value if it has not

sent a promise message with greater identifier number. Otherwise, it will

ignore the message.

• When the accept message is accepted, the acceptor will store the message

and send accepted message to the every proposor and learner.

2.5 Eventual Consistency

In eventual consistency model, data gets replicated to the replica server or other

necessary server eventually. Here user will receive data very fast. But there is a

chance of getting older data. And in this case, after some period the user will get

the updated and consistent data.

2.5.1 SAGA Pattern

Saga pattern is one of the approach of eventual consistency. [11] A Saga is mainly

a sequence of local transactions.[12] It is one of the 6 Important Data Management

Patterns of microservices. Saga pattern is mainly used in distributed system where

atomicity is not in high priority. It can provide eventual consistency. Here each

service perform its transaction and publish an event. The subsequent transaction

is triggered based on the event published by the previous service. And if any

service fail to do it’s task, they publish a failed event and based on that a series of

compensating transactions execute to undo the impact of all the previous services.
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There are two types of Sagas:

• Orchestration-Based Saga: In Orchestration-Based saga, there is a or-

chestrator that manages all the transactions. It maintain which service need

to call and if some service failed it knows what need to be done and execute

compensation transaction. This orchestrator can also be thought of as a

Saga Manager.

Figure 2: Orchestration-Based Saga

From the figure 2 we can easily understand orchestrator-based saga. Here

at first order service is called. It employs the orchestrator and it send or-

der created event for the payment service. Payment service do it’s task and

send success or payment billed event event to the orchestrator. Then or-

chestrator send this event to next service the stock service. It stock service

failed to do it’s task it send stock failed event to the orchestrator. The

orchestrator know for which event what to do. So after getting the error
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event it send rollback event to the previous services, in this case it send

the rollback event to payment service and the payment service execute it’s

compensation function to undo the transaction.[13]

• Choreography-Based Saga: In this approach, there is no central orches-

trator. Each service do their local transaction and create success or failed

event. The other services act upon those events. If it is success event next

service do it’s task and if it is failed event, it’s previous service perform the

compensation transaction and publish necessery events. By this way without

a coordinator or orchestrator this approach works. In this if the perticipat-

ing service series will become long it will be hard and complex. We can

implement this if we only have 2-4 services perticipating in the transaction.

Figure 3: Choreography-Based Saga

In the figure 3 we have a order service. It do it’s work and send or-

der created event to the message queue. The next service, payment service

trigger with the order created event event and perform necessery action.

Then it send payment billed event on success and the next service, stock
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service do it’s work. It it success it send order prepared event event and de-

livery service trigger and do it’s job. After that it send delivery placed event

to the message queue and from that the order service can know that the

actions are performed successfully. If some service failed, let say delivery

service failed. Then it will publish delivery failed event and by that the

previous stock service will trigger and execute it’s compensation function.

Then it will trigger error event so that previous services can also perform

their compensating transactions.

The main benefit of the Saga Pattern is it give us high availability. It can

maintain data consistency across multiple services without tight coupling.

Also there are no chance of deadlock in this pattern.

However, there are some disadvantage of the Saga Pattern. It can’t give

us strong consistency so some time we may get old data instead of current

one but they will be consistent eventually. Saga pattern increase the com-

plexity from a programming point of view as developers need to design the

compensating transactions which can be very hard and complex.[13]

2.5.2 Polling

This model provide us eventual consistency. Here the process is to perform the

tasks assigned of synchronizing redundant data to the services that are interested

in it. A simple solution is to ask for new data on a regular basis via an interface

supplied by the master data service. Multiple data updates can be transferred at

the same time using timestamps. The length of the polling interval can be used to

regulate the size of the inconsistency window for each interested service separately.

Despite the fact that the data sets are ultimately consistent, the time range in

which they may diverge is much longer than with a synchronous solution. [4]
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2.5.3 Event Sourcing

Instead of saving the most recent status of data into a database, the Event Sourcing

pattern allows you to save all events in a database in a sequential manner. The

name of this event database is event store. Rather than updating the state of a

data record, it appends each modification to a list of events in chronological order.

Any event that is triggered is saved in the event store. There will be no updates

or deletions to the data, and each event will be saved as a record in the database.

If the transaction fails, the failure is recorded in the database as a failure event.

Every record entry will be an atomic operation.

The API for adding and retrieving events for an entity is available in the store.

The event store functions similarly to a message broker. It announces the events so

that other services can be notified and handle them if necessary. It gives services

the ability to subscribe to events over an API. When a service saves an event in

the event store, it is sent to all subscribers who are interested. This method offers

a few advantages. It solves atomicity issues, keeps track of records’ history and

audits, and may be used with data analytics because historical records are kept.

Instead of keeping the current application state, it might be more useful in some

circumstances to save all state transitions and then accumulate them to the current

state as needed. This method can also be applied to the challenge of distributing

data changes. Events are published when master data changes. The history of all

events, unlike the Publish-Subscribe method, is saved in a central, append-only

event store. It is accessible to all services, and they can even construct their own

local databases from it, as long as they match their own constrained context. This

technique delivers a high level of consistency: any data modification is immediately

visible to all other components of the system. It’s important to note that a central

data store is introduced, which microservices try to avoid. This weakens the loose

coupling and may be a scaling concern; yet, the data storage’s append-only nature

allows for great speed. [4]
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3 Methodology

We have collected some case studies from internet and our understandings where

different consistency and availability requirement has been shown. We have also

taken interview sessions of several industry expert about how they approach this

topic.

3.1 Case Study

We have done some case study of microservices consistency issue. [14]

Consistency Cases Availability

High

Stock Management

Low

Flash Sale

Finacial Transaction

Location Tracking

Online Multiplayer Gaming

Moderate

Profile Picture Change

High

Shopping Cart

Social Media Post

Insurance Mangement System

Printing System

Re-seller Site: Product Posting

Low

DNS

High

Sports Score

Social Media Reaction Count

Product Rating

Views on Youtube videos

Salary Mangement System

Table 1: Consistency-Availability Wise Category
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3.1.1 Stock Management System

In stock management system, there are some stock of service or product. After

user order it, this product or service will be booked for the user and system will

wait until the next operation like payment. After the payment complete, user will

get the product, inventory product or service count will be updated. There can

be three services in a stock management system like order service, stock service,

payment service which interact each other to complete the task.[6]

• Order Service:When a user requests for a product, order service is called.

This service initiates the process. Then call the stock service for booking the

product. Then the order service calls the payment service to deduct money

from the user. After that the product purchase receipt is sent to the user

from the order service.

• Payment Service: This service deducts money for the user’s bank or

mfs(Mobile Financial Service) account and sends a success or fail response.

• Stock Service:When the order service calls it with the product id, then

this service just booked this product for the user and the remaining product

count decreases.

Figure 4: Stock Management System
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• When Inconsistency Can Occured: To purchase a product, a sequence

of operations need to be done. During these operations if any of the services

failed inconsistency may occur.

– If the payment service fails after the product booking, the product is

booked in the database but payment has not been done.

– If the order service fails after the payment from the user account, the

user has not got a purchase receipt but payment has already been made.

3.1.2 Flash Sale

Ecommerce shops offers flash sale with huge discount on many occasion. Cus-

tomers purchases a lot of product in this period. In this case, there might be a

scenario that one item can be sold to multiple persons. Because a lot of hit to the

server comes this scenario.

3.1.3 Location Tracking

Location tracking means to track someones real time location. In this system, to

provide real time location, system needs to offer strong consistency. Otherwise,

there might be scenario that, two user is seeing different location of the tracked

person.

3.1.4 Online Multiplayer Gaming

People from over the globe play online multiplayer games now a days. It need to

provide strong consistency if different server used.

3.1.5 Profile Picture Change

If some person change his profile picture, there needs time to propagate this profile

picture to all the servers of the system. As a result, there might be a scenario

that, some person from another country is seeing the old profile picture.
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3.1.6 Shopping Cart

If user add item to the cart, this data may be stored to multiple servers. As a

result, there might be scenario that when user check the cart, some product is

missing. User is watching previous state.

3.1.7 Social Media

• Post Service: This service is responsible for the user’s post information.

After the user posted successfully, at first it’s information stored on the

user’s nearest data server.

• Servers Across the Globe: For a large scale international software, there

need to set up data centers across the globe. If one user stores information,

it is first stored on one server. After that replicated to all the other region

servers.

Figure 5: Social Media

• When Inconsistency Can Occured: To replicate a user’s post to all the

servers needs some time. There might be a delay in replication on some

servers. So, in this intermediate time the whole system is in an inconsistent

state until replicated to all the servers.

There might be a case that, users’ post information replicated to some of

the servers but failed in some other region’s server. In this scenario, people

from some region can see the post, but people from some region can not.
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3.1.8 Insurance Partner Management System

• Partner Service: This service is responsible for storing partner’s detail

information.

• Contract Service: This service handles the information about contract id,

contract type of the user.

• Communication Service: This service handles users’ contact information

like address, email, telephone etc.

• Account Service: This service is responsible for user bank account infor-

mation.

Figure 6: Insurance Partner Management System

• When Inconsistency Can Occured: When a new user comes to the sys-

tem, first the changes are applied to partner service. Then changes propagate

to other services. If propagation fails in any of the services, inconsistency

problems arise. [4]
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3.1.9 Printing System

• Coordinator Service: When a user requests to print any document, co-

ordinator service calls the payment service. After that, the printing service

is called to print.

• Payment Service: This service deduct money from the user account. If it

fails for reasons like less money sends a failed response.

• Printing Service: This service adds documents to the available printer

queue or user chosen printer queue.

Figure 7: Printing System

• When Inconsistency Can Occured: There may be scenarios, like pay-

ment service has deducted money from the user. Then printing service may

fail because of paper shortage, lack of ink or hardware error of the printer. In

this case money has been deducted but printing has not been done. Another

case is like if any user clears the queue the money will not be returned.

3.1.10 Reseller Site: Product Posting

• History Service: User post information like post time, location and user

history like total number of products sold or bought by the user etc handled

by this history service.
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• Search Service: Posts id, tile, thumbnail, short description etc are stored

by search service. During searching this service is used. When the post is

clicked to see details then another service(Post Details) is called.

• Post Details Service: Whole post information (post id, tile ,complete

description, image etc.) is stored by the post details service.

Figure 8: Reseller Site: Product Posting

• When Inconsistency Can Occured: When a user posts on the site, the

request goes to the post service. Then post service call history, search and

product detail service to store each service’s required information. But it

may happen that one of the services failed to do the operation.

– If the history service failed, history information will not be updated.

– If search service failed, this post will not be shown while searching.

– If the post details service fails, if any user clicks to see details of the

post, it will not be shown.

3.1.11 DNS

Domain name server stores the IP address of domains. When a new domain is

bought, it replicates its IP address to all the server eventually. As a result, we

can not access the domain immediately after buying the address. To be accessible

from all over the world, it takes time.
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3.1.12 Sports Score

Sports score updates to server may take time. Like servers in different region of

the world have to update the latest data. But to replicate latest data to all the

server takes time.

3.1.13 Social Media Reaction Count

Social media provides reaction count. Now there might be situation that people

from all over the world giving reaction. Now to sum up the reaction to specific

server may require time. Now to maintain consistent distributed database at every

moment becomes harder.

3.1.14 Product Rating

When consumer rate the product the average product rating changes. But it

continuously sum up the rating and updating the average rating count becomes

expensive. Moreover in microservice there might be scenario, product rating is

used in multiple services. IN that scenario, to replicate the updated rating to the

other service takes time.

3.1.15 View count on Youtube

Youtube video is watched from all over the world. As result, view count needs

time to count.
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3.1.16 Salary Management System

• Salary Service: This service works as a coordinator of the other service

here. Employee salary transactions are handled by this service. First salary

service calls the employee service and takes the bank account information

of the employee. Then call the Bank API to transfer salary to the bank

account of the employee. If the Bank API returns a success response, then

it calls a notification service to notify the user.

• Employee Service: This service is responsible for storing employees’ in-

formation like employee name, rank, contact number, home district, bank

account information etc.

• BANK Api: This is a third party service. Using this service, requests to

the bank can be sent for money transactions.

• Notification Service: This service collects phone numbers or email from

the employee service. Then sends notification to the employee about the

salary transaction.

Figure 9: Salary Management System

• When Inconsistency Can Occured: Salary service will use other services

to send salary and notify the employee. But after a salary transaction, if for

some reason notification service fails, the employee will not be notified.
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3.2 Interview Session

For solving consistency issue different approach is followed based on business re-

quirement. We conduct formal interview session with software experts and follow

certain discussion topic to find a generalised way of thinking regarding this issue.

3.3 Method of Data Collection

We have conducted interview session with software experts. We have set a rule

to filter out our sample data. We have chosen working experience of minimum 3

years and microservice working experience of minimum 2 years. During interview

session, we have followed predetermined question set. Some of them are close

ended and some of them are open ended.

3.4 Method of Analysis

We have designed our interview structure into six section. First section takes per-

sonal information like name, email, working experience, designation, number of

project database consistency issue faced etc. Second section take project info. Like

project architecture, project type, size of database, active user count etc. Then in

the next section, we have take their opinion of based on project architecture. If

they want to share project experience which has followed monolithic architecture,

we have asked question from monolithic section and otherwise from microservice

section. Here we asked data consistency issue frequency, monitor tool for incon-

sistency detection, how this issue can be solved etc. Then if there was a manual

intervention section. If any manual participation required we asked question here.

At last section, we asked their overall opinion regarding this issue.
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3.5 Evaluation & Justification of this Methodological Choices

This issue can solved in various ways. But to explore a general approach, we need

to learn it from software experts who have practically handle this issue. To do

so, interview session is important. Specially, it is convenient to make the question

understandable by explaining it. As a result, chances of getting the appropriate

answer increases than other methodology like survey. Also there is a chance of

asking follow up question based on the situation. It can be open ended question

also.
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4 Results & Discussion

In this section, we have presented the outcome of the interview session. We have

shown some data in percentage format, discuss about the answers and also present

some important quote from the software experts.

4.1 Overview

We have taken interview from software experts. Among them, there were 1 chief

technology officer, 1 chief engineer, 3 senior software engineer and 2 software

engineer. The total participants in interview session in 7. Almost 57% of the

participants have more than 5 years of working experience and 43% participants

have less than 5 years of working experience. And 29% participants do not have

working experience in microservice, 43% of the participant have more than 3 years

of working experience in microservice. Each interview session continued for around

a hour.

4.2 Project Metric Analysis

Almost all the participants faced consistency issue at minimum 1 project. Among

the projects, 29% of them followed monolithic software architecture and 71% of

them followed microservice architecture.

Figure 10: Project Type
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Among the projects, 66.7% of the projects were in the category of Fin-Tech and

11% for each of ERP, Stock Application and System Automation. 57% of the

projects have more than 100K of active user and 43% of the projects have less

than 100K active user. 62.5% of the projects used CQRS[15] approach.

Figure 11: Database Type

75% of the times SQL database used, 12.5% times No-SQL and 12.5% times both

type of databases was used in the projects. Another thing is, 37.5% of the project

has more than 100GB, 12.5% of the project between 10 to 100GB and 50% of the

projects have less than 100GB estimated database size.

Figure 12: Estimated Database Size
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4.3 Data Consistency Analysis

25% of the projects were followed monolithic architecture and 75% of the projects

were followed microservice architecture. Among the microservice projects, 50%

have less than 10 microservices, 16.7% have less than 50 microservices and 33.3%

have less than 100 microservices.

Figure 13: Consistency Requirement

Among the projects, 22% of projects have low consistency requirement, 22% of the

projects have moderate consistency requirement, 33% of the projects have high

consistency requirement, 11% of the projects have both high and low consistency

requirement based of modules or services and 11% of the projects have high con-

sistency requirement for write operation and low consistency requirement for read

operation. Most of the projects faced consistency issue. Some of the projects do

not faced. The reasons for not facing are handled by application layer in a case,

availability was prioritize in another case. As we know, according to CAP theo-

rem, it is necessary to trade off between availability and consistency in distributed

approach based on business requirement[5].

About 43% of the project do not faced any consistency issue , 28% project faced

1-10 and 28% projects faced 10+ consistency issue per 10 thousand transaction.

Some of the projects used database consistency monitor tool or approaches. One

is if an event failed to acknowledge its’ success message, several attempt up to

threshold limit will be taken. If it fails even after several attempt, it automatically
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Figure 14: Frequency of Data Consistency per 10K transaction

goes to another special queue for further manual intervention. Another approach

is check between databases when new data comes.

Several approach has been used for data consistency requirement application.

They are event sourcing, master-slave, event driven architectures and transac-

tion management tools. Some of the projects were depend completely on cloud

service provider to ensure database consistency. One of the software expert stated,

on their project, client app checks the inconsistency issue. If inconsistency found,

it will be acknowledged to server and server will take care further steps. Almost

all the software experts do not feel change requirement of software architecture

for ensuring database consistency. Some of them told due to tight deadline or not

on business requirement they can not think of improvement.

If inconsistency issue occurred, some of them use manual intervention upto certain

level like manually trigger an event. Few of them rely on cloud provider to maintain

this issue. They do not think to improve this section by automation because of no

requirement or for future scope. One of them told, there might need some must

manual intervention.

Most of the software experts told eventual consistency is enough to achieve data

consistency in microservice architecture. But context of business requirement

should be clearly understood for that. Some of them also told that it depend

on requirement like high consistency requirement application like FinTech service

may not be suitable to use eventual consistency.
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Most of the software experts think, monolithic is not the best fit just for strong

consistency requirement. Some of them told it depends on on user count. Some

of them told, strong consistency can also be ensured by microservice architecture.

One of them told, if scalability is not required, monolithic architecture can be a

good choice.

One of the software expert told ”People should believe in eventual consistency.

Everything is eventual consistency in real world.” He try to focus that strong

consistency is not much found in real life. Almost every problem can be solved by

eventual consistency and also guaranteed high availability.

4.4 Limitations

We had lack of dataset collection. We have taken data from 8 software experts.

We taken interview with software experts from Bangladesh only. If we take data

from other part of the globe, our analysis will be more generalised and clear.

5 Conclusion and Future Work

We have interviewed several software experts. More interviews is required to get a

more clear and generalise ideas in this issue. Architecture decision depends on the

business requirement, cost vs performance analysis. If the feature is very less and

no requirement of scalability, monolithic architecture can be chosen. In that case

maintaining strong consistency is easier. In other case we can choose microservice

architecture. Here high availability can be achieved with eventual consistency.

Eventual consistency can handle almost every kind of requirement.
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