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Abstract

Gait recognition is becoming one of the promising methods for biometric authentica-
tion as a consequence of its self-effacing nature. Contemporary approaches of joint
position-based gait recognition model gait features using spatio-temporal graphs. To
incorporate long-range relationships among joints, these approaches utilize multi-scale
operators. However, they fail to provide equal importance to all joint combinations re-
sulting in an incomplete realization of long-range relationships. Further, only consid-
ering joint coordinates can fail to capture discriminatory information provided by the
bone structures and motion. In this dissertation, a novel multi-scale graph convolution
approach is proposed that utilizes an efficient hop-extraction technique to attenuate the
issue. DropGraph regularization technique is employed to avoid overfitting the train-
ing samples. Utilizing these techniques, a multi-stream Graph Convolution Network is
proposed that combines the joint, bone, and motion features. Finally, the architecture is
further improved by introducing a Part-wise Attention technique that helps to identify
the most important body parts over the gait sequence. On benchmark gait recognition
dataset CASIA-B, the proposed system achieves 96.5%, 93.0%, and 90.1% in normal
(NM), walking while carrying a bag (BG), walking while heavily clothed (CL) condi-
tions outperforming the state-of-the-art joint position-based gait recognition methods
in BG and CL conditions and achieving comparable performance in NM condition.
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Chapter 1

Introduction

Biometric authentication pertains to the identification and re-identification of human
individuals by analyzing their physical and behavioral characteristics. Due to the per-
manence and uniqueness of these characteristics, they can be used to differentiate one
human being from another. Consequently, the use of systems that utilize complex
modalities and features is on the rise. In this regard, the use of gait as a method of
non-intrusive biometric authentication is getting more popular day by day.

Gait denotes the pattern generated by the movement of body parts of animals during
locomotion over a plane. A variety of gaits is used by different animals based on the
terrain, necessity, and energy cost. Gait is different among different animals due to
their anatomy and habitat differences. As demonstrated in Figure 1.1, the human gait
cycle can be seen as a sequence of repetitive steps involving the muscles and skeleton
in coordination with the nervous, cardiac, and respiratory system [1]. Since able-
bodied people tend to start walking from a very early age, this involuntary gait pattern
becomes an intrinsic part of our life. For this reason, this pattern can be utilized to
identify humans. This method of identifying humans using automatic extraction of
gait characteristics is known as gait recognition.

Gait recognition does not obstruct the regular activities of the subject being authen-
ticated, can be computed from a distance, can work without explicit human coopera-

Initial
Contact

Opposite
Toe Off

Opposite
Initial Contact

Heel
Rise Toe Off Feet Adjacent Tibia Vertical

Loading Response Mid-stance Termial Stance Pre-swing Initial Swing Mid Swing Terminal Swing
Stance Phase Swing Phase

Figure 1.1: The mechanics of gait. (Adapted from [2])
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tion, is difficult to copy, and cannot be hidden easily [3, 4]. As a result, it has appli-
cations in biometric authentication [5, 6], clinical applications and healthcare [7–12],
science of sports [13, 14], style and affect analysis [15, 16], etc.

1.1 Motivation and Scope

Non-wearable gait recognition systems are mostly vision-based. These systems utilize
imaging sensors to capture the gait of the subject. As a result, they do not require
subject cooperation and can identify human subjects from a distance. However, the
performance of these systems is prone to i) variations in the appearance of the subject;
ii) variations in the viewpoint or camera angle; iii) occlusion resulting from appearance
or viewpoint, and iv) variations in the environment [17].

Recent joint position-based approaches to gait recognition depend on extracting the
physical structure of a subject’s body [18,19]. In the recent past, these approaches were
mostly avoided due to their high computational requirement. Nowadays, the advances
in robust pose estimation techniques have now made them feasible again. Moreover,
the joint data extracted by pose estimators contain only joint positions, that can provide
key information regarding the gait devoid of environmental noises. This allows the
gait recognition systems to focus entirely on extracting robust spatial features that are
necessary for gait recognition. To extract the temporal information, 3D-CNNs [18] or
LSTMs [19, 20] are being used. These approaches can comprehend spatio-temporal
information but require high computational resources.

Graph convolutional networks (GCN) have gained a lot of traction lately owing to
their capability in harnessing the power of arbitrarily structured graphs using graph
convolution filters [21]. The adjacency matrix of the underlying graph along with a
feature vector representing each node can be used to model both the spatial information
and temporal relationships available in the gait sequence to learn discriminative and
robust features. Recent approaches [22, 23] extract gait features by forming a spatio-
temporal graph from the available video sequences. These approaches mostly perform
local convolutions. But since walking is accomplished using various body parts that
are distant from each other, local movements conducted by a few adjacent joints could
be ambiguous when differentiating between different gaits. To aggregate the effects
of distant body parts, higher-order polynomials of the adjacency matrix have been
proposed in the existing literature [24]. Unfortunately, this formulation is affected by
the biased weighting problem, due to the cyclic walks present in the graph representing
human gait. This results in a higher priority towards closer joints than the further ones.

Another useful trait of gait recognition systems is the propensity to leverage the

2



discriminatory information provided by the joint coordinates, their bone structures,
and motion [25]. This necessitates the use of a deep neural architecture that is able
to capture the intricate information from the said features. Additionally, it should be
able to identify and prioritize body parts that are useful in gait recognition. However,
deeper architectures often tend to overfit, which means the generalization capability of
the architecture should also be ensured.

1.2 Problem Statement

Based on the discussion above, this research aims to develop a multi-stream aggrega-
tion technique that can effectively model the relationship between closer and further
limbs while also prioritizing important body parts for gait recognition using features
that are independent of variations in appearance, camera viewpoint, occlusion, and
background.

The specific objectives of this research are:

1. Creating a graph representation of the gait video sequences by extracting the
joint positions using pose estimation techniques

2. Integrating multi-stream features extracted from joint, bone structure, and mo-
tion in a multi-scale feature aggregation scheme that can extract comprehensive
understanding of gait considering both closer and further limb joints

3. Training a robust architecture capable of identifying specific body parts that are
useful in gait recognition while also avoiding overfitting and learning generalized
features to perform gait recognition

1.3 Research Challenges

Developing a joint position-based gait recognition system presents numerous chal-
lenges. First, the feature representation should be view and scale-invariant while also
effectively representing human gait representing the subtle nuances of gait. It should
be able to capture intra-class similarities and inter-class variances.

The network, used for gait recognition, should capture subtle gait patterns so that
it can identify gait regardless of variation in walking direction, length of the walk,
and/or speed. It should be robust to variations in the appearance, camera viewpoint,
occlusion, lighting conditions, complex background, etc. It should be able to model the
relationship between closer and further joints. To understand how human joints interact
during gait, the bone structure and the movement of joints from frame to frame should
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be incorporated into the network. Finally, considering the misinterpretation of joints
caused due to the pose-estimation network, the system should be able to identify and
focus on joints that are helpful in gait recognition.

1.4 Research Contributions

The key contributions of this research can be summarized as follows:

1. A gait recognition system is proposed that utilizes joint, bone and joint-motion
data that are independent of variances in background, camera angle and appear-
ance of the subject while also providing a better understanding between different
joints in a single frame and joints in consecutive frames.

2. A novel hop extraction technique is presented, using which the system can ex-
ploit the relationship between closer and further joints during gait while also
avoiding redundant dependencies.

3. DropGraph technique is utilized to ensure that the system learns to avoid over-
fitting to the training set in order to learn generalized features that are helpful in
recognizing unseen gait samples.

4. Part-wise attention module is introduced to identify and prioritize only specific
body parts that are helpful in recognizing gait.

5. By combining all these techniques mentioned above, the system is able to out-
perform the state-of-the-art gait recognition methods in the existing literature.

1.5 Organization

The rest of the dissertation is organized as follows. Chapter 2 discusses the background
and motivation for gait research. It also identifies the problems persistent in the exist-
ing literature. Chapter 3 presents a new gait recognition pipeline that is able to utilize
multi-scale, multi-stream features while avoiding overfitting. Chapter 4 analyzes the
performance of the proposed pipeline and compares it with other state-of-the-art sys-
tems. Chapter 5 concludes our discussion and provides direction for future research
scope.
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Chapter 2

Background Study

The history of observing gait dates back to Aristotle who described the locomotion
of humans and other animals [26]. Later on, the father of Biomechanics, Giovanni
Borelli took up his work to understand the mathematics behind animal gait [27]. Subse-
quently, further studies were conducted to identify the repetitive motion of legs during
gait [28, 29]. Advancement in photography and videography facilitated the recording
of human and animal gait [30]. After the second world war, research was conducted
to understand gait biomechanics [31] and its implication in clinical studies [32,33] re-
sulted in a substantial understanding of how gait as we know it today. Subsequently,
the advent of devices to capture motions and 3D positions further advanced the re-
search on gait.

The use of gait to identify individuals started in the late 1960s [34, 35], who
were the first to utilize intra-class similarities and inter-class differences among hu-
man gait. Later on, studies on the ability of humans in recognizing other people based
on their gait solidified the base for gait recognition in biometric and forensic applica-
tions [36–38]. Since then, prominent use of gait can be seen utilizing video data [39],
sensors [40], and mobile devices [41]. In this dissertation, we focus on vision-based
gait recognition (Henceforth called gait recognition) that utilizes video data to develop
machine vision.

2.1 Handcrafted Feature Extraction and Classification

Earlier machine learning-based gait recognition approaches focused on feature extrac-
tion and classification (Figure 2.1). First, handcrafted features were extracted from the
input modality, such as video frame, silhouette, or skeleton joint. These features were
then fed into a machine learning-based classifier, which produced the class label.

5



Image Sensor

Pre-Processing Module

Training 
Database

Feature Extraction Module

Image SensorPre-Processing
Module

Feature Extraction
Module

Classification/
Verification Module

Training Phase

Testing Phase

Model-based / Model-free
Feature ExtractionFeature Selection

Background
Modeling

Silhouette/ Motion/ Joint 
Segmentation Noise Reduction

Figure 2.1: Generalized handcrafted feature-based architectures

2.1.1 Feature Extraction

The feature extraction phase can be subdivided into two broad categories based on
whether they try to fit a walking model onto the gait or not: model-free approaches
(Figure 2.2a) and model-based approaches (Figure 2.2b). Unfortunately, due to ex-
treme feature engineering, both of these approaches failed to generalize on large datasets
and struggled in recognizing gait in a complex background.

(a) Representation of model-free gait using silhouettes (b) Representation
of model-based gait
using distances and
angles

Figure 2.2: Features extracted for model-free and model-based gait recognition. (Courtesy
of [42] and [43])

One of the most common features for model-free gait recognition was based on
silhouettes such as: moving silhouette [44–49], body shapes and size extracted from
silhouette [50–63], and average silhouette [42, 48, 64–68]. To add another dimension

6



to 2D silhouette features, depth images were generated using motion capture devices
to perform gait recognition [69–71]. Other approaches include the use of Gait Entropy
Images [72], Chrono-Gait Image [73], Histogram of Oriented Gradients [74], Gradient
Histogram Energy Image [75], etc. Since these methods relied on silhouettes extracted
from gait video sequences, they often failed to capture the temporal information that
correlates with subsequent video frames.

Model-based gait recognition attempts to extract key anatomical information via
body parts or skeletal joints from gait sequences. These approaches required a sig-
nificant amount of computational resources to accurately model human gait. Pio-
neering research in this domain focused on fitting different shapes to gait sequences
[39, 43, 76–82]. Additionally, skeletal joint-based compound features, such as joint
distances, angles, height, stride length, cadence, etc. were used to perform gait recog-
nition [83–91]. From the joint positions, gait trajectories were also mapped in Fourier
space to increase class separability [92–95].

2.1.2 Classifiers

Classifiers are responsible for learning patterns from the training data in order to clas-
sify samples from the test data. In gait recognition, one of the most popular classifiers
is k-Nearest Neighbor (kNN) [96] and its different variants [39, 42, 44–47, 49, 51, 55,
57–59, 61–63, 65, 67, 68, 70–72, 74, 75, 77–84, 88, 90, 92–95]. This is because the ex-
tracted features were amalgamated to create one representative sample for each class
and stored in a database. To determine the class label of an unknown sample, it was
matched with the representative samples, and based on the similarity, the label was
decided. The value of k is usually set to 1. Higher values of k are also seen in the
existing literature. However, it can cause problems in gait classification as illustrated
in Figure 2.3.

Figure 2.3: Example of kNN classifier. The test sample (shown as green dot) can be classified
as red, if k = 3. However, it can be classified as blue, if k = 5. (Courtesy of [97])
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Apart from kNN, Hidden Markov Model (HMM) [48, 52, 54], Dynamic Time
Warping (DTW) [60,85,98], Multilayer Perceptron (MLP) [87,91], Linear Time Warp-
ing [44], Maximum Likelihood Classifier [50], Genetic Algorithm [69], Naïve Bayes
[86], Support Vector Machine (SVM) [89].

2.2 Automated Feature Extraction and Classification

Deep Neural Networks apply a hierarchy of frameworks to extract high-level features
using nonlinear functions and use them to classify human gait. These networks include
2D Convolutional Neural Networks (CNN), Generative Adversarial Networks (GAN),
Capsule Networks (CapsNet), Recurrent Neural Networks (RNN), 3D Convolutional
Neural Networks (3D CNN), Graph Convolutional Networks (GCN), etc.

2.2.1 2D Convolutional Neural Networks

One of the most common architectures for gait recognition, Convolutional Neural Net-
works (CNN) employ a set of convolution and pooling layers, and activation functions
to generate activation maps that encodes the skeleton joints and silhouettes in gait
video sequences (Figure 2.4). The extracted activation maps are then passed through a
set of flatten and fully-connected layers, which is then fed through a softmax function
to classify based on the probability distribution of the individual classes.

Convolution Convolution Convolution Flatten Fully 
Connected Softmax

Figure 2.4: Generalized 2D CNN architecture. The architecture consists of a set of convolu-
tion, pooling, and fully-connected layers to generate features and perform classification.

Common CNN-based architectures that are utilized in gait recognition are GEINet
[99], Ensemble CNNs [100], EV-Gait [101], GaitNet [102], GaitSet [103], Joint-CNN
[104] GaitRNNPart [105], GaitPart [106], SMPL [107], CapsGait [108]. All CNN
architectures mentioned here, except for GaitNet, require less than 10 layers to extract
relevant features. The layers consist of 2-6 convolution layers, 0-2 pooling layers, and
1-3 fully-connected layers. This less number of layers can be attributed to the fact that
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CNNs are capable of extracting informative texture information with a large number
of layers, which is mostly absent in skeleton joints or silhouettes.

2.2.2 Generative Adversarial Networks

Generative Adversarial Networks (GAN) [109] combine generator and discriminator
to address the issue of viewing angle, clothing, and carrying condition invariance in
gait recognition (Figure 2.5).

Generator 

Discriminator 
Real/Fake 

+ 
Identity

Figure 2.5: Generalized GAN architecture

GANs can be used to change viewing angles, change clothing type, or remove car-
ried objects. To preserve the identifying information while also modifying the appear-
ance, two discriminator networks are often employed by GAN-based architectures:
one for distinguishing real and fake samples, and one for preserving identifying infor-
mation. Different GAN-based architectures such as MGAN [110], DiGAN [111], and
TS-GAN [112] are used in gait recognition. These approaches require huge compu-
tational resources since multiple architectures need to be trained at the same time to
generate, discriminate, and identify gait.

2.2.3 Capsule Networks

Capsule Networks (CapsNet) [113] have been used in gait recognition to model the
structural relationships between different body parts by preserving different positional
information. The information is encoded using a set of capsule blocks (Figure 2.6).

The network is utilized in gait recognition due to its capability in understanding
intrinsic view-invariant features that helps recognize gait from different camera angles.
It has been used separately [114] and in combination with other networks [108, 115].
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Figure 2.6: Generalized CapsNet architecture

2.2.4 Recurrent Neural Networks

To exploit the temporal relationship among the consecutive frames of a gait sequence,
Recurrent Neural Networks (RNN), such as Long Short-Term Memory (LSTM) [116]
and Gated Recurrent Unit (GRU) [117], have been applied in gait recognition (Fig-
ure 2.7a).

The proposed gait recognition architectures feed either skeleton joints [118] (Fig-
ure 2.7b), or CNN-extracted features [105, 108, 119, 120] (Figure 2.7c) to the RNN
which then generates the class label for the provided sequence.

2.2.5 3D Convolutional Neural Network

To combine the spatial and temporal information of gait sequence, 3D Convolutional
Neural Networks (3D CNN) have been used to extract view- and appearance-invariant
features (Figure 2.8). However, due to the variability in the number of frames in the gait
sequence, applying 3D CNNs directly is not possible. As a result, multiple 3D CNNs
of varying scales and filter sizes are used in the existing gait recognition literature
[121–124].

2.2.6 Graph Convolutional Networks

Graph Convolutional Networks (GCN) [21] have been recently developed as an exten-
sion of CNNs that utilizes higher dimensional graph structures and adjacency matrix-
based convolution filters (Figure 2.9).

GCNs exploit the inherent graph-like nature of human gait. The advantage of using
this approach is that it can combine both structural information from a single frame and
temporal relationships among consecutive frames. As a result, the extracted features

10
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(a) Generalized RNN architecture

RNN
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CNN

CNN

CNN

RNN
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RNN

(c) RNN architectures fed with features extracted from
CNNs

Figure 2.7: Generalized RNN architecture used in gait recognition.

can be view- and appearance-invariant. [22] was the pioneer in using GCN in com-
bination with Joint Relationship Pyramid Mapping considering the joint positions as
vertices and the bones connecting them as edges. Recently, [125] used a combination
of ST-GCN [126] and Canonical Polyadic Decomposition [127] to improve the perfor-
mance. [128] introduced the concept of residual connection in gait recognition models.
However, these approaches only considered the joint-stream data for gait recognition.
Powered by the multi-stream feature extraction of ResGCN [129], [23,130] further en-
hanced this idea by combining bone and motion data with joints. A similar approach
was followed by [25].
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Figure 2.9: Generalized GCN architecture

2.2.7 Other DNNs

Other deep learning based approaches for gait recognition utilize Deep AutoEncoders
(DAE) [131–133], Deep Belief Network (DBN) [134,135], Lateral Network [136], Hu-
man Mesh Network (HRN) [137], Set Residual Block (SRB) [138], Horizontal Pyra-
mid Pooling (HPP) [139], etc.

Hybrid deep learning architectures combine multiple architectures such as CNN
+ RNN, RNN + CapsNet, DAE + RNN, DAE + GAN, etc. to harness the power
of both architectures. A combination of CNN and RNN can be seen in most of the
hybrid networks that combine spatial encoding of CNN and temporal relationship of
RNN [105,140–142]. On the other hand, in GANs, DAEs have been used as generators
and/or discriminators in GaitGAN [143], GaitGANv2 [144], Alpha-blending GAN
[145], and CA-GAN [146]. With a view to disentangle representation learning for
gait recognition, a combination of DAEs and RNNs has been used [147, 148]. Finally,
to extract robust appearance and view-invariant features, RNNs are combined with
CapsNet. Here, CapsNet can act as an attention mechanism by applying higher priority
to important features helpful in gait recognition [108, 115].
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Figure 2.11: Generalized Deep Belief Network architecture
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Chapter 3

Proposed Methodology

3.1 Overview

The proposed pipeline for skeleton joint position-based gait recognition system com-
prises of multiple stages. First, each frame of a gait video sequence is passed through a
pose estimation network to determine the joint positions representing the human pose.
These joint positions are then utilized to generate the graph representation of the gait
sequences by considering the joint positions as vertices and the bones connecting them
as edges. The sequence is then preprocessed to remove low confidence predictions.
The preprocessed joint sequence is then passed through a graph convolutional network
where the bone structure and joint-motion features are generated along with the joint
positions. Each data stream is then fed to a set of basic convolution and residual bottle-
neck blocks consisting of graph convolution and temporal 2D convolution layers. The
graph convolution layers are enhanced using hop extraction technique for multi-scale
feature aggregation that can extract a comprehensive understanding of gait consider-
ing the relationship between closer and further joints. The residual bottleneck blocks
in the deeper layers are combined with part-wise attention module to identify and pri-
oritize specific body parts that are useful in gait recognition. DropGraph regularization
technique is employed in the training phase of the network to avoid overfitting while
also learning generalized features that are useful in identifying unseen gait samples.
Finally, based on the activation maps generated from gait sequences, class labels are
generated identifying the subjects to whom the sequence pertain to. A pictorial view
of the proposed pipeline can be seen in Figure 3.1.

3.2 Pose Estimation Network

A gait video sequence consists of N RGB images f1, f2, . . . , fN . Each image is fed
to a pose estimation network to extract M keypoints. In this work, we employ Higher
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Figure 3.1: Overview of the proposed pipeline for gait recognition

Resolution Net (HRNet) [149] to extract the key points from each frame. The archi-
tecture is pretrained on the COCO dataset [150].

Consider each RGB image has a size of W ×H ×C, where W , H , and C denotes
the width, height, and the number of channels in the image, respectively. To generate
M keypoints from each RGB image fi (1 ≤ i ≤ N), HRNet generates M heatmaps
with size W ′ × H ′ and a set {H1, H2, . . . , HM}. Here, Hi (1 ≤ i ≤ M) denotes the
confidence of the network in predicting the ith keypoint.

As shown in Figure 3.2, the network employs a sequential high-resolution sub-
network to maintain the high resolution of the image throughout the pose estimation
process. It connects high-to-low and low-to-high subnetworks in parallel to exchange
information via a set of downsampling and upsampling process. This results in an
accurate and efficient high-resolution representation of key points from the original
frame.

The extracted M keypoints denote the joint positions representing the vertices of
the graph. In our work, M = 17. The joint connections representing the edge infor-
mation is created using the configuration provided in [23] (Figure 3.3).
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Figure 3.2: Pose extraction architecture, HRNet. (Adapted from [149])

3.2.1 Preprocessing

On top of the 2D coordinates of the joints, HRNet also generates a confidence score for
each of its predictions. The higher the confidence score, the better the prediction. In
occluded conditions, such as walking while carrying a bag and walking while heavily
clothed, the confidence for the generate 2D coordinates can be significantly low.

The 2D coordinates, being a feature and the source for generating other data streams,
plays an important role in gait recognition. However, as illustrated in Figure 3.4, the
predictions can have low confidence resulting in poor estimation of the joint position.

Our hypothesis is that any joint coordinate with low confidence can capture random
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1:   Left Eye 
2:   Right Eye 
3:   Left Ear 
4:   Right Ear 
5:   Left Shoulder 
6:   Right Shoulder 
7:   Left Elbow 
8:   Right Elbow 
9:   Left Wrist 
10: Right Wrist 
11: Left Hip 
12: Right Hip 
13: Left Knee 
14: Right Knee 
15: Left Ankle 
16: Right Ankle

0
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3 4

5 6

7 8

9 10

11 12

13 14
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Figure 3.3: Joint data extracted from HRNet and bone configuration
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Figure 3.4: Illustration showing poorly predicted joint positions

noise hampering both the training process and recognition performance of the graph
convolutional network. To understand how confident HRNet is in generating predic-
tions for a certain frame, the average confidence for that frame is calculated:

Confidence =

M∑
i=1

ci

M
× 100% (3.1)

Here,
ci = Confidence score for the ith joint,
M = The number of keypoints.

After that, if the average confidence of the frame is less than threshold C, the frame
is removed to alleviate the effect of poor predictions.

In addition to that, since the graph convolutional network learns to recognize gait
based on the relationship between different joints in both spatial and temporal dimen-
sion, missing information, due to any error in calculation of the coordinates, can have
detrimental effect on the training and recognition process. To address the issue, if any
frame did not not contain the 2D coordinates and the corresponding confidence score
of all 17 joints, that frame was also removed.

3.3 Graph Convolutional Network

Residual Graph Convolutional Network (ResGCN) architecture [129], pretrained on
NTU RGB+D [151] and NTU RGB+D 120 [152] to perform action recognition, has
been adapted for our task.

In ResGCN (shown in Figure 3.5), initially, the batch normalized multi-stream
input is passed through spatial and temporal ‘Basic’ blocks. The ‘Basic’ block is a
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Figure 3.5: Overview of the ResGCN architecture

sequential set of convolution and batch normalization layers that conditionally has a
residual connection. The output of the ‘Basic’ block is produced by passing the output
obtained from convolution blocks through a ReLU activation function.

The ‘Bottleneck’ blocks are used to reconstruct the input using a sequence of up-
convolution and down-convolution where each convolution layer is followed by a batch
normalization layer. In case of the block being residual, a convoluted and batch nor-
malized form of the input is added with the output. Final output is produced by passing
the output through ReLU activation function.

Afterwards, the features are extracted smoothly instead of retaining more pro-
nounced features like edges by applying an average pooling on the output feature map
from the last bottleneck block. Finally, the feature vector is mapped to the output units
through a fully-connected layer.

3.3.1 Multi-stream Input

In addition to joint information generated using HRNet, bone and joint-motion infor-
mation is fed to the ResGCN architecture. These information can provide supplemen-
tary insights to the model that might not be readily available. Additionally, evaluation
of such multi-stream features early in the network can help reduce the overall com-
plexity of the model by reducing the number of layers that would have been required
otherwise to infer such features deep in the network.

A bone is considered as a link between two joints. We define a bone as a vector
pointing from one joint to another. Let us assume that a joint in frame p (0 ≤ p < N)

is denoted as vi,p = (xi,p, yi,p) and another joint is denoted as vj,p = (xj,p, yj,p). Then
the bone vector is calculated from vi,p to vj,p as:

bi,p = vj,p − vi,p

= (xj,p − xi,p, yj,p − yi,p) (3.2)

The bone information is calculated for each possible pair of joints that are con-
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(a) Generated bone data
stream. Here, the directions
denote that the bone data was
generated considering both
directions.

(b) Generated motion data
stream. Here, the black nodes
are in frame fp and the blue
nodes are in frame fp+1.

Figure 3.6: Data streams generated from joint positions

nected by an edge as defined in the earlier section. The introduction of these bone
features, as shown in Figure 3.6a, can encode rich structural information that may be
helpful for the network to understand how the joints are connected and provide further
insight into their interaction.

The motion data indicates the change of coordinates for same joint in subsequent
frames (Figure 3.6b). The joint-motion for joint vi,p on frame p (0 ≤ p < N − 1) is
calculated as:

jmi,p = vi,p+1 − vi,p

= (xi,p+1 − xi,p, yi,p+1 − yi,p) (3.3)

The introduction of motion features in this manner can encode the temporal infor-
mation present in the graph structure of the gait sequence.

3.3.2 Bottleneck and Residual Connection

For faster optimization and to reduce the performance tuning cost, ResGCN utilizes a
bottleneck structure with residual connection, pioneered by ResNet [153]. The bottle-
neck architecture, as shown in Figure 3.7, is composed of a sequence of spatial graph
convolution module and temporal 2D convolution module. The graph convolution
module and the temporal convolution module can help aggregate information from a
single frame of a data stream and multiple frame of a data stream, respectively.

19



Spatial Bottleneck
Block

Temporal Bottleneck
Block

Residual
Connection

Residual
Connection

(a) Bottleneck block with residual connection

Bottleneck Down 

Batch Normalization +
ReLU 

Graph Convolution 

Batch Normalization +
ReLU 

Bottleneck Up 

Batch Normalization +
ReLU 

(b) Spatial Bottle-
neck Block

Bottleneck Down 

Batch Normalization +
ReLU 

Bottleneck Up 

Batch Normalization +
ReLU 

Temporal 2D
Convolution 

Batch Normalization +
ReLU 

(c) Temporal Bottle-
neck Block

Figure 3.7: Structure of ResGCN bottleneck with residual connection

The bottleneck structure enables the reduction of feature channels by using two
1× 1 convolution layers right before and after regular convolution layers. Before each
spatial and temporal block, the bottleneck structure is used to reduce the number of
parameters in the overall architecture. For example, in a block where the input and
output channel is 256, channel reduction rate is 4 and the temporal window size is 9,
bottleneck architecture can reduce the number of parameters by more than 88% [129].
This results in faster optimization of the model.

With the increase in the number of layers in GCN, one unstable behavior can be
noticed. Since gradients in the deeper layers are calculated as the product of several
gradient values, smaller gradients tend to have minimal effect on the weight update,
resulting in longer convergence time of the model. This is known as the vanishing
gradient problem [129]. The residual connection is used as a skip connection between
the spatial and temporal bottleneck blocks. It can help propagate larger gradients to
earlier layers resulting in faster convergence of the model [153].

3.3.3 Addressing the Biased Weighting Problem using Hop Extraction Tech-
nique

To understand and alleviate the Biased Weighting problem, let us concentrate on the
the Graph Convolution module of the Spatial Bottleneck Block.
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(a) Biased Weighting Problem: Vertices that
are close to the central vertex get higher
weights from higher-order polynomial of
adjacency matrix, hampering the effective-
ness of the long-range relationship.
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(b) Proposed Solution: Hop-extracted adja-
cency matrix ensures equal contribution for
each neighbor in a certain distance while
also keeping the identify features intact.

Figure 3.8: Demonstration of biased weighting problem and the proposed solution on a sim-
ple graph. A lighter color denotes lower weight and vice-versa. Self-loops are not shown to
ensure the clarity of the image. Here, 1 is considered as the center vertex.

Let, G = (V , E) be the human skeleton graph. Here, V = {v1, v2, . . . , vP} denotes
the set of k vertices corresponding to each keypoint in a data stream. For joint and
bone data stream, P = M and for joint-motion data stream, P = M − 1. E denotes
the set of edges corresponding to the connections between each keypoint. Each vertex
consists of a pair of values and the edge information is represented using an adjacency
matrix A ∈ Rk×k where

Ai,j =

1, denotes the existence of an edge between vi and vj

0, otherwise
(3.4)

Note that, A encodes the structural information of the skeleton. Also, A is symmetric
due to the undirected nature of G.

For each data stream, the human gait can be represented using a set of vertex fea-
tures X = {xi,j ∈ RC | i, j ∈ Z; 1 ≤ i ≤ N ; 1 ≤ j ≤ P} where xi,j ∈ RC for vertex
vj at frame i.

That means, X ∈ RN×M×C . And since HRNet extracts 2D coordinates for each
joint, C = 2. Again, X encodes the feature information for the skeleton.

The layer-wise update function that is applied on frame f is:

X
(l+1)
f = σ

(
D̃- 1

2 ÃD̃- 1
2X

(l)
f Θ(l)

)
(3.5)

Here,
Ã = A + I, that conserves the identify features of the skeleton by introducing self-
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loops,
D̃ = A matrix containing the degrees of Ã in its main diagonal,
Θ(l) = The learnable weight matrix for layer l, and
σ(·) = The activation function.

The purpose of the diagonal degree matrix is to normalize the features to prevent
vanishing/exploding gradients [24].

The spatial aggregation framework utilizes higher-order polynomials of the adja-
cency matrix to aggregate multi-scale structural information.

X
(l+1)
f = σ

(
K∑
k=0

ÂkX
(l)
f Θ

(l)
(k)

)
(3.6)

Here,
K = The scale of aggregation,
Â = D̃- 1

2 ÃD̃- 1
2 .

Note that, Ak
i,j = Ak

j,i is the total number of length k walks between vi and vj . That
means, ÂkX

(l)
f can be used to perform feature aggregation weighted by the number of

such walks.
As illustrated in Figure 3.9, since walks consist of hops between vertex i to vertex

j, where i can be equal to j, there can be cyclic walks concentrated in the originating
vertex. Additionally, the existence of self-loops to preserve identity features can further
increase such walks. As a result, the adjacency matrix contains higher values for the
vertices close to the originating vertex and lower values for that further. This creates a
bias in feature aggregation, rendering the process less effective in capturing the long-
range relationship between joints [17, 154].

We address the above issue by defining a k-adjacency matrix as:

[
Ã(k)

]
i,j

=


1, if d(vi, vj) = k

1, if i = j

0, otherwise

(3.7)

Here,
d(vi, vj) is the shortest distance between vi and vj considering the number of hops

Since G is undirected, the value is calculated using Breadth-First Search (BFS)
algorithm to find the k-hop neighbors. Note that, Ã(1) = Ã and Ã(1) = I.
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Figure 3.9: Illustration of the Biased Weighting problem considering 7 joints with length 3
walks. Here, self-loops are avoided for simplicity. The blue connections are the only joints
that need to be considered. The black connections are redundant but still considered due to
the property of walks in a graph.

Thereafter, incorporating Equation 3.7 with Equation 3.6, we get:

X
(l+1)
f = σ

(
K∑
k=0

D̃
- 1
2

(k)Ã(k)D̃
- 1
2

(k)X
(l)
f Θ

(l)
(k)

)
(3.8)

In contrast with Equation 3.6 where the total number of length k walks is dependent
on length k−1 walks, Equation 3.8 provides equal importance to the vertices in closer
and further neighborhoods alleviating the biased weighting problem. Consequently,
this results in effective consideration of long-range relationships. A sample illustration
considering 7 joints can be seen in Figure 3.10.

3.3.4 Addressing the Overfitting Issue using DropGraph Technique

Considering ResGCN has to handle multiple data streams in a large network, it is very
much likely that overfitting issues can occur in the model. As a result, the model might
try to learn the structural noise in the training data which in-turn can have negative
consequences in the performance of the model in unseen test data. This is known as
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Figure 3.10: Solution to the Biased Weighting problem considering 7 joints and hop distance
3. Here, self-loops are avoided for simplicity.

overfitting.
Our initial experiments with different baseline architectures of the existing state-

of-the-art model showed that, even after careful consideration via augmentation of
training samples and various measures taken to control the convergence, the difference
between the training and test accuracies were huge. For example, one of the baseline
architectures had a remarkable 88.60% training accuracy. However, the test accuracy
was only 69.90%. These results further enforced the notion of overfitting in the graph
convolutional network.

To address the overfitting issue, one simple solution could be the use of dropout
layers [155]. During training, the dropout layer is used to ignore a set of randomly
selected key points. In graph convolutional network, this would translate to randomly
selecting a set of vertices and setting their activation to 0 (Figure 3.11a). This min-
imizes the complex co-adaptation of the network layers forcing the network to learn
sparse representation that are more helpful in identifying unseen samples.

However, as illustrated in Figure 3.11b, due to the closely related nature of the key
points, the features of a keypoint can be estimated from the features of the neighboring
key points. As a result, if a certain node is dropped, the information for that node can
be extracted from the neighboring nodes leading to overfitting [156]. To solve this
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(a) Dropout applied to graph
convolutional network. Ver-
tices are randomly selected
(red colored) and their activa-
tion is set to 0.

(b) Inference of a keypoint
based on neighboring key
points resulting in the nullifi-
cation of the effect of dropout.
(A few of the possible connec-
tions are shown for simplicity)

Figure 3.11: Dropout regularization technique and its problem in graph convolutional net-
work

issue, DropGraph is utilized by dropping the entire node set in a neighborhood.
DropGraph technique selects a vertex vbase from the graph with a small probability

λ. Then, the nodes that are at most K steps away from the vbase are dropped by setting
their activation to 0. This introduces a regularization effect in the network by randomly
dropping a set of values while also ensuring that the values can be reconstructed from
the neighboring nodes.

As illustrated in Figure 3.12, this approach is applied randomly to a joint and its
neighborhood in a single frame (spatial dimension), or a joint and its neighborhood in
previous and subsequent frames (temporal dimension).

3.3.5 Part-wise Attention

Not all body parts contribute equally in gait. For example, since walking consists of
mostly hand and leg movement, it might be beneficial to focus on the changes in joint
positions that are related to hands and feet to better to better recognize gait. That
means, identifying and prioritizing important body parts that are helpful in gait recog-
nition can improve the performance of the system. This can be achieved using attention
mechanism [157].

Motivated by the Split Attention of ResNeSt model [158], a Part-wise Attention
block is used to understand the importance of different body parts over the entire gait
sequence. This block is used to evaluate the attention weight of different body parts.
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(a) DropGraph applied in spatial
dimension

(b) DropGraph applied in tempo-
ral dimension

Figure 3.12: Demonstration of DropGraph applied in both spatial and temporal dimensions.
Here, the red node denotes the Vbase node and the yellow nodes are its neighbors, where
K = 1.

This facilitates the prioritization of body parts that are important in gait recognition.
Another benefit of prioritizing important body parts is that it can also learn to ig-

nore noisy joints. Since we use off the shelf pose estimation network trained in a
different dataset, there is a possibility that it might not be able predict the joint posi-
tions accurately. If we assume that the network might provide wrong predictions for
a specific set of joints, the attention block can learn to ignore those joints from all the
training samples, resulting in better performance in the unseen test samples.
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Figure 3.13: Part-wise Attention Module

As depicted in Figure 3.13, the joints are divided into five body parts to apply Part-
wise Attention. The features of each part are then concatenated and passed through
a sequence of average pooling in the temporal dimension, fully-connected, batch nor-
malization, and ReLU layers. Finally, another fully-connected layer is used to calculate
the attention of each part and multiplied with the feature values.

26



3.4 Class Label Generation

Following the convention recommended by [103], a set of gait sequences are preserved
as gallery set and another set of gait sequences are preserved as probe set. The activa-
tion map generated by a sequence in the probe set is matched with the activation map
generated by all the sequences of the gallery set. Then considering the closest normal-
ized distance between the probe sequence with the sequences from the gallery set, the
class label of the probe sequence is determined. The process is shown in Figure 3.14.

Test Set

Gallery Set

Probe Set Probe
Sequence

Gait
Recognition

Pipeline

Feature 
Map

Gait
Recognition

Pipeline
Set of Feature

Maps
(Normalized

Distance) Class Label

Figure 3.14: Generating class label for probe sequence from the test set

27



Chapter 4

Results and Discussion

4.1 Dataset

To evaluate the performance of the proposed pipeline, we utilize one of the largest and
most popular gait recognition datasets, CASIA-B [159]. The dataset provides RGB
videos of 124 subjects (93 male, 31 female). For each subject, 10 videos are provided
considering three walking conditions: 6 of them captured the subject walking normally
(NM), 2 of them captured the subject walking while carrying a bag (BG), and 2 of
them captured the subject walking while heavily clothed (CL). Each video sequence
is captured simultaneously from 11 angles, namely: 0◦, 18◦, 36◦, 54◦, 72◦, 90◦, 108◦,
126◦, 144◦, 162◦, 180◦. The variation in appearance and camera angle are depicted in
Figure 4.1.

4.2 Experimental Setup

In this section, we discuss the experimental environment and different hyperparameters
related to the training and testing process of our gait recognition pipeline.

4.2.1 Environment

The proposed system was implemented in Google Colab using PyTorch framework.
The environment provides an NVIDIA Tesla T4 GPU with a VRAM of 11 GB and an
Intel Xeon CPU with a base clock speed of 2.3 GHz. The total usable memory of the
system was 13 GB.

4.2.2 Dataset Split

Due to the lack of any official split, the dataset split recommended by [17] was used.
The first 74 subjects were kept in the training set and the rest in the test set. Further,
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(a) Normal walking (NM) (b) Walking while carrying a
bag (BG)

(c) Walking while heavily
clothed (CL)

(d) Eleven different viewing angles (0◦, 18◦, 36◦, 54◦, 72◦, 90◦, 108◦, 126◦, 144◦, 162◦, 180◦)

Figure 4.1: Variations in appearance and camera angles in the gait sequences of CASIA-B
dataset.

the test set was divided into gallery set and probe set. The gallery set contains the first
4 clips in normal walking conditions (NM01 - NM04). The remaining clips (NM05 -
NM06, CL01 - CL02, BG01 - BG02) were kept in the probe set. The GCN architecture
extracted features from both gallery sets and probe sets. Then the features of the probe
set were matched with the features from the gallery set to determine the most similar
sample as the class label. The test results were reported considering the accuracy
averaging over 11 gallery views excluding the identical views.

4.2.3 Augmentation

Data augmentation techniques were used to increase the number of samples and make
the model robust against various noises. The video frames were inverted to synthesize
the effect of walking in reverse. Mirroring with respect to the vertical axis mimicked
the situation of the subject walking in the opposite direction. To make the model
resistant to pose estimation inaccuracies, small Gaussian Noise was added to each
joint. These augmentations were performed only in the training set during runtime.
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4.2.4 Batch Size

The batch size was chosen as 128 following the mini-batch gradient descent technique
[160]. This often works as a regularizer helping to reduce the generalization error due
to the noise introduced by a small number of samples in each batch. Additionally,
due to the small size of the skeleton joint data, we were able to easily fit the training
samples into memory.

4.2.5 Epoch and Learning Rate

The system was trained in 4 cycles each consisting of 100 epochs. The learning rate
(LR) was set to 0.01 at the beginning to ensure rapid learning and divergence from
local minima. However, it is often recommended to reduce the LR over time to ensure
that the learning does not stagnate and regularize the learning process [161]. For this
reason, once each cycle was completed, LR was reduced down to 10% of the previous
cycle.

4.2.6 Optimizer and Loss Function

To reduce the effect of noise generated due to the estimation of joints, Adam optimizer
[162] is used. It can help models converge faster.

Figure 4.2: Demonstration of the effect of Supervised Contrastive Loss. (Adapted from
[163])

Supervised Contrastive Loss [163], which is an extension of self-supervised batch
contrastive loss, was used to calculate the loss. As shown in Figure 4.2, it can introduce
a normalization effect by reducing the intra-class distance and increasing the inter-class
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distance in the embedding space. The loss is given by:

Lsup =
∑
i=1

2NLsup
i (4.1)

Lsup
i =

−1

2Nỹi − 1

2N∑
j=1

1i ̸=j · 1ỹi=ỹj · log
exp (zi · zj/τ)

2N∑
k=1

1i ̸=k · exp (zi · zk/τ)
(4.2)

Here,
Nỹi = The number of images in the minibatch from the same class
ỹi = The base anchor
τ = A scalar temperature parameter
zi = Projection of feature vector representing sample i in embedding space

4.2.7 Baseline Architecture

To compare the performance of our model, we implemented Gaitgraph [23] as our
baseline since it is the most similar to our model in terms of the backbone network:
ResGCN. Their implementation and pretrained weights are available in GitHub 1.

4.3 Hyperparameter Tuning

In this section, we discuss the experiments that were performed to determine specific
hyperparameter values for our pipeline.

4.3.1 Confidence Threshold, C

To determine the threshold C for removing low confidence frame, we evaluated the
average accuracy of the baseline architecture based on different thresholds.

Table 4.1: Performance of the baseline architecture for different values of C. The values under
the ∆ column denotes the increase/decrease in accuracy compared to the baseline.

Threshold Frame Accuracy (%) ∆

0 (Baseline) 508211 69.89 0
50 507942 71.57 1.68
60 505410 71.59 1.70
70 500476 71.54 1.65
80 463773 66.72 −3.17

1https://github.com/tteepe/GaitGraph
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According to Table 4.1, having a 60% confidence threshold increased the accuracy
by the highest amount. Similar accuracy can be obtained by keeping 50% threshold,
however it increased the number of frames that are used for making inference. To
achieve the highest accuracy, while also keeping the number of frames minimum, we
removed any frame that had an average confidence below 60%. In this regard, it is
worth mentioning that preprocessing in this manner removed only 0.9% frames from
the dataset.

4.3.2 DropGraph Neighborhood Threshold, K

To determine the number of neighbors to be dropped along with the selected base
node, we evaluated the average accuracy of the baseline architecture based on different
values of K in both spatial and temporal dimensions. It is worth-mentioning that a
combination of both spatial and temporal DropGraph was used as regularizer during
the training phase of ResGCN.

Spatial DropGraph

For each frame, HRNet can extract 17 joint positions. Hence, we considered the values
of K to be 0, 1, 2, 3, and 4 in the spatial dimension.

Table 4.2: Performance of the architecture for different values of K in the spatial dimension.
Here, the values under the ∆ column denote the increase/decrease in accuracy compared to the
network with no dropout.

K Accuracy (%) ∆

No dropout 79.67 0
0 79.86 0.19
1 80.79 1.12
2 80.31 0.64
3 80.04 0.37
4 79.89 0.22

As seen in Table 4.2, for K = 0 in the spatial dimension, the DropGraph technique
is equivalent to Dropout as only a single node is dropped, which was not much effec-
tive. Dropping 1 neighbor resulted in effective regularization, whereas setting K > 1

may have caused too strong regularization. For this reason, the value of K was set to
1 for the spatial dimension. That means, in each frame, with a small probability, a root
vertex and its 1-hop neighbors were dropped.
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Temporal DropGraph

The gait sequences in the training set of CASIA-B dataset consists of 93 frames on
average. However, the smallest video sequence consists of 30 frames. That means, on
the temporal dimension, we have at least 30 nodes. Considering the small size in the
temporal dimension, we considered the values of K to be 0, 1, 2, 3, and 4.

Table 4.3: Performance of the architecture for different values of K in the spatial dimension.
Here, the values under the ∆ column denote the increase/decrease in accuracy compared to the
network with no dropout.

K Accuracy (%) ∆

No dropout 79.67 0
0 79.86 0.19
1 80.09 0.48
2 80.35 0.68
3 80.98 1.31
4 80.55 0.88

As shown in Table 4.3, for K = 0, the temporal DropGraph is equivalent to
Dropout as only single node is dropped, which was not very effective. The effec-
tiveness of DropGraph increased up to K = 3, which then decreases. For this reason,
we set the value of K to 3 for the temporal dimension. That means, for each gait se-
quence, with a small probability, a root vertex and its 3-hop neighbors in earlier and
later frames were dropped.

4.4 Ablation Study

In this section, we evaluate the performance of each individual module of our pipeline
to understand their effect on the overall recognition performance.

4.4.1 Effect of Preprocessing

To evaluate the performance of our overall preprocessing technique, we compared the
performance of the baseline architecture with vanilla dataset consisting of poses ex-
tracted using HRNet and our preprocessed dataset. Compared to the baseline shown in
Table 4.4, our preprocessing techniques were able to improve the performance of the
network in all aspects. Specifically, considering the BG and CL walking conditions
are more prone to inaccurate estimation of poses, the improvement of performance
was more prominent compared to that of NM.
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Table 4.4: Effect of Preprocessing on CASIA-B Dataset

Dataset
Accuracy (%)

NM ∆ BG ∆ CL ∆

Vanilla 87.5 0 75.3 0 67.1 0
Preprocessed 88.9 1.4 77.6 2.3 69.7 2.6

The reduction of noisy and inaccurate frames resulted in an increase in accuracy by
1.67% on average. The highest increase in accuracy is seen in CL conditions denoting,
in most of the cases, HRNet struggled to estimate poses correctly when the subject is
heavily clothed.

4.4.2 Effect of Hop Extraction

Replacing the higher-order polynomials with the hop extraction technique to capture
the long-distance relationships among the joints resulted in an overall increase in ac-
curacy on average. As seen in Table 4.5, in all walking conditions, the significant
increase goes to prove the superiority of this technique.

Table 4.5: Effect of Hop-Extraction on CASIA-B Dataset

Strategy
Accuracy (%)

NM ∆ BG ∆ CL ∆

Preprocessed 88.9 0 78.2 0 69.8 0
Hop Extraction 93.3 4.4 87.5 9.3 82.3 12.5

In fact, among all the techniques applied, Hop Extraction demonstrated the max-
imum increase in terms of accuracy. This goes to show the importance of providing
equal priority to the relationship among further and closer joints in gait recognition.

4.4.3 Effect of DropGraph

To understand the overfitting issue, we considered the training and testing accuracy of
the model in the above-mentioned scenarios (Table 4.6).

Even after careful consideration in the training process via dynamic learning rate
adjustment through each individual cycles, a 6% difference between the training accu-
racy and test accuracy was noticed. Addition of DropGraph to the model decreased the
training accuracy by 0.3%, but it increased the test accuracy by 1.9%. That means, due
to the introduction of the DropGraph, the model was able to learn more generalized
features to perform better on unseen dataset.
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Table 4.6: Comparison of training and test accuracy after integrating DropGraph into our
model on CASIA-B dataset

Strategy
Accuracy (%)

Train ∆ Test ∆

Hop Extraction 85.7 0 79.7 0
DropGraph 85.4 -0.3 81.6 1.9

DropGraph works as a regularizer by reducing overfitting and increasing the gen-
eralization capability of the model. The test accuracy is further expressed in detail in
Table 4.7. It is evident from the table that DropGraph increased the accuracy of the
model by allowing it to learn general features to better classify unseen samples.

Table 4.7: Effect of DropGraph on CASIA-B Dataset

Strategy
Accuracy (%)

NM ∆ BG ∆ CL ∆

Hop Extraction 93.3 0 87.5 0 82.3 0
DropGraph 94.1 0.8 89.9 2.4 85.2 2.9

4.4.4 Effect of Part-wise Attention

Part-wise attention block was added to identify specific body parts that are helpful in
identifying people. It does so by learning to generate a higher weight for important
parts of the body.

Table 4.8: Effect of Part-wise Attention on CASIA-B Dataset

Strategy
Accuracy (%)

NM ∆ BG ∆ CL ∆

DropGraph 94.1 0 89.9 0 85.2 0
Part-wise Attention 96.5 2.4 93.0 3.1 90.1 4.6

As seen in Table 4.8, introduction of part-wise attention block resulted in higher
accuracy in gait recognition. Compared to the NM walking condition, the accuracy
improvement was higher in BG and CL conditions. This can be attributed to the fact
that the model already has a high accuracy in NM considering the joint pose estimated
by the pose estimation model. However, since there are certain noises introduced due
to the occlusion and appearance in BG and CL conditions, the attention block helps
the network to determine a specific portion of the body that can still be used to identify
gait in a better way.
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4.5 Comparison with State-of-the-Art Models

4.5.1 Joint position-based Approaches

Table 4.9 compares the performance of the proposed system with existing state-of-the-
art models in gait recognition. Our system improved the accuracy by a commendable
margin in varying viewing angles and walking conditions. Even in the case where the
performance of our model does not exceed the state-of-the-art (NM walking condition),
the performance is comparable with the state-of-the-art.
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Table 4.9: Performance comparison with the state-of-the-art models for joint position-based gait recognition.

Gallery NM#1-4 Viewing angles MeanProbe Ref. 0◦ 18◦ 36◦ 54◦ 72◦ 90◦ 108◦ 126◦ 144◦ 162◦ 180◦

NM#5-6

PTSN [18] 34.5 45.6 49.6 51.3 52.7 52.3 53 50.8 52.2 48.3 31.4 47.4
PTSN-3D [141] 38.7 50.2 55.9 56 56.7 54.6 54.8 56 54.1 52.4 40.2 51.8
PoseGait [19] 55.3 69.6 73.9 75 68 68.2 71.1 72.9 76.1 70.4 55.4 68.7
JointsGait [22] 68.1 73.6 77.9 76.4 77.5 79.1 78.4 76 69.5 71.9 70.1 74.4

GaitGraph2 [130] 78.5 82.9 85.8 85.6 83.1 81.5 84.3 83.2 84.2 81.6 71.8 82.0
Gaitgraph [23] 85.3 88.5 91 92.5 87 86.5 88.4 89.2 87.9 85.9 81.9 87.6
Gait-D [125] 87.7 92.5 93.6 95.7 93.3 92.4 92.8 93.4 90.6 88.6 87.3 91.6
MS-Gait [25] 89.4 91.7 91.6 90.2 90.6 90.6 90.4 90.9 90.4 88.5 85.6 90.0

RGCNN [128] 94.8 98.5 96.9 98.3 96.8 98.9 96.9 98.8 97.9 93.9 95.9 97.0

Ours 95.2 95.7 96.6 96.8 96.5 97.6 97.2 97.2 96.0 97.1 95.3 96.5

BG#1-2

PTSN [18] 22.4 29.8 29.6 29.2 32.5 31.5 32.1 31 27.3 28.1 18.2 28.3
PTSN-3D [141] 27.7 32.7 37.4 35 37.1 37.5 37.7 36.9 33.8 31.8 27 34.1
PoseGait [19] 35.3 47.2 52.4 46.9 45.5 43.9 46.1 48.1 49.4 43.6 31.1 44.5
JointsGait [22] 54.3 59.1 60.6 59.7 63 65.7 62.4 59 58.1 58.6 50.1 59.1

GaitGraph2 [130] 69.9 75.9 78.1 79.3 71.4 71.7 74.3 76.2 73.2 73.4 61.7 73.2
Gaitgraph [23] 75.8 76.7 75.9 76.1 71.4 73.9 78 74.7 75.4 75.4 69.2 74.8
Gait-D [125] 78.2 80.1 79.3 80.2 78.4 77.6 80.4 78.6 79.1 80.2 76.5 79.0
MS-Gait [25] 75.7 84.8 83.7 83.2 80.6 80.1 82.2 79.8 79.1 75.9 71.1 79.7

RGCNN [128] 88.8 93.8 91.5 88.5 91.6 90.0 91.9 91.4 92.4 89.7 89.0 90.8

Ours 92.4 92.4 95.1 93.7 92.5 94.1 93.9 90.3 93.1 93.1 92.0 93.0

CL#1-2

PTSN [18] 14.2 17.1 17.6 19.3 19.5 20.0 20.1 17.3 16.5 18.1 14 17.6
PTSN-3D [141] 15.8 17.2 19.9 20 22.3 24.3 28.1 23.8 20.9 23 17 21.1
PoseGait [19] 24.3 29.7 41.3 38.8 38.2 38.5 41.6 44.9 42.2 33.4 22.5 35.9
JointsGait [22] 48.1 46.9 49.6 50.5 51 52.3 49.0 46.0 48.7 53.6 52 49.8

GaitGraph2 [130] 57.1 61.1 68.9 66.0 67.8 65.4 68.1 67.2 63.7 63.6 50.4 63.6
Gaitgraph [23] 69.6 66.1 68.8 67.2 64.5 62 69.5 65.6 65.7 66.1 64.3 66.3
Gait-D [125] 73.2 71.7 75.4 73.2 74.6 72.3 74.1 70.5 69.4 71.2 66.7 72.0
MS-Gait [25] 75.1 79.7 80.5 84.7 84.0 82.4 79.8 80.4 78.3 78.0 70.9 79.4

RGCNN [128] 87.9 91.1 90.9 89.8 88.8 89.8 89.2 90.0 91.0 91.0 89.4 89.9

Ours 88.9 88.3 93.2 90.9 91.6 92.0 90.2 89.8 89.2 89.4 87.1 90.1
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4.5.2 Appearance-based Approaches

Even though appearance-based methods still achieve the better result in gait recogni-
tion compared to model-based approaches, our system took a huge step to close this
gap. Additionally, we achieved a higher average accuracy in CASIA-B dataset com-
pared to the appearance-based methods. A comparison can be seen in Table 4.10.

Table 4.10: Performance comparison with state-of-the-art models for appearance-based gait
recognition

Ref.
Accuracy (%)

NM BG CL

GaitNet [102] 91.6 85.7 58.9
GaitSet [103] 95.0 87.2 70.4
GaitRNNPart [105] 95.2 89.7 74.7
GaitPart [106] 96.2 91.5 78.7
GLN [136] 96.9 94.0 77.5
SRN + CBlock [138] 97.5 94.3 77.7
HMRNet [137] 97.9 93.1 77.6
3DCNN [122] 96.7 93.0 81.5
GaitGL [123] 96.4 92.7 83.0
SRN [138] 97.1 94.0 81.8
Multi3D [124] 97.6 94.1 81.2
Vi-GaitGL [139] 96.2 92.9 87.2

Ours 96.5 93.0 90.1

One key advantage of joint position-based methods is that they are invariant to
walking condition. As evident from the table, our method performed significantly
better than appearance-based approaches when the subject is walking wearing heavy
clothes. In other walking conditions, our model provided comparable performance to
the state-of-the-art appearance-based methods.
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Chapter 5

Conclusion

In this dissertation, we presented a gait recognition pipeline consisting of effective
preprocessing, and a robust and generalized feature extractor based on a graph convo-
lutional network. The joint-position based features extracted from the video sequences
of gait are robust to variations in background, camera angle, and appearance of the sub-
ject. The preprocessing technique can enhance the performance of the overall pipeline
by removing noisy and inaccurate frames. The Graph Convolutional Network (GCN)
is able to extract multi-stream features considering joint, bone, and motion informa-
tion extracted from gait sequences. The bone and motion information can provide the
network with better understanding of the correlation between joints in the same frame
and joints in consecutive frames, respectively. The extracted features succinctly cap-
ture the relationship among close and further joints giving them equal priorities via
the hop extraction technique. The technique also alleviates the problem of consid-
ering redundant relationships. The network can determine important body parts and
prioritize them in identifying gait using part-wise attention module. The module can
also help the GCN to learn to ignore wrongly estimated pose. The network can avoid
overfitting to training samples due to DropGraph technique used during the training
process and extract meaningful generalized features to detect unseen gait samples eas-
ily. It allows the model to have a higher test accuracy without sacrificing much of the
training accuracy. By combining all these techniques, we are able to achieve state-of-
the-art performance among joint-position based and appearance-based approaches in
challenging conditions.

Despite that, there are several scopes for improvement. Since the video sequences
in the CASIA-B dataset are captured in an indoor environment, the efficacy of the
network in real-life scenarios still remains an open question. Future studies can fo-
cus on creating real-life datasets large enough to train graph convolutional networks
considering a variety in background and appearances. Further, considering the recent
advances in pose estimation techniques, the performance of other techniques consid-
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ering different number of joint positions can be evaluated to understand whether in-
creasing/decreasing the number of joints considered can affect the overall recognition
performance or not. Better pose estimation techniques can also provide noise-free,
accurate joint position coordinates. Again, different body parts consisting of different
sets of joints can be considered to identify the optimal configuration for part-wise at-
tention module. To tackle the effect of poor pose estimation and variance in appearance
simultaneously, an ensemble of joint position-based and appearance-based techniques
can be explored. Finally, a full-fledged system can developed utilizing the pipeline to
evaluate the performance of the system in real-life scenarios.
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