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Abstract

Many social network (SN) applications such as Facebook, Twitter, Instagram, etc.

provide many benefits that allow users to connect, follow each other, share vari-

ous content, and influence them to engage in various activities in their personal

lives. Sometimes it impacts their habits such as online buying, restaurant check-

in, traveling, etc. Different existing researchers have used a variety of approaches

to identify these impacts on various topics, including fitness, psychological health,

and so on. However, very few research has been done on investigating individual

expenditures. Thus, in this work, we aim to 1) generate an appropriate dataset

based on social media usage and users financial activities, 2) investigate the cor-

relation between social media use and personal financial activities, 3) estimate

personal expenditure based on various social media aspects such as checking into

restaurants, buying clothes, traveling to new locations, doing something entertain-

ing, and so on. We collected data through an online survey using social network

platforms such as Facebook. In the study we apply a causal model using propen-

sity score-based inverse probability treatment weighting (IPTW) and a doubly

robust estimator along with some other methods. We evaluate our approach by

refuting the outcome. Finally, we find that social media usage has a significant

impact on spending patterns.

Keywords— Causal Effect, Quasi Experiment, Causal Model, Propensity Score match-

ing(PSM), Inverse Probability of Treatment Weighting (IPTW) Estimator, Doubly Ro-

bust Estimator.
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Chapter 1

Introduction

1.1 Overview

Social Network (SN) characteristics are essential to many computer activities today.

Numerous successful websites and apps use social networking to intrigue their customers

to interact, form social connections, publish updates, share and exchange content, and

comment on other posts. Thus, Social networking features are almost unavoidable and

has become part of our daily life.

Globally, the rapid increase in digitization and ubiquitous computing have led to a dra-

matic increase in active social media users [1]. People are using numerous online SN

applications such as Facebook, Instagram, Twitter, Pinterest, and TikTok, capturing

and sharing thousands of photographs every single day [2]. Additionally, a large popu-

lation is connected with the SN platform actively. According to the existing studies, a

rich collection of literature in data science and associated fields focused on various effects

of such contagious usage of SN. However, it has unconsciously underestimated the need

for or proper planning for the future as well as the culture of the middle class [3].

As in many other countries in the Global South [3], sharing digital pictures and videos

have become a common habit across urban areas in the country because of cheap smart-

phones, mobile internet and Wi-Fi, as well as the popularity of social networking appli-

cations [4, 5].

Various research has been carried out to investigate the impact of social media factors on

human activities. Social media influences physical activity quite strongly [6]. Another
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related study demonstrates that social media influence physical activity [7]. Social media

can help us make better choices by exposing ourselves to more goods and services and

enabling us to learn about the experiences of others. But it might also influence us

to spend with or without necessity. This additional spending puts a strain on people’s

budgets, particularly among the middle class people of Bangladesh. This study attempts

to identify possible social media-related causes of personal expenditure and analyze the

effect on personal life.

1.2 Problem Statement

The primary purpose of digitizing the country through a variety of actions is to achieve

success. Smartphones are becoming more widely available at a rapid rate. The virtual

world has a significant impact on people in a variety of ways. Some people are using

and experiencing the digital facility for their own purposes, while others are simply

interested in seeing it. In addition, social network business platforms are receiving a lot

of attention. Almost every type of business now has an internet platform in addition

to their physical location. Despite this, many online platforms are readily available to

end-users. As a developing country, many of our inhabitants are using the internet to

access a variety of innovative smartphone applications.With regard to the digital facility

people are now more accustomed to online work while manual pen-paper work declines

in every field. Social media is used by a vast number of people. The number of people

who use social media on a regular basis is continuously expanding. When adolescents

spend a lot of time on social media sites like Facebook, Instagram, and Twitter, they

become interested in a variety of activities like sharing random posts, a picture or video,

or something else entirely. As a result, it seems social media has a significant impact on

the daily lives of its users. Also, sharing various postings or videos, such as restaurant

check-ins, trip to new areas, clothing purchases, doing something entertainment for

themselves, and so on, may provoke the curiosity of other users. The online behaviors

then influence the users in the same network, who try to have the same experience as

others. They are unconsciously spending a lot of money on these. At the end of the

day, this may have an impact on a middle-class household. Social media has an impact

not just on teenagers, but also on housewives and the elderly.
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1.3 Motivation and Scope of the Research

Social media influence the users both online and offline behavior. We want to demon-

strate how social media promote people’s impulsive spending in our research. We are

particularly interested in learning how the impact of social media causes middle-class

people to spend a substantial portion of their money unintentionally. The main things

that influence the personal financial activities of this study are given below:

• Rapid growth of internet: Availability of smartphone and internet has rapidly

increased the social media users in Bangladesh.

• Business activities on social media: Frequent users are attracted by social

media based business activities.

• Influential content: Social media contents such as reviews, photos, posts highly

influence the users.

1.4 Research Challenges

The main objectives of this work is to specify the influence of social media(SM) on users’

daily lives in various factors. Some challenges will arise in order to achieve this goal,

which are as follows:

• Lack of appropriate dataset for the study

With the introduction of online social networks, we have gained a better grasp of

how to characterize and affect people’s behavior in a social setting [7]. However,

because of lack of good quality data, it has been difficult to investigate the effects

on users ”offline” behavior, such as financial activities of user.

• Development of causal influence model

Predicting the influence of social networks on both online and offline behavior is

heavily reliant on adequate study design [2]. Existing research on social influ-

ence in social networks has primarily focused on evaluating online behaviors and

outcomes such as app adoption, content downloads, suicidal tendencies, and con-

tent re-sharing. Recent research has gone beyond discovering useful correlations
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for creating prediction models to concentrating on causal relationships between

diverse circumstances and user behavior [8]. However, Researchers have been un-

able to use Randomized Controlled Trials when working with chronological online

trace data due to a lack of control over the balanced distribution of contents into

comparable groups. However, in recent years, researchers have encouraged to fo-

cus on natural or quasi-experimental methods to determine the casual impact of

multiple parameters. As a result, we can easily obtain the distributed groups for

determining casualty.

• Measure the social media influence

It is difficult to tell which part of activity is due to social media impact and which

part is regular activity. Measuring the social media influence is also challenging.

We can apply causal analysis to find users’ activities based on their actions.

1.5 Thesis Contributions

In this study, the relationship between the use of social media and personal expenditure

is investigated to see how much it can influence day-to-day lives. In total, 768 persons

submitted data to our research, with most of the data being self-contributed. The

impact has been determined based on whether they are active social media users or not.

The data was acquired over five months through an online survey(google form). The

main contributions of the work are given below:

• The generation of a appropriate dataset based on social media usage and users

financial activities.

• Investigation on the social media aspects that have raised the cost of the users’

personal life. We will also include other essential factors such as eating out,

buying clothes, going to new places, personal entertainment, and so on, all of

which contribute to growing spending.

• Design of a causal model that can demonstrate the correlation of a person’s SN

usages and personal daily spending.
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1.6 Thesis Outline

Chapter 1 discuss the study in a precise and concise manner. Chapter 2 deals with the

necessary literature review for our study. In Chapter 3, it stated the skeleton of the

proposed method, proposed algorithm and also the flowchart to provide a detail insight

of the working procedure. Chapter 4 shows the results and comparative analysis of

successful implementation of our proposed method. Chapter 5, discuss about the result

and validation. Chapter 6 focuses on conclusion and future work of the study. The final

segment of this study contains all the references and credits used.
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Chapter 2

Literature Review

With an increasing number of individuals utilizing the social media, its social impact has

gotten a lot of attention. Moreover social media are regarded as crucial element in peo-

ples daily activities these days. Social networks(SN) have been focused as a large-scale

”sensor” capable of providing insights about user’s activity, habits, emotions, thoughts,

and health. So that, many researchers have focused on social media by analyzing user

behavior pattern in order to find causal relationships and measuring user behavioural

patterns in the observed data.

A subcategory of such studies looks on how people’ online behavior affects their

offline behaviors [6, 7, 8]. Fewer research have looked at the effects of individuals’ online

social media activities on their real-world behavior (offline).

2.1 Rapid growth of internet

Since the early 1990s, the internet has sparked a massive revolution that encompasses

social, economic, political, technical, and cultural aspects that affect countries. Every-

where in the world, people, communities, and individuals are impacted. The informa-

tion, communication, and technology convergence as well as the creation of portable

multi-media service a network that allows people and organizations to connect and

collaborate by social media. Social network has unquestionably become the most im-

portant instrument in business climate a more linked and flatter [9]. During the previous

decade, internet usage has increased dramatically in practically every country on the

planet. People use the internet to send and receive e-mails, chat, conduct research for
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school or work, download music or photographs, and perform a variety of other tasks

at home, at work, and in other locations such as Internet cafes. By empowering people

and enhancing their productivity, the Internet helps a firm compete in the market. The

adoption of broadband and access to the internet has resulted in an increase in the GDP

of emerging countries.

The rapid expansion of digitization and globalization has resulted in an unexpected

increase in the number of active SM users in Bangladesh [1]. Like in other countries

from the South, the availability of low-cost cellphones, internet access, and widespread

use of social media has encouraged people to share more of their daily activities on social

media [10].

2.2 Growth of social commerce

By the rapid growth of social media(SM), The field of social business has arisen as

a new type of e-commerce. Use of SM, enables social interactions and influence user

to buy things they did not intend to purchase or do not truly require [11]. On these

social networks, consumers can discover interesting links to purchasing websites. Under

these conditions, impulsive purchasing is unavoidable, especially in the case of social

commerce [12].The worldwide online market was valued at USD 9.09 trillion in 2019,

with a compound annual growth rate (CAGR) of 14.7 percent predicted from 2020 to

2027 [13]. In 2019, Asia Pacific dominated the online market with a 55.31 percent share.

This is due to a rising propensity among enterprises to conduct business through online

platforms, expanding infrastructure, and an increase in the number of internet users.

Bangladesh, like the rest of the globe, is advancing in online platforms. According to

the German research company Statista, Bangladesh’s GDP has surpassed one and a

half billion dollars, and is predicted to reach 2 billion dollars in current year and 3

billion dollars by 2023 [13]. The spreading pandemic has confined the entire world to

their houses, but that does not imply that market demand has decreased. During the

COVID-19 Pandemic, it was revolutionized. When compared to the preceding period,

online sales have climbed by 70 to 80 percent [14]. As it shows in figure 2.1:

Online buyers appear to be drawn to the simplicity with which they may locate

things on the Internet, as well as the thorough product information and wide range of
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Figure 2.1: Bangladesh’s e-Commerce market is projected to grow in double dig-
its

options available. Smaller retailers have embraced the Internet due of the relative ease

with which they may start up shop [15].

2.3 Significance of social media influences

Online social media(SM) has recently become the active area of comprehensive quasi

experimental design research which target to demonstrate causal relationships and mak-

ing assumptions influenced by social media usage. Several studies have been conducted

to determine social media’s influence on human activities. For example, Althof et al. [6]

shown that physical activities are highly influenced by social media where people are

changing their activities by the influence of a social networking application and demon-

strate that social networking causes a significant rise in users online and offline activities.

Another similar study has shown that social media influences physical activities [7]. In

another study, it was shown that social media had affected users’ real-world affective

process [2, 16]. Here, they analyzed that when people engage in or disengage from

real-life activities, they are changing their behavior on social media. A current study of

social media influence in domestic space showed that people are firmly moving towards

western culture by the impact of social media and changing the major functionality,

redecorating their home space [3].

Another similar study showed that social media(SM) has an influence on physical ac-

tivities. In a study conducted by sayed amin mirlohi showed that social media have
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affected users’ real world affective process. Here, they analyze that, when people are

engaging in or disengaging from real life activities, they are changing their behaviour

on social media also [8]. An existing study of social influence in domestic space showed

by Nusrat Jahan Mim where people are strongly moving towards western culture by the

influence of social media and changing the major functionality, redecorating their home

space [3]. While preparing this article, the work has gone through a research where

David Stück shows the transformation of people’s physical activity by the impact of

social media. They have collected the dataset from a popular fitness tracker app [7].

Moreover, Table 2.1, provides some existing research methodologies that have been used

to find a causal effect.

One study focused on Twitter users who had self-disclosed having an anxiety disorder

after expert validation. They analyzed their timeline data and created a model with

several social interactional attributes. They then attempted to identify specific interac-

tion patterns that were significantly affected by an individual’s historical anxiety status

by developing a Granger causality framework and time series forecasting models. The

research actually provided novel insights into how an individual’s mental health state,

specifically anxiety disorders, influences online social networks and interactions. The

work also demonstrated that online SM platforms have a positive impact on individuals

who are vulnerable to mental health issues [17].
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Wang et al. [18] showed that both theoretical and empirical studies support the posi-

tive effect of internet use on reducing overall depression levels in older adults. Online

participation can have an effect on well-being outcomes. Older people can access more

health information and support online, which has been proven to benefit their mental

health, by using the internet. In Americans aged 80 and up, using the internet for social

purposes was associated with higher levels of life satisfaction and accomplishment. In-

ternet use and online activities can reduce loneliness, increase social participation, and

strengthen social networks in older adults, lowering depression levels. They have used

PSM to balance their data to find the impact of internet use in older ages.

Saha et al [19] make two significant contributions in their work. First, to detect the

effects of drug use and that these modifications are sensitive to drug families, they

demonstrated a proof of concept that social media is useful as an effective sensor to

scalably detect behavioral changes in individuals who initiate treatment via use of psy-

chiatric medication; and second empirical findings included the invention that people’s

online behavior patterns change in some unpredictable ways following drug intake, and

these may varies from the named side effects.

Despite of these above mentioned statistical studies some other research has been done

through machine learning(ML) approaches. Researchers trying to find the social media

factors on various aspects like country’s economical growth, person’s behaviour predic-

tion. In one study [20] showed the social media influence on financial services industry

where They examine the roles and effects of machine learning (ML) and artificial in-

telligence (AI) in the country’s financial services industry. They conducted a survey to

assess the current AI/ML landscape in the United Kingdom. Machine learning has had

a significant impact on fraud and compliance, credit scoring, financial distress predic-

tion, robo-advising, and algorithmic trading. They look at these applications through

the lens of examples from the country, as well as the role of regulation and governance

in ML applications for financial sector. Another study demonstrate the relationship of

a users personality and Facebook usages. They also predicted the accuracy rate in five

different factors [21, 22, 23, 24]. In one work they showed the technique to measure the

influence of many popular social media application like: Facebook, Instagram, Twitter

etc.The impacts of social media are calculated by many Machine Learning regression

approaches [25, 26, 27]. Some works have been done on the Facebook also among them
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one study [28] showed how machine learning approaches helps to properly infrastructure

the hardware and software requirements to use Facebook. These ML models support

various capabilities to the new user experiences and many services such as News Feed

post ranking, speech and text translations, and photo and real-time video classifica-

tion [29]. In another interesting work [30] has been done to find the causal inference

estimation on rural poor people and micro-credit.They extend the work to demonstrate

the future causality rate by some machine learning methods [31, 32].

At the end, we can say the work of althoff et al. [6] indicate and as well as demonstrate

several interesting directions for future work including studying what causes leads to

healthy behavior change in various groups of people. Although, they focused on only

physical activity but other effects such as financial, psychological activities are need to

explore. Then falvarjani et al. [2] focused on causal relation between users offline and

online behavior. Their study limited to twitter users only. They only showed the relation

of psychological processes such as anxiety and depression. However, other aspects such

as financial activities can be explored. Stuck et al. [7] limits on only a fitness tracker

data. They only performed between subject analysis to measure the causality but other

causal model can also be explored to get better result. Some work [3] conducted on only

20 30 users data of middle class people of Dhaka. Their study also limited to few places.

However, a diversified dataset with large sample size can help to achieve a better result.

Therefore, we demonstrate how social media promote people’s impulsive spending

in our research. We’re particularly interested in learning how the impact of social media

causes middle-class people to spend a substantial portion of their money unintentionally.

The possible outcome of the research will be (i) To show the correlation between social

media usage and personal financial spending. (ii) The generation of a suitable dataset

based on social media activity. (iii) Design a suitable experiment to determine the social

media influence on the users spending patterns.

These studies show that, under certain situations, an individual’s online presence

and activity might influence their offline activities.
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Table 2.1: Few of Existing Causal Effect Estimation Studies

Reference Objective Approach Limitation

Althoff et

al. [6]

Use health tracking data

to demonstrate how on-

line social networks in-

fluence both online and

offline user behavior.

matching based ob-

servational studies,

Natural experi-

ments, difference-

in-difference mod-

els.

They focused on only

physical activity but

other effects such as fi-

nancial, psychological

activities are need to ex-

plore.

Stuck et

al. [7]

Investigate the health

problems that concern

the trackers and quan-

tify how these factors

affect the interaction

between the social net-

work(SN) and physical

activity.

Between-subject

analysis, causality

analysis, network

science and dy-

namic networks.

Limits on only a fitness

tracker data. They only

performed between sub-

ject analysis to measure

the causality but other

causal model can also be

explored to get better re-

sult.

N. J. Mim

and S. I.

Ahmed [3]

Analyze the effects of

social media on urban

architecture in the Global

South.

Nine-month

long ethnogra-

phy in Dhaka,

Bangladesh.

Study conducted on 20

to 30 people and location

limited to few places.

However, a diversified

dataset with large sample

size can help to achieve a

better result.

Saha et

al. [19]

Utilize social media data

to investigate psycho

pathological effects asso-

ciated with self-reported

psychiatric medication

use.

SVM classifier

to divide data.

Propensity score

based causal analy-

sis.

They cannot prove actual

causality even using a

causal framework. They

lacks proper confounding

variables and also have

selection bias and self

report bias.

Gotanda et

al. [33]

The objective of this re-

search was to see if there

was a link between the

Affordable Care Act’s

Medicaid expansion and

changes in low-income

persons healthcare spend-

ing.

Quasi-experimental

design and

difference-in-

difference analysis.

The study lacks on con-

sidering all possible co-

variate and only consid-

ered few covarites. It also

lacks proper result valida-

tion.

Continued on next page
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Table 2.1 – continued from previous page

Reference Objective Approach Limitation

S. Tirunillai

and G. J.

Tellis. [34]

Analyzes the impact of

offline television advertis-

ing on multiple metrics

of online chatter or user-

generated content.

Quasi-experimental

design, difference

in differences, syn-

thetic control, and

vector auto regres-

sion.

This study lacks appro-

priate data and only fol-

lowed one method for

quasi experiment, which

not always justify the

outcome.

Dutta et

al. [17]

Discover different insights

and practical lessons on

how a person’s mental

health affects their online

social connections.

Causal inference

based time series

approach, Granger

causality tech-

nique, VAR.

Data gathered through

tweets and that’s why

there is a chance of re-

duction in interactions.

User may have fear of be-

ing judged negatively.

Falavarjani

et al. [2]

Examine whether there

are any causal relation-

ships between social me-

dia users real-world ac-

tivities and their online

emotional expressions.

Quasi-experimental

design, stratified

propensity score

matching.

Study limited to twitter

users only. They only

showed the relation of

psychological processes

such as anxiety and de-

pression. However, other

aspects such as finan-

cial activities can be ex-

plored.

Wang et

al. [18]

Study the relation be-

tween internet use and

depression in older per-

sons.

Binary logistic

regression, PSM.

This study only consider

10 covariates which may

not address all of the

important confounding

factors.

2.4 Background

This research has a theoretical foundation that incorporates computational causal anal-

ysis. Our theoretical knowledge on social media impact factor based on the current

research that addresses social media influence of various online/offline activities on peo-

ple’s behavior. For example, the impact of social media usage on one’s physical activity

has been described in a literature [6]. Based on a fitness tracker data, It claiming

that active social media engagement increases peoples physical activity and disengaging

from social activity, reduces physical activity. Another example is provided in the lit-

erature [2], where researchers attempted to determine the causal relationships between
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social media users and their real-life activities. People express their emotions on so-

cial media platforms whenever they engage in or disengage from real-world activities.

Another study [18] found that older adults experience less depression when they use

the internet. The work was completed by balancing various important factors such as

location, profession, gender, age, urban or rural residence, pension status, educational

background, physical health, life satisfaction, and intelligence level of any elderly people

who use social media.

Existing research implies that it is possible to uncover causal relationships between

users’ online/offline activities and their social media usage, which motivates our effort.

However, Our work differentiate itself from the studies that investigates how online

activities influence offline activity. Existing studies explores the social media influence on

physical activity, mental health, emotional change etc. But we are specifically focusing

on users financial activities.

We looked into this within a causal framework to see if there are any potential

causal relation between users financial activity and social media usage. Research with a

quasi-experimental design are increasingly being utilized to evaluate the effect of various

elements in the setting of online social media [35] and are seen as an adequate and

sensible alternative to studies with complete randomly assigning of subjects [36]. As a

result, we carried out a quasi experimental design study. The main elements of quasi

experimental study are as follows: (1) the dataset, (2) treatment group. (3) control

group, (4) causal model, and (5) the outcome. Details of these elements are briefly

discussed in Chapter 4.

18



Chapter 3

Data Collection and

Prepossessing

In this study, we gathered data through an online survey. We provided several questions

and obtained information between December 2020 and April 2021. Around 768 people

participated and provided information, including salary, gender, age, monthly savings,

and categorized data on frequent spending patterns that influence social media. We

also prepossess and clean our dataset. In the following section, we provide details of

our questionnaires and how we processed them accordingly. The dataset characteristics

table is followed by Table 3.2

3.1 Qualitative Research

The term ”qualitative research” refers to a broad range of processes and methods for

studying social life [37]. The information or data gathered and processed is primarily

qualitative in nature, with text - based materials such as interviews, field observations,

and records, as well as visual materials such as artifacts, images, video footage, and Web

sites documenting human experiences about others and/or oneself in social action and

instinctive states. [38]. According to another study [39], qualitative data is a source of

well-grounded, rich descriptions and explanations of processes in discernible local con-

texts. With qualitative data, one can keep the chronological flow, see which events lead

to which consequences, and derive useful explanations. Furthermore, good qualitative
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research is more likely to yield unexpected findings and new integration, as well as as-

sist researchers in moving beyond initial conceptions to generate or revise conceptual

frameworks. Finally, as a result of the qualitative studies, there are words that have

a concrete sense that often provides to be far more convincing to a reader, especially

when organized into stories. Leedy et al [40] said the term qualitative research contains

several research approaches that are very different from one another. All qualitative

approaches, however, share two characteristics. First, they concentrate on phenomena

that occur in natural settings, or in the ”real world.” Second, they entail investigating

those phenomena in all of their complexities.

The research goal is to investigate how the impact of social media causes middle-class

people to spend a substantial portion of their money unintentionally. This study is

qualitative in nature, based on the research objective discussed on Section 1.

3.2 Survey Design and Questionnaires

Survey questionnaires are the most standard practice of collecting data from a sample

of people. A questionnaire is a set of questions with a variety of answers. It is also a

format that allows for the collection of standardized, relatively structured data about

each of a large number of cases. Questionnaires are now widely used in social research at

all levels, from small-scale student and community projects to large-scale international

surveys. The main thing that these surveys have in common is the formulation of a

set of questions and answers that will help the researcher answer his research question

or test his hypothesis [41, 42]. The most important things in this type of research

is questionnaire design because once the questionnaire is formats, the researcher has

determined the questions and answers and will not be able to go back and get more

further information. The researchers must be certain that the questions they ask will

allow them to gather the necessary data. [43, 44].

A questionnaire may include any or all of the following types of questions:

• Open-ended questions allow for unlimited responses. The questions are followed

by plenty of blank space for responses.

• Checklists provide a list of items, and participants are asked to check the ones

that apply to their situation.
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• Two-way questions limit responses to a pair of alternatives (yes and no).

• Multiple-choice questions have several possible answers, and the participant must

choose the one that is most relevant.

• Ranking scales necessitate that the participant rank a list of items.

A questionnaire is normally designed to gather a variety of data types, including: statis-

tics about people or events, descriptions-descriptions of what happened to people Knowl-

edge refers to what people know about something; opinions refer to what they have ex-

perienced or know about; attitudes/values refer to how people feel about other people,

institutions, ideas, and so on; and background information about the respondent that

may be relevant to the research topic [45, 46, 47].

Conducting survey research was a time-consuming process involving paper question-

naires that had to be emailed to sincerely selected samples of prospective respondents

drawn from electoral rolls or customized databases. This was followed by a period of

hopeful waiting for responses so that they could be manually entered into a database

or spreadsheet for analysis [48]. Thanks to automated survey software on online plat-

forms, as well as the use of email and social media to reach respondents, survey data

can now be generated quickly and in massive quantities.Because of these advancements,

surveys are now so simple to create, complete, and analyze that their use as a research

tool has skyrocketed. Online surveys are being conducted by everyone from high school

students to professional organizations. However, just because surveys can be used as a

methodological tool. There are strict survey methodology conventions that should be

followed in order to produce data that are valid, robust, and meaningful; many books

have been written on this subject, and a selection of useful guides cited throughout this

article is provided in the Reference List. Both casual and research users of online survey

methodology frequently overlook two critical components of survey methodology: sam-

ple selection and question validation. As a result, data generated by online surveys can

be extremely biased, and the results may be difficult to replicate or robust.

The questionnaire for this study will be designed in such a way that all types of questions

along with multiple choice questions, will be used. For example, closed-ended questions

will be asked to the all users [49]. From the frequent user and non user on social media,
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768 filled the data through app and survey. Both in app and survey, questions are asked

about the monthly income, monthly savings based on their age, salary and gender.

Further they are asked to provide social media usage hours. In our analysis we have

collected the expenses in different categories like Restaurant, clothing, tour/travel and

entertainment which are strongly influenced by social media. The questionnaires are

given below:

1. What is your location?

2. What is your gender?

3. What is your age?

4. What is your profession?

5. What is your monthly income (Approximate)?

6. What is your monthly savings (Approximate)?

7. How much time do you spend on social media daily?

8. Total expense in each month (Approx.) that you think has influence of social

media? Submit your entry for each category below.

• Restaurant

• Entertainment

• Clothing

• Tour / travel

• other

These questions are asked to identify the spending amount based on some category

like: Restaurant; Entertainment; Clothing; Tour/travel; Others. Therefore, the dataset

attributes are shown in Table 3.1.

3.3 Data Preparation

Raw data is usually ambiguous and noisy, and it is prone to containing unnecessary

and redundant data as well as errors [50]. Also, bad data quality can have a significant
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Table 3.1: Dataset Attributes Description
Attribute Type Description

Location String City location of Bangladesh.
Gender String Represent male, female or other.
Age Number Age in Years.
Profession String Various type of profession e.g. govt job,

private job Student.
Monthly Income Number Monthly total income.
Monthly Savings Number Total savings per month.
Social Media Usage Number Time spend each day on social media.
Restaurant Number Money spent on restaurant each month

having social media influence.
Entertainment Number Money spent on entertainment each month

having social media influence.
Clothing Number Money spent on clothing each month hav-

ing social media influence.
Travel Number Money spent on travel each month having

social media influence.
Other Number Money spent on other purposes each month

having social media influence.

impact on the effectiveness of causal method algorithms [51]. Data preprocessing, a

crucial step in data mining procedures, assists in the transformation of raw data into a

format that can be understood [52]. Hence, it is critical to examine and preprocess the

raw data before using it into the causal models. Data preprocessing includes a variety

of tasks such as data cleanup, integration, and data transformation [53].

3.3.1 Data cleaning

The survey was conducted using the Google form. After completing the study over five

months, we have exported the raw data (survey entries) from Google form and saved

the data in CSV format. For computation, the data has been cleaned and processed.

The following steps are used to clean the data.

Dealing with missing data

In the datasets, missing data is prevalent, and it has a significant impact on the final

result, making the finding inaccurate. It can also cause a large bias in the outcome model,

rendering the analysis conclusion inaccurate. Many ways for dealing with missing data
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Table 3.2: Demographic and Financial Characteristic of the Dataset
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Figure 3.1: Percentage distribution of gender in survey participants

have been explored [54, 55], and they can be split into two categories. Firstly, The

easiest and most straightforward option would be to remove the missing data from the

dataset. And secondly, use the existing data to fill in or replace the missing data.

We have used Python Pandas [56] library to deal with missing data. In any row in

dataset, if there is multiple missing values, the row is removed and if there is only a

one or two missing values in a row, we have calculated the mean value and replace the

missing value with it.

Dealing with outliers

An outlier is a remote observation point from other observations that can pose serious

issues in statistical analysis [57]. However, identifying outliers is difficult. There are

some outlier values in the dataset, those are inspected and removed from the dataset.

As an example of the outlier in the dataset is some people have unemployed status in

profession or student but they have income showing more than 100000 or more. Which

is is possible to have but in real life it isn’t acceptable in any sense. Thats the reason,

those data entries are removed.

3.3.2 Data Transformation

Data preprocessing is the process of turning data into an appropriate format for analy-

sis [58]. There are specific categorical columns in the data that was initially exported.
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Figure 3.2: Percentage distribution of profession in survey participants

Figure 3.3: Percentage distribution of social medial usage
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Figure 3.4: Correlation heatmap of dataset

For better results, we converted to numerical numbers. We divide the data into two

groups: treatment and control. To do so, we converted the time spent on social media

to a binary value. We assigned a value of 0 to people who use social media for less than

one hour per day and 1 to those who use it for more than one hour per day. There

are five months of observational data in the dataset. We merged the data into a single

data frame. A total expense (social media influenced) column is created by combining

the entire categorical expense (restaurant, entertainment, clothing, travel, and others)

of 5 months of data. The same procedure is followed for income and savings. The

characteristic of dataset are shown in Table 3.2.
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Chapter 4

Proposal and Research

Methodology

4.1 Overview of the Proposal

To analyse the relationship between users’ social media activities and spending behavior,

our research goals demand a causal model [19]. First, we design a quasi-experiment for

our study. The quasi-experimental design includes two groups such as treatment and

control [2]. Then, we apply a causal model to identify the effect on the user’s spending

pattern influenced by social media usage, which is becoming more common. The key

components of our causal model are: (1) preparing the dataset, (2) the treatment group,

(3) the control group, (4) IPTW and doubly robust estimator for causal effect estimation,

and (5) the refuted outcome. Our proposed model is given in Figure 4.1.

Figure 4.1: The work flow of the Proposal
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4.2 Quasi Experiment

We adopted a quasi-experimental approach for this study since applying traditional

natural science procedures to the social sciences will be challenging, and conventional

natural science methods will be expensive as well [2]. Incorporating this design allows us

to reach treatment and control groups where we may compare and contrast the results.

4.2.1 Treatment group

New items or services significantly influence the users in this experiment’s treatment

group through social media or web pages. We focused on users in the treatment group

who spend more than an hour on social media.

4.2.2 Control group

In this study, those who do not use social media or visit web pages form the control

group. As a result, social media has little impact on their spending. We focused on users

in the control group who spend less than an hour on social media. We use propensity

weighting to form the treatment group and control group. In section 4.4, we discuss

how we form them.

4.3 Generating Causal Model

To determine the effect of both the treatment (Y1) and control (Y0) groups and to find the

correlations between common causes, treatment, and outcome, we design a causal graph

based on domain knowledge as shown in Figure 4.2. In order to establish causal graph,

we focus three key points, respectively those are treatment variable (Y1, Y0), outcome

variable (T expense) and covariates X (professions, age, t income, gender, t savings).

4.4 Estimate Causal Effect

The result of causal effect depends on covariates X. Any changes in the covariates X

causing changes in the outcome (T expense). The covariates are chosen in such a way
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Figure 4.2: Causal Graph

that there is less biases and we get a better effect E. Therefore, to find causal effect

(1) we use propensity score based Inverse Probability of Treatment Weighting (IPTW)

estimator and (2) Doubly Robust estimator.

4.4.1 Propensity Score Matching (PSM)

Propensity score matching (PSM) introduced by Rosenbaum and Rubin [36] to iden-

tifying the effects of social media on the causative influence of personal expenditure.

Treated and untreated data need to evaluate the causal influence [2].

Treatment and control groups are initially not comparable because of having more

ambitious data. However, if we take two individuals, one from the treated and one from

the control, with the same probability of receiving the treatment, they are comparable.

Now, propensity score constant makes the data look as nice as random. Because it is

the best process to have the balancing data for both groups.

The propensity score forms a middle ground between the covariates X and the

treatment T . The equation of propensity score is:

(Y1, Y0) ⊥ T |P (x) (4.1)
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Figure 4.3: Checking balance of treatment and control group

4.4.2 Inverse Probability of Treatment Weighting (IPTW)

After selecting the propensity score, a condition needs to find a balanced treatment and

control group. Here comes IPTW [59]. IPTW estimator scales each population unit by

the probability of receiving some treatment other than the one it received. The equation

of weighting estimator [59] follows:

E

[
Y T − P (x)P (x)(1− P (x))

∣∣∣∣X]
(4.2)

This (4.3) becomes our IPTW weighting estimatator when integrated over X

E

[
Y T − P (x)P (x)(1− P (x))

]
(4.3)

Here, the estimator requires that propensity score P (x) and 1−P (x) are larger than

zero. Which means that the treated (treatment group) and untreated (control group)

distributions must overlap in order for the causal inference to be demonstrated. If these

groups do not overlap, it indicates that they are significantly different and that the

effect of one group cannot be extrapolated to the other. In the Figure 4.3, it shows the

distribution of treated and untreated population.
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Here IPTW estimator reconstructs a population where everyone is treated and cre-

ates the population where everyone is untreated.

• Original Sample Size 768

• Treatment group Population Sample Size 889

• Control group Population Sample Size 644

4.4.3 Doubly Robust (DR) Estimator

We have also used Doubly Robust (DR) Estimator for calculating causal effect. It can

be a more efficient method than the IPTW estimator. Because it is a combination of

regression methods and IPTW estimator. It removes some drawbacks of IPTW specially

in the case of small propensity score. This estimator gets its name from the fact that

it only requires one of the models to be right. Even if the outcome model is incorrect,

we will be able to detect the causal influence if the propensity score model is correct.

If the result model is correct, we will be able to detect the causal influence even if the

propensity score model(PSM) is not correct. In the Figure 4.4, the algorithm of Doubly

Robust (DR) estimator are shown.
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Figure 4.4: Doubly Robust (DR) Estimator Algorithm
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4.5 Refute Estimation

The causal effect estimation is based on the data’s statistical estimation, but the causal-

ity itself is not based on the data. We test our assumption validity via multiple robust-

ness checks [60]. These are some of the methods available to test our assumptions as

follows:

• Random common cause: Including an independent random variable in the

dataset as a common cause; the estimation should not change if the assumption

was true.

• Data subset refuter: The dataset replaced by a randomly selected subset; If

the assumption was correct, the estimation should not change that much.

• Unobserved common cause variable: Introducing an unknown common cause

variable to the dataset as a common cause variable; If the assumption was correct,

the estimation should not change.
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Chapter 5

Result Analysis and Discussion

In this section, we provide the finding from causal model and then present the causal

effect and refute estimation outcome accordingly. Here are the stated assumptions based

on the dataset:

• Estimand expression: (d/d[treatment])(Expectation(t expense|professions, gen-

der, age, t income, t savings))

• Estimand assumption: Unconfoundedness: If U→treatment and U→t expense

then P(t expense|treatment, professions, age, t income, t savings, U) = P(t expense

|treatment, professions Job, gender, age, t income, t savings)

• Realized Estimand: t expense ∼ treatment+ professions+ gender+ age+ t income+

t savings

This estimand or probability expression based on our assumption that we found on

the causal graph shown in Figure 4.2.

Figure 4.3, shows the empirical distribution of the propensity score on the untreated

and on the treated. It also shows that no one has a propensity score of zero. Now our

treatment and control group population are nicely balanced.

Using IPTW estimator discussed in Section 4.4, we have estimated the average

treatment effect which is 15762.72. It says that we should expect individuals in treatment

group to be 15762.72 standard deviations above than their untreated (control group)

fellows.
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Table 5.1: Causal effect estimation result based on multiple method
Method Estimated causal effect

* Inverse Probability of Treatment Weighting (IPTW) 15762.72 tk
*Doubly Robust estimator 12578.65 tk

Linear regression 15196.04 tk
Self-normalized IPS weighting 12427.20 tk

Table 5.2: Refuted result
Refute Method Original Result Refuted result

Random Common Cause 15762.72 15150.72
Data Subset Refuter 15762.72 13682.54

Unobserved common cause variable 15762.72 14319.38

We also used doubly robust estimator to find out the causal effect [59]. doubly robust

estimator is a way of combining propensity score and linear regression model into a single

model. This approach helps us to better identify causal effects. If the propensity score

model is correct, even if the resulting model is wrong, we will be able to determine the

causal influence. On the other hand, we may also detect the causal influence when the

resulting model is correct, even if the propensity score model is wrong. We’re using the

model on our dataset and it suggests that we should expect individuals in treatment

group to be 12578.65 standard deviations above than their untreated (control group)

fellows. We have shown detailed result based on multiple method in Table 5.1

5.1 Result Validation

Based on the results of the aforementioned methods, as shown in Table 5.2, It is clear

from this example that even when different validation methods are used, the final result

of this study remains unchanged. For example, after applying the first method, random

common cause, the refuted result is 15150 taka, whereas the original result is the same.

When a second method, data subset refuter, is used, the result is around 13682 taka,

which is very close to the original result. The same thing happens when the third

method, unobserved common cause variable, is used, and the result is around 14319

taka. So, we could agree that our assumption was correct that the social media usage

had a causal effect on the individual’s spending behavior.
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Figure 5.1: Average spending on different categories by gender influenced by
social media

5.2 Spending Pattern Analysis

In Figure 5.1, we can see average user spending on different categories influenced by

social media. Most of the cases for each category we can see that the user have less

social media usage, have less spending on different categories. This work is tring to find

the social media influence in users’ daily life in different factors. The descriptions of

each factors are given below:

• Entertainment: This graph shows the relationship between daily time spent on

social media and expenditures in the entertainment category. The graph demon-

strates whenever a user spends the most time on social media, his or her enter-

tainment expenses are also the highest. However, it is notable that the expense
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Figure 5.2: Average spending on different categories by profession influenced by
social media

Figure 5.3: Average expense by age
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rate of female users in this factor is very high.

• Restaurant check-ins: This graph depicts the relationship between daily social

media time and restaurant check-ins. Any social media user can view posts or

videos of new restaurant check-ins shared by others. People on SM frequently

post pictures of food from random places. The percentage of people visiting new

restaurants has increased for social media influence as well as the costs. In this

graph, however, male users’ expense rate is higher than female users’.

• Travel: Internet access is widely available in Bangladesh these days. The younger

generation, in particular, is accustomed to using a variety of gadgets and taking

advantage of various services provided by an internet connection. Many people

enjoy traveling extensively whenever they have the opportunity. Social media

plays an important role in influencing them more. People are traveling to new

and exciting places more because they are connected on social media. Males spend

more than females in this category.

• Clothing: Buying new clothes is very appealing to people of all ages, so this factor

attracts a diverse range of customers. Nowadays, online platforms have captured

a significant market share. People are shifting away from offline marketing and

toward online shopping. On online platforms, people can buy almost any type of

clothing. As a result, social media users who are frequent users benefit more from

online shopping in this factor. In this case, female users spend more money than

male users.

• Others: This graph shows the relationship between other costs that are not

included in the above-mentioned factors and the amount of time spent on social

media. We can see that female users have a higher cost than male users.

5.3 Discussion

The objectives of our study are to find the influence of social media on user spending

behavior. The following research questions resulted from our research objective: RQ1.

Whether social media impacts a user’s real-life financial activity? RQ2. Whether social
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media impacts users’ personal spending against different social media factors? To inves-

tigate these research questions, we created a treatment group and a control group for

estimating causal effects between social media usages and users’ spending patterns. We

divided the dataset into a treatment group and a control group based on social media

usage. Those who use social media for less than an hour per day are assigned to the

control group, while those who use it for more than an hour per day are assigned to the

treatment group. We have balanced the data from both groups using propensity weight-

ing [17] so that they are both comparable. We estimate the average treatment effect

using IPTW and a doubly robust estimator. We find that the treatment effect on both

groups. The result, shows that the treatment group has a higher score than the control

group. We also get a positive average treatment effect (ATE), which indicates that

social media has a causal impact on users’ spending. The calculation summarizes the

findings that are mentioned in RQ1. In Figure 18, we also demonstrate how treatment

and control groups react to other social media aspects, including restaurant check-in,

clothing, traveling, entertainment, and so on, which is mentioned in RQ2.
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Chapter 6

Conclusion

In this study, it used personal spending data from users to examine the impact of social

media on several expenditure determinants. The information comes from the online

survey. We used a quasi-experimental method to conduct an observational study with

two groups: control and treatment. Control groups in the study have no influence from

social media, whereas treatment groups have a significant influence from social media.

We identified that social networking does have an impact on users’ financial activities.

Thus we achieved the followings:

• Demonstrated the link between social activities and personal spending.

• Gathered relevant data from social media interactions.

• Conducted a suitable experiment to evaluate the impact of social media on con-

sumer financial habits.

Future Work

Overall, the findings suggest that users spending behavior is influenced by social media,

whether consciously or unknowingly. I hope that the research will enable those who are

unintentionally influenced by social media to better control their spending and savings.

A large-scale financial activity tracker that uses social media data to better run tests

and achieve the best outcomes. In future, research should be focused on how social

media affects various user aspects as well as long-term social media involvement and its

effects. Also, the work can be enhanced to find the pattern of different attribute like:
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age and location. The study’s findings are limited to Bangladeshi middle-class families.

Our study may be carefully extended to other contexts.
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Appendix A

Survey Form

This chapter shows the survey form that used to collect data. Later that raw data used

to develop the dataset which is used in the causal analysis.
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Figure A.1: Survey form first page
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Figure A.2: Survey form second page
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Figure A.3: Survey form third page
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Figure A.4: Survey form fourth page
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Figure A.5: Survey form fifth page
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Figure A.6: Survey form last page
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