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Abstract 

Photovoltaic (PV) has seen rapid growth over the last decade because of its declining cost, 

minimal pollution, and easier maintenance. However, one major drawback of the PV systems 

is the non-linear characteristics of the output power caused by partial shading conditions (PSC). 

Varying weather phenomena, like temperature and solar irradiance, confront the PV with a 

multi-peak maximum power point tracking (MPPT) problem. To resolve this, many 

conventional and metaheuristic optimization MPPT algorithms have been proposed, some of 

which come with problems like slower tracking speed, increased oscillation, and no guarantee 

of accurate convergence at the global maximum power point (GMPP). This paper presents a 

hybrid quantum particle swarm optimization assisted variable incremental conductance 

(QPSOVIC) algorithm which efficiently tracks maximum power (Pmax) under varying weather 

conditions. The effectiveness of this method is validated through a comparative analysis among 

already established MPPT techniques like cuckoo search (CS), particle swarm optimization 

(PSO), and QPSO. This metaheuristic algorithm compensates for the conventional tracking 

algorithm’s inability to track the GMPP and bypasses premature convergence of the traditional 

PSO algorithm. MATLAB/Simulink has been used for modeling and demonstration of the 

proposed algorithm. 
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Chapter 1 

1 Introduction 
 

1.1 Overview 

The decrease in fossil fuel reserves, environmental concerns, and the rising cost of fossil 

fuel-based electricity has led to renewable energy resources (e.g., wind, hydro, solar, etc.) 

gradually replacing the conventional generation methods. The growing popularity of solar energy 

makes it an excellent alternative to conventional methods of power generation. Harnessing solar 

energy requires conversion technologies like PV, concentrated solar power (CSP), solar heating 

and cooling (SHC), etc. The most popular conversion technology, PV has over 633.7 gigawatts of 

global cumulative capacity as of 2020 [1]. Although the PV generation system (PGS) is clean, 

sustainable and inexhaustible, harnessing solar energy using PV modules comes with its own 

challenges that arise from the inconsistency of partial shading conditions (PSC). Various MPPT 

algorithms are used to tackle problems that are associated with PSCs.  

 

 

1.2 Problem Statement  

Since the PV arrays present a nonlinear power–voltage (P–V) characteristics curve which 

fluctuates with the environmental conditions, primarily the temperature and irradiance, achieving 

MPPT in real-time is essential to maximize efficiency of the system. MPPT is a method that 

extracts the maximum power from the PV modules and transfers that power to the load so that the 

PGS operates at the highest efficiency. A DC-DC converter is used to create an intermediate 

connection between the load and the module that enables the system to make necessary changes 

for achieving MPP. The load impedance observed by the source is controlled by varying the duty 

cycle and the pulse width modulation (PWM) of the gate pulses to transfer the maximum power.  

The PSC can have a considerable impact on the PV array output power depending on shade 

patterns, system design, and bypass diodes.  During facing PSC, the PV modules of the same string 

experience varying irradiance, resulting in nonlinear PV characteristics that exhibit multiple peaks. 

A local maximum power point (LMPP) and a global maximum power point (GMPP) are formed 

as a result of these numerous peaks (GMPP). To mitigate this issue multiple metaheuristic 

algorithms have been proposed. However, they often come with issues like slow tracking, 

increased oscillation before reaching steady-state, and no guarantee of convergence [2]. However, 

by combining complementary features of multiple MPPT algorithms, an improved tracking 

efficiency, tracking time and reduced oscillation can be achieved.  
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1.3 Literature Review 

There have been proposals of many conventional algorithms for MPP tracking purposes, among 

which perturbation and observation (P&O) [3], incremental conductance (IC) [4] and hill-climbing 

[5] methods are used most commonly. The downfall of these conventional methods is that they 

only work well in conditions on constant temperature and uniform change in illumination. Under 

varying irradiance and temperature, it converges to one single MPP. After reaching the first 

maximum point (which might or might not be the GMPP), the algorithm stops advancing to the 

maximum points and gets trapped in a LMPP [6]. P&O technique often results in incorrect 

conclusion and oscillation before reaching the MPP. When solar irradiance fluctuates severely, the 

algorithm starts losing its direction towards the MPP [7]. The shortcomings of the P&O can be 

overcome by the IC. Although IC comes with its drawbacks, such as-  power losses caused by 

oscillations near the MPP while reaching the steady-state (when used step size is large), slow 

convergence rate while tracking the optimal operating point (when used step size is small), and 

operating point may diverge from the MPP under varying meteorological conditions [8]. 

 

Later, some improvements were made to the conventional algorithms to enhance the MPPT ability 

during fast-varying irradiance level and load changes [9], [10]. To track the MPPT faster, a simple 

trigonometric rule has been applied for establishing a relationship between the IV curve and the 

load line [11]. A dynamic MPPT controller under rapidly changing conditions has been proposed 

in [12], where to determine the maximum output power capacity for a certain operating state, a 

scanning technique is used [13]. But like most conventional algorithms, when partial shading is 

introduced, both IC and P&O are not able to separate among the LMPP and GMPP. These 

techniques can only operate accurately in a single peak output characteristics, and the tracking is 

merely based on the positive or negative gradient [14]. 

 

According to the behavioral pattern of swarm movements of insects like ants, various bio-inspired 

techniques are designed for tracking the GMPP among multiple LMPPs. Some examples of 

metaheuristic techniques developed for MPPT are ant colony optimization (ACO) [15], cuckoo 

search (CS) [16],  particle swarm optimization (PSO) [17],   grey wolf optimization (GWO) [13], 

flower pollination algorithm (FPA) [18], firefly algorithm (FFA) or colony of flashing fireflies 

[19], artificial bee colony (ABC) [20],  bat algorithm (BA) [21], moth–flame optimization (MFO) 

[22] etc. There are various types of DC-DC converters for the conjunction of PV array and load to 

achieve MPPT, such as the boost converter, buck-boost converter, Ćuk converter, SEPIC, etc. [23]. 

In this paper, because of its simple design, convenient control settings, and better efficiency than 

any other step-up converter, the boost converter is utilized to deploy a functioning model of PV 

together with MPPT. 

 

PSO adopts an iteration-wise process to obtain the operational point when the global MPP is 

discovered, and it is a common metaheuristic algorithm. Despite PSO showing greater chances to 

achieve the global peak under PSC, their convergence rate is slow and there is no guarantee that it 



 

3 

 

will converge to the optimal operating region. Characteristics like simple mechanism, the ability 

of parallel processing, and good probability of finding globally optimal solutions make PSO much 

suitable to control MPPT of PV systems under PSC, but it still has some shortcomings [24]. 

Traditional PSO may cause premature convergence during the searching process. Particularly, it 

is common for traditional PSO to fall into the local extreme points under severe PSCs. Moreover, 

the performance of PSO will usually decline late in the search [25]. 

 

1.4 Motivation 

The relevant work observed so far states that PSO-based algorithms are well suited to track MPPT 

but still have room for improvement due to slow convergence and unpredictability of global 

convergence. The possibilities to reach global convergence can be ensured by eliminating the 

improper initialization and velocity update constraints. Hence, by modifying the basic PSO and 

QPSO, a hybrid IC-based QPSO algorithm has been proposed in this paper. The most common 

problem found in the PSO method is due to factors of randomness, that the particles exhibit 

erroneous movements that might not point to the MPP. QPSO updates the velocity only based on 

the factor of ɑ which does not always converge to global optima. So, the modifications are made 

in QPSO by introducing IC for improving the searchability and making the process faster. Thus 

these mutations contribute high value while updating the particle’s next position and convergence 

, and it is always achieved at the GMPP [26]. This study aims to deriving a hybrid QPSOVIC 

algorithm through combining the IC and stochastic-based quantum particle swarm optimization 

(QPSO) that exhibit superior characteristics in tracking and convergence compared to many of the 

existing algorithms.  

 

1.5 Thesis Outline 

Chapter 1 presents the general introduction and background of our study in a precise manner. 

Chapter 2 describes characteristics of PV system and boost converter. Chapter 3 consists of some 

highlighted conventional and metaheuristic. Chapter 4 will discuss about our proposed algorithm 

formation and simulation setup. Chapter 5 will consist of the experimental analysis and result 

comparisons. Finally, chapter 6 presents the conclusion and a brief discussion on future work. 
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Chapter 2 

2 Characteristics of PV System and Converter  
 

2.1 Basic model of a PV Cell 

The equivalent circuit representation of a single PV cell is illustrated in Figure 2.1 that makes it 

easier to calculate the design parameters and visualize dynamic interaction between the device 

components. The configuration may consist of a single diode [27] or two diodes [28]. In this paper, 

the double diode configuration is being considered [29]. The PV cell consists of photo current (Iph), 

series and parallel resistances (Rs, Rp) that take into consideration the resistive losses and two 

diodes (D1 and D2) whose inverse saturation current is entirely temperature dependent. For 

representing recombination currents everywhere, D1 is used except for the space charge region. In 

that region, D2 is used for model Shockley–Read–Hall recombination currents. For simplicity, as 

the shunt resistance Rp has a fairly high value and acts like an open circuit, thus it is neglected [30]. 

 

Table 2.1 Symbols and description of parameters of the PV system and boost converter 

Symbol Description 

I PV module output current (A) 

Iph Photocurrent (A) 

Isat_1 , Isat_2 Saturation current of diodes D1 and D2 respectively (A) 

n1 , n2 Ideality factor of diodes D1 and D2 respectively 

Ns No. of the series-connected cells in PV module 

Np No. of the parallel-connected cells in PV module 

Rs , Rp Series and parallel/shunt resistance of the PV module (Ω) 

V PV module output voltage (V) 

Vth_1 , Vth_2 Thermal equivalent voltage of diode D1 and D2 respectively 

(V) 

Vin Input voltage of boost converter 

Vout Output voltage of boost converter 

D Duty cycle of boost converter 

L Inductance of boost converter 

Cin Input capacitance of boost converter 

Cout Output capacitance of boost converter 

fs Switching frequency 

ΔVld Load ripple voltage of boost converter 

ΔIid Inductor ripple current of boost converter 

Ton Total on period of the signal 

Tswitch Total period of the signal 
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There are some non-linearity factors associated with the PV output current-voltage (I-V)  

equation [31]. In this model we take it as linear [32] and calculate using the following equation: 

 

𝐼 = 𝐼𝑝ℎ − 𝐼𝑠𝑎𝑡_1 [𝑒𝑥𝑝 (
𝑉 + 𝐼𝑅𝑠
𝑛1𝑁𝑠𝑉𝑡ℎ_1

) − 1] − 𝐼𝑠𝑎𝑡_2 [𝑒𝑥𝑝 (
𝑉 + 𝐼𝑅𝑠
𝑛2𝑁𝑠𝑉𝑡ℎ_2

) − 1] − (
𝑉 + 𝐼𝑅𝑠
𝑅𝑝

) (1) 

 

The PV module selected for this study is 1Soltech 1STH 215-P PV module, and it can generate an 

output power of 213.15 W.  

 

Table 2.2 Electrical Characteristics of 1Soltech 1STH 215-P PV module used in this study 

Symbol Parameter Value 

𝜇Isc Temperature coefficient of Isc .00102 A/°C 

𝜇Voc Temperature coefficient of Voc -.0036099 V/°C 

q Charge of electron 1.6e-19 C 

K Boltzmann constant 1.38e-23 𝐽𝐾−1 

n Diode ideality factor .98117 

Ego Bandgap 1.1 eV 

Rs Series resistance 0.3938 Ω 

Rp Shunt resistance 313.3991 Ω 

Tn Nominal temperature 298K 

Voc_stc Open circuit voltage 36.9 V 

Np No. of module connected in parallel 4 

Ns No. of cells connected in series 60 

Isc Short circuit current 7.84 A 

Vmp Voltage at MPP 29 V 

Imp Current at MPP  7.35A 

Pmp Single module maximum power 213.15W 

 

 

Rp

Rs

D1Iph D2

 
Figure 2.1 Equivalent circuit diagram of a double diode representation of a PV cell 
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A single PV module produces limited output voltage and current, so to meet practical needs 

multiple PV modules need to be in series or parallel connections. For a PV module, the equation 

can be written as- 

𝐼 = 𝑁𝑝𝐼𝑝ℎ − 𝑁𝑠𝐼𝑠𝑎𝑡1 [𝑒𝑥𝑝 (
(𝑉 + 𝐼𝑅𝑠)

𝑛1𝑁𝑠𝑉𝑡ℎ1
− 1)] − 𝑁𝑠𝐼𝑠𝑎𝑡_2 [𝑒𝑥𝑝 (

(𝑉 + 𝐼𝑅𝑠)

𝑛2𝑁𝑠𝑉𝑡ℎ_2
− 1)] −

𝑉 + 𝐼𝑅𝑠
𝑅𝑝

 (2) 

2.2 PV cell Characteristics 

A solar cell is considered ideal if the shunt (parallel) resistance (Rp) is enormous, and the series 

resistance (Rs) is very small. Compared to the forward resistance of a diode, Rp is much larger for 

commercially available solar cells. Under constant irradiance and temperature, Figure 2.2 

illustrates the P-V characteristics of the PV cell. The peak parameters have been marked and 

observed so that the overall curve depends on Voc and Isc [33]. Under changing irradiance and 

temperature, the I-V characteristics are illustrated in Figure 2.3. The curve holds three significant 

parameters- short circuit current (Isc), open circuit voltage (Voc) and maximum power point (MPP). 

Intrinsic characteristics of the PV cell and external factors, mainly the temperature and the 

irradiation level control the I-V characteristics.  

 

Figure 2.2 Effect of varying irradiance levels (a) I-V characteristics and (b) P-V characteristics 

of a PV module 
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From Figure 2.3, we discovered that the PV module shows a non-linear characteristic which 

changes depending on temperature, solar irradiance, and load condition. The varying conditions 

result in new characteristic curves, and each curve has a point on which maximum power can 

produced by the module. Here an MPPT controller is required for operating a highly efficient DC-

DC converter that enables the module to work at its GMPP [34]. 

 

2.3 Effect of PSC on PGS: 

Each module is exposed to variable external conditions such as non-uniform irradiation when 

series and parallel configurations are utilized in PV cells to provide appropriate output. The 

inconsistency experienced by each module directly affects the PV system output. During the 

cloudy days, the panels witness frequent and dynamic insolation differences while dusting 

accumulates those results in a gradual change in received insolation. During the periods of varying 

external factors, the panels that receive less irradiation are considered as the shaded modules. 

These shaded modules can serve as a load which instead of supplying power to the system, draws 

it from other modules. The excessive power dissipation creates hot-spot effects. Increasing the 

PSC increases the risk of damage to the panels owing to overheating issues, as well as lowering 

the system's efficiency. To mitigate this issue, a bypass diode is connected with each panel in the 

 
Figure 2.3 (a) P-V characteristics and (b) I-V characteristics of a PV module under 

uniform irradiance and temperature 
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PV array that gets forward biased in case of any irradiation change [35]. Introducing bypass diodes 

reduces the effect of overheating due to reverse bias. However, because of these bypass diodes, 

multiple peaks in P-V and I-V curves are generated, which can be observed in Figure 2.4. The U 

and P respectively stand for uniform and partial irradiance experienced by each module. 2U2P 

refers to 2 modules that experience uniform irradiance and 2 modules that sustain partial 

irradiance. The temperature is kept constant. The maxima on each P-V curve and the partially 

shaded modules are equal in number. Conventional algorithms are impotent to distinguish between 

LMPPs and GMPP that cause power loss and decreased efficiency [36]. Since, on the curves, 

multiple peak points are produced by PSC, there is a high compromise of the efficiency of these 

gradient-based algorithms. It is possible to locate the global maxima with the help of bio-inspired 

metaheuristic techniques in case of uniform irradiance also in PSCs and have been implemented 

successfully in MPPT applications. 

 

 
Figure 2.4 (a) P-V characteristics and (b) I-V characteristics of a PV module under partial 

shading condition 

 

2.4 Boost Converter 

The boost converter, a specific configuration of the DC-DC converter, plays an important role in 

the MPPT system and mainly serves two purposes. First, it works as an interface that connects the 

PV array and the load. Secondly, for the MPPT controller, it acts as the controlling component. 

Changing the PWM signal’s duty cycle adjusts the boost converter output in such a way which 

enables the PV system to work at GMPP. The operational frequency, input-output voltages, 
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inductance, capacitance, and other electrical parameters are calculated using the following 

equations: 

 

𝑉𝑜𝑢𝑡 =
𝑉𝑖𝑛
1 − 𝐷

 (3) 

𝐷 =
𝑡𝑜𝑛
𝑡𝑠𝑤𝑖𝑡𝑐ℎ

 (4) 

𝐶𝑖𝑛 =
∆𝐼𝑖𝑑
8∆𝑉𝑙𝑑𝑓𝑠

 (5) 

𝐿 =
𝑉𝑖𝑛𝐷

2∆𝐼𝑖𝑑𝑓𝑠
 (6) 

𝐶𝑜𝑢𝑡 =
𝐼𝐷

∆𝑉𝑙𝑑𝑓𝑠
 (7) 

To implement the newly proposed method, the generated PWM is fed into the gate of the DC-

DC converter as the duty cycle [37]. 

 

 

 

 

 

 

 

 

 
 

 

Figure 2.5 Schematic diagram of a basic PV system 
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Chapter 3 

3 Conventional MPPT Algorithms 
 

3.1 Cuckoo Search: 

 

CS algorithm is modelled after the cuckoo birds’ biological and reproductive behavior, which 

Yang Xinshe and Deb Suash have proposed [38]. Observation shows that for laying eggs, various 

species of cuckoos use nests of other birds’ (host birds), which is referred to as brood parasitism 

[39]. Cuckoos follow different strategies to increase their reproduction probabilities, such as 

imitating the color and shape of the host birds’ eggs, maintaining timing of laying eggs, proper 

selection of host nests with similar egg characteristics, destroying some of the host birds’ eggs etc. 

Managing to differentiate the cuckoo’s eggs is a common phenomenon for the host birds as well. 

Host birds then destroy those eggs or completely abandon the nest and go somewhere else for 

building a new nest [16]. This is why cuckoos follow certain techniques to maximize the chances 

of their eggs surviving.  

Searching for a proper nest can be compared to searching for food. This is observed in a random 

or a quasi-random form. Based on certain mathematical functions during exploration of foods, 

trajectories or directions chosen by animals can be modeled. Depending on cuckoos’ brood 

parasitic behavior, three idealized rules are presented by Yang and Deb [38]: (1) per iteration, each 

cuckoo lays one egg, and it is placed in a nest that is selected randomly, (2) the best nest having 

eggs of the highest quality would be carried forward to the future generation and (3) total number 

of nests available is constant, and host bird finding the cuckoo’s egg has a probability of Pa, where 

0 < Pa <1. 

For a cuckoo, the following equation performs a Lévy flight, while yielding a new solution x(t+1): 

𝑥𝑖
(𝑡+1)

= 𝑥𝑖
𝑡 + 𝛼⊕ 𝐿é𝑣𝑦(𝜆) (8) 

where the samples(eggs) are denoted by 𝑥𝑖
𝑡, sample number by i, iteration number by t and the step 

size by α>0. The product ⊕ indicates entry-wise multiplication. α is mostly used as,  
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𝛼 = 𝛼0(𝑥𝑗
𝑡 − 𝑥𝑖

𝑡) (9) 

where 𝛼0 is the Lévy multiplying coefficient and 𝑥𝑗
𝑡 − 𝑥𝑖

𝑡 is the difference between two samples. 

In [40], a simpler process of Lévy distribution is given as: 

 

 

 
 

Figure 3.1 Flowchart of CS algorithm 
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𝑠 = 𝛼0(𝑥𝑗
𝑡 − 𝑥𝑖

𝑡) ⊕ 𝐿é𝑣𝑦(𝜆) ≈ 𝜅 × (
𝑢

(|𝑣|)
1
𝛽

)(𝑥𝑗
𝑡 − 𝑥𝑖

𝑡) 

 

(10) 

where β=1.5 and the normal distribution curves give u and v: 

𝑢 ≈ 𝑁(0, 𝜎𝑢
2) (11) 

𝑣 ≈ 𝑁(0, 𝜎𝑣
2) (12) 

If the integral gamma function is denoted by Γ, then, 

𝜎𝑢 =

(

 
𝛤(1 + 𝛽) × 𝑠𝑖𝑛(𝜋 × 𝛽/2)

𝛤 (
1 + 𝛽
2
) × 𝛽 × 2

(
𝛽−1
2
)

)

 

1/𝛽

 

 

(13) 

 

𝜎𝑣 = 1 (14) 

The respective power is measured for the new voltage samples. In order to get the new best sample, 

the Pmax is selected by analyzing all the power values. Apart from the best sample, the remaining 

samples are destroyed randomly with a probability of Pa. For replacing the destroyed ones, new 

samples are generated randomly. Respective power of every sample is noted and the highest power 

is chosen. Until every sample reaches the MPP, this process is repeated. 

 

3.2 Incremental Conductance 

IC is a very popular conventional MPPT algorithm which uses the simple principle that with 

respect to voltage, the derivative of power at the MPP is zero (dP/dV = 0) [41]. The PV output 

power is, P= VI where V and I are respectively the PV array output voltage and current. 

Differentiating it with respect to V we get, 

𝑑𝑃

𝑑𝑉
=
𝑑(𝑉 × 𝐼)

𝑑𝑉
= 𝐼 + 𝑉 ×

𝑑𝐼

𝑑𝑉
⇒
1

𝑉
×
𝑑𝑃

𝑑𝑉
=
𝐼

𝑉
+
𝑑𝐼

𝑑𝑉
 

 

(15) 

This algorithm has a simple approach of tracking the MPP by a gradient comparison method. At 

MPP the PV array power curve slope is zero. The slope increases to the left of MPP and decreases 

to the right. At MPP, dP/dV=0; so from equation, the conditions can be expressed as: 

𝑑𝐼

𝑑𝑉
= −

𝐼

𝑉
      (𝑎𝑡 𝑀𝑃𝑃) 

(16) 

              
𝑑𝐼

𝑑𝑉
> −

𝐼

𝑉
      (𝑎𝑡 𝑙𝑒𝑓𝑡 𝑜𝑓 𝑀𝑃𝑃) 

(17) 

                
𝑑𝐼

𝑑𝑉
< −

𝐼

𝑉
      (𝑎𝑡 𝑟𝑖𝑔ℎ𝑡 𝑜𝑓 𝑀𝑃𝑃) 

(18) 

Using these three conditions, the incremental conductance algorithm flowchart can be illustrated 

like Figure 3.2. 
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3.3 PSO Algorithm 

PSO is a stochastic, swarm intelligence based optimization algorithm, following  the behavioral 

characteristics of bird flocks [17]. It evaluates a swarm of individuals (referred to as particles), 

where a probable solution is represented by each particle. The particle exchanges information it 

obtained from its own search process. Particles are guided by a simple strategy: compare the 

success of its evaluation to that of neighboring particles. In every iteration, the particles move 

under the influence of its own inertia, Pbest which is the personal best solution, and also Gbest which 

is the best solution in the neighborhood to locate the optimized solution. Until the terminating 

point is achieved, the particles update their orientation towards the optimal solution. 

Updating the velocity and the positions of a particle of conventional PSO is represented 

mathematically as, 

𝑣𝑖(𝑘 + 1) =  𝑤𝑣𝑖(𝑘) + 𝑥𝑖(𝑘) + 𝑐1𝑟1 (𝑃𝑏𝑒𝑠𝑡(𝑖) − 𝑥𝑖(𝑘)) + 𝑐2𝑟2(𝐺𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑘)) 
(19) 

𝑥𝑖(𝑘 + 1) = 𝑥𝑖(𝑘) + 𝑣𝑖(𝑘 + 1)   (20) 

Fig.  SEQ Figure \* ARABIC 7. Flowchart of incremental conductance 

algorithm 

 

 

 

Figure 3.2 Flowchart of IC algorithm 
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Where xi represents the particle position which depends on the velocity component, vi 

(representing the step size). The velocity is measured using inertia weight w; acceleration 

coefficients c1, c2, and random coefficients r1, r2, distributed uniformly from 0 to 1. Pbest(i) denotes 

the personal best position observed by particle i, and Gbest denotes the overall best position 

observed by all the particles. 

 

3.4  QPSO 

Some improvement to the conventional PSO has been made by incorporating quantum mechanics 

and trajectory analysis of the PSO algorithm, resulting in a version of quantum-behaved PSO 

(QPSO) [42]. 

This algorithm reduces the number of parameters, giving it a better global optimization ability 

compared to the conventional PSO algorithm. Trajectory analysis [43] demonstrated that PSO can 

converge more accurately if each particle is converged to its local attractor, 𝐿𝐴𝑖
𝑡 =

(𝑙𝑎𝑖1
𝑡 , …  𝑙𝑎𝑖𝑑

𝑡 …., 𝑙𝑎𝑖𝐷
𝑡 ) where 𝑙𝑎𝑖𝑑

𝑡  is defined as follows [44], 

 

𝑙𝑎𝑖𝑑
𝑡 = 

𝑐1𝑟1𝑝𝑏𝑒𝑠𝑡𝑖𝑑
𝑡 + 𝑐2𝑟2𝑔𝑏𝑒𝑠𝑡𝑑

𝑡

𝑐1𝑟1 + 𝑐2𝑟2
 

(21) 

𝑜𝑟,     𝑙𝑎𝑖𝑑
𝑡 =  𝜑𝑝𝑏𝑒𝑠𝑡𝑖𝑑

𝑡 + (1 − 𝜑) 𝑔𝑏𝑒𝑠𝑡𝑑
𝑡   (22) 

where φ ∈ 𝑈(0,1), t is the current iteration number, pbesti is the best historical position found by 

particle i, and gbesti is the current global best position observed by the swarm. 

In QPSO, to update the position of particle i and iteration t, Monte-Carlo method is used, resulting 

in an improved version of the iterative equation: 

𝑥𝑖𝑑
𝑡+1 = {

𝑙𝑎𝑖𝑑
𝑡 + 𝛼|𝑙𝑎𝑖𝑑

𝑡 − 𝑥𝑖𝑑
𝑡 | ∗ 𝑙𝑛 (

1

𝑢
) ,           𝑟 ≥ 0.5

𝑙𝑎𝑖𝑑
𝑡 − 𝛼|𝑙𝑎𝑖𝑑

𝑡 − 𝑥𝑖𝑑
𝑡 | ∗ 𝑙𝑛 (

1

𝑢
) ,       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

(23) 

Where, u∈ 𝑈(0,1). The contraction–expansion coefficient α∈R+. To balance the overall searching 

ability of QPSO, the value of α can be assumed as 𝛼 = 0.5 + 0.5 (𝑇 − 𝑡)/ 𝑇, where T and t 

represent the maximum and current number of iterations respectively. 

The iteration process is done with (23) where the contraction–expansion coefficient 𝛼 is the only 

parameter that needs to be adjusted. This limits dependence of the parameters on QPSO and the 

particle’s speed does not affect the particle voltage. In addition, the small value of u results in a 

large value of ln(1/u) because of the quantum nature of particles (1/u). This makes jumping off the 

peak of the LMPPs easier for the particle, and searching around to reach the GMPP [42]. 
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Figure 3.3 Flowchart of QPSO algorithm 
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Chapter 4 

4 Methodology and Development of Experimental Setup 
 

4.1 Formulating the hybrid algorithm 

Despite incremental conductance popularity on conventional MPPT algorithm, it fails as regards 

tracking MPP under PSCs where a GMPP exists along with multiple LMPPs. Usually, it gets stuck 

tracking one of the LMPPs and never reaches the GMPP, and thus efficiency is significantly 

decreased [45]. To mitigate these problems, the necessity for a more accurate MPPT algorithm 

arises. The proposed hybrid quantum particle swarm optimization-based variable step size 

incremental conductance (QPSOVIC) algorithm combines the best characteristics of both QPSO 

and IC while excluding their shortcomings. A checking algorithm, QPSO, is generally 

implemented into the IC with a configurable step size in the suggested technique. Because it 

utilizes fewer tuning parameters than other algorithms, QPSO is used to locate GMPP. This makes 

it easier to implement in terms of hardware. It is easier to generate the boost converter duty cycle 

with higher accuracy in tracking global peak and reduced steady-state power fluctuation.  

 

The main shortcoming of QPSO that the proposed algorithm will mitigate is the tracking speed. 

QPSO works by updating the velocity of the particles by exchanging their Pbest and Gbest after every 

iteration Figure 5.7(a). But once the GMPP has been located, there is no need to compare the Pbest 

after every iteration (because Gbest has already been found). Conventional QPSO continues to 

iterate by exchanging information between the particles until GMPP is reached, which slows down 

the rate of convergence. In the proposed algorithm, as soon as the GMPP is detected, the particles 

will break out of the iteration of QPSO and the operation of the IC algorithm will take place that 

will result in higher accuracy and better speed by operating at the GMPP detected previously. 

 

The major drawbacks of conventional fixed size IC are higher tracking time and oscillation near 

MPP though it has good performance. To mitigate this issue several studies have proposed 

variable step size IC [9], [46]–[51]. In our study we used adjustment coefficient N(t) which gives 

larger step size far from MPP and smaller step size near MPP and also decreased tracking time. 

𝑁(𝑡) = 1 + (
𝑉

𝐼
∗
𝑑𝐼

𝑑𝑉
) 

(24) 

Instantaneous resistance is expressed by V/I, and incremental conductance is expressed by dI/dV.

According to (16) (V/I) x (dI/dV) is a negative quantity and it continuously decreases as it 

reaches the MPP. The sharp change of (dI/dV) occurs on the right side of the MPP which is also 

mitigated using two initial perturbation step sizes. The duty cycle is updated according to the 

following equation- 
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𝐷(𝑡) = 𝐷(𝑡 − 1) ± 𝑁(𝑡) ∗ 𝐷𝑟𝑒𝑓 (25) 

𝐷𝑟𝑒𝑓 = {
 𝐷𝑟𝑒𝑓1               𝐷 < 𝐷𝑚𝑝𝑝
 𝐷𝑟𝑒𝑓2               𝐷 > 𝐷𝑚𝑝𝑝

 
(26) 

We also use a power balance condition for initiating the variable step size IC algorithm. The 

equation is described as- 

∆𝑃(%)  ≥
| 𝑃𝑛𝑒𝑤 − 𝑃𝑜𝑙𝑑|

𝑃𝑜𝑙𝑑
 

(27) 

Complete process of the QPSOVIC is shown using the flowchart in Figure 4.1. For evaluating the 

performance of this algorithm based on tracking the GMPP under different shading patterns, 

MATLAB/Simulink was used to perform modeling and simulation. The test parameters used to 

check different PSCs are given in Table 2.2.  

The proposed QPSOVIC algorithm has been simulated under different PSCs. In QPSOVIC, the 

duty cycle of the DC-DC converter used in the model that terminates the PI control loop is 

indicated by the position of a particle [52]. This simplifies the design of the controller and mitigates 

the complex computational load while tuning the gain of the controller. 

Measure V(t), I(t)

dV= V(t) - V(t-1)
dI= I(t) - I(t-1)

dP= P(t) - P(t-1)
G(t)= I(t)/V(t) + dI/dV

S(t)= abs(dP/dV)/I(t)= abs(1+(V(t)/I(t))*(dI/dV))

dV=0

dI=0

dI>0

D(t) = D(t-1)-ΔD D(t) = D(t-1)-S(t)*ΔD D(t) = D(t-1)-ΔD D(t) = D(t-1)+ΔD

Update V(t-1)=V(t); I(t-1)=I(t)

Change in 
irradiation

Yes

Yes

Yes

Yes

No

No

No

No

No Yes

Yes

Start

Define input parameters of 
optimizer and upper & lower limits

i=1

Run PV system with the duty cycle of di and 
measure the PV voltage and current

Estimate PV power (PPVi)

Pbest,i=di

i > n i = i+ 1

Next particle

iter=1

Determine Gbest

i=1

Modify the particle velocity 
and duty cycle

di <dmin OR di >dmax Limitation

Run PV system with the duty cycle of di 
and measure the PV voltage and current

Estimate PV power (new PPVi)

new PPVi>old PPVi Pbest,i=di

i > ni = i+ 1

iter>itermax iter = iter+ 1

Output the optimal duty cycle

Initialize population

Next particle

Next iteration

No

Yes

No

No

Yes

Yes

No

Yes

Yes
No

D(t) = D(t-1)

G(t)>0

S(t)<1

D(t) = D(t-1)+S(t)*ΔD

G(t)=0

No

No

D(t) = D(t-1)

Yes

 
Figure 4.1 Flowchart for QPSOVIC algorithm
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4.2 SIMULATION SETUP 

The proposed QPSOVIC algorithm has been modeled and simulated using MATLAB Simulink 

for studying the system behavior and MPPT characteristics. Its performance has been compared 

with various metaheuristic algorithms like PSO, QPSO and CS. The block diagram in Figure 4.2 

shows the total PV system with MPPT algorithm which feeds the duty cycle to a boost converter 

and power is supplied to a resistive load. In Table 4.1, the boost converter specifications are given. 

In the simulation, C1 = 1.2, C2= 1.2, w = 0.4 are considered for tuning the PSO and the tuning 

parameter α is varying from 1 to .5 with every iteration where the maximum number of iterations 

is 200 (for QPSO). For comparison with CS, the random parameter 𝑃0 is taken as 0.25 and the levy 

multiplying coefficient is 0.8. In the case of the proposed algorithm QPSOVIC, equation (27) is 

used to locate the GMPP and ∆𝑃(%) is set to 0.5 and  𝐷𝑟𝑒𝑓2=10−5 where,  𝐷𝑟𝑒𝑓1 = 3 ∗  𝐷𝑟𝑒𝑓2. 

Higher number of populations increases the computational complexity so we used four 

populations/particles to carry out this simulation. 

 

 
Figure 4.2 Simulation of PV system with hybrid MPPT 

 

Table 4.1  DC-DC converter parameters 

PV Link capacitor Cpv 100e-6 F, .001 ohm 

Boost inductor Lboost 5e-3 H, 0.001 ohm 

Boost Capacitor Cboost  437.5e-6 F , 0.0001 ohm 

Load Rload 53 Ω 

Frequency 𝑓𝑏𝑜𝑜𝑠𝑡 50 KHz 
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The mathematical model is modelled with the photovoltaic panel 1Soltech 1STH 215-P in 

MATLAB Simulink. In Table 2.2, under the formulated test conditions, the specification and 

performance parameters of this PV model are given. The I-V curves and P-V curves for the built 

model under different irradiances and constant temperature (25℃) is given in Figure 2.3. The 

proposed QPSOVIC algorithm is simulated under different shading patterns where the irradiance 

is varied from 300 W/m2 to 1000 W/m2 and 25℃ constant temperature is kept. The PV model has 

4 modules, each of them experience a different irradiance under different test conditions. The test 

conditions are referred to as- 4U2P (4 uniform 0 partial), 2U2P (2 uniform 2 partial), 1U3P (1 

uniform 3 partial), and 0U4P (0 uniform 4 partial), where U stands for uniform irradiance 

experienced by the module and P stands for partial irradiance experienced by the module. The 

corresponding electrical parameters are described in Table 4.2. From the table, it can be observed 

that the model exhibits multiple LMPPs across the modules subjected to PSCs and the overall 

system has one GMPP. To extract the available MP, the PV system must be operated at GMPP. 

 

Table 4.2 Specification of irradiance and temperature for test conditions 

Test 

Name 

Module1 

Irradiance 

Module2 

Irradiance 

Module3 

Irradiance 

Module4 

Irradiance 

Cell 

temper-

ature (C) 

Voltage 

at MPPT 

(V) 

Current 

at MPPT 

(A) 

Power at 

MPPT 

(W) 

No of 

peaks 

4U0P 1000 1000 1000 1000 25 116.05 7.34 851.42 1 

2U2P 500 800 1000 1000 25 90.07 6.08 547.84 3 

1U3P 400 700 800 1000 25 90.3 5.33 481 4 

0U4P 300 400 700 800 25 57.9 5.26 304.85 4 
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Chapter 5 

5 Results 

For different irradiances during PSCs, resultant I-V curves are given in Figure 2.4(b). With help 

of the resultant I-V curves, P-V characteristics are calculated and shown in Figure 2.4(a) [45], [53].

While carrying out the simulation, 25°C constant temperature was kept and different partial shaded 

conditions were used. The following subsections describe the results for each test condition. 

5.1 4U0P Configuration: 

In the first test condition 4U0P, four series connected PV modules are used which all are under 

uniform irradiance (Table 4.2). Under this configuration, there is only one MPP, so there is no 

need to track LMPP and GMPP explicitly.  Under this test condition all the simulated algorithms 

have high efficiency and the tracking time is less than one second, QPSOVIC being significantly 

faster than PSO and QPSO Table 5.1. Also no algorithm fails to track the MPP because there is no 

chance of getting stuck in local maxima. The average current is traced at 7.15 A, 7.15 A, 7.31 A 

and 7.36 A by PSO, QPSO, CS and QPSOVIC respectively as shown in Figure 5.1. The average 

voltage is tracked at 118 V, 122.1 V, 116.4 V and 115.5 V by PSO, QPSO, CS and QPSOVIC 

respectively. In terms of efficiency, CS is on top with 99.9% and it is quickly followed by the 

proposed algorithm having 99.84%. Figure 5.2 and Figure 5.3 illustrates a zoomed view of power 

and duty cycle where the oscillation for QPSOVIC is much less than PSO and QPSO which results 

in the increased efficiency of QPSOVIC.  The performance ranking can be made in terms of both 

efficiency and tracking time is CS > QPSOVIC > QPSO > PSO. 

 
 Figure 5.1 5 s simulation under 4U0P test condition for (a) PSO (b) QPSO (c) CS (d) QPSOINC 

(e) QPSOVIC 
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Figure 5.3 Duty Cycle under 4U0P condition for (a) 5s (b) 0.6s (zoomed view) 

 

 

 

 

 Figure 5.2 Power performance under 4U0P condition for (a) 5s (b) 0.6s (zoomed view) 
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5.2  2U2P Configuration: 

The 2U2P PV configuration exhibits two LMPPs and one GMPP. The corresponding powers from 

the LMPPs are 413.8 W and 489.6 W while the highest power at the GMPP is 547.84 W. Under 

this test condition all the simulated algorithms have high efficiency and the tracking time is less 

than one second. For this test case, the steady state power, average current, voltage and duty cycle 

are given in Figure 5.4 where CS and QPSOVIC have zero steady state oscillations. The transient 

power fluctuation is shown in Figure 5.5. The Pmax achieved by QPSOVIC is 547.82 W as 

compared to 532.8 W, 543.9 W and 545.7 W achieved by PSO, QPSO and CS. Average power 

over maximum power ratio gives the overall efficiency. PSO has the lowest efficiency of 96.97% 

and QPSOVIC exhibits highest efficiency of 99.99% and oscillation is much less compared to 

QPSO and PSO as shown in Table 5.1. 

In terms of tracking time, QPSO takes the longest 0.69s s to reach the steady-state. The duty cycle 

of QPSOVIC gets saturated 0.65s which means it reaches GMPPs faster than QPSO as shown in 

Figure 5.6. The QPSOVIC works such that the QPSO feeds the boost converter duty cycle until it 

satisfies the convergence condition ∆𝑃(%) = 0.5, which can be observed in Figure 5.7(a). The 

optimal duty cycle is calculated using equation (24) which is given as an initial condition to IC 

and it locates the GMPP with high accuracy and a fast-tracking period as shown in Figure 5.7(b). 

The ranking of the algorithm can be made in terms of efficiency and tracking time sequentially as 

QPSOVIC > CS > QPSO > PSO and CS > PSO > QPSOVIC > QPSO. 

 

 
 

 Figure 5.4 5 s simulation under 2U2P test condition for (a) PSO (b) QPSO (c) CS (d) QPSOINC 

(e) QPSOVIC 
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Figure 5.6 Duty Cycle under 2U2P condition for (a) 5s (b) 0.6s (zoomed view) 

 

 

 

 Figure 5.5 Power performance under 2U2P condition for (a) 5s (b) 0.6s (zoomed view) 
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5.3 1U3P Configuration: 

Test configuration 1U3P stands for 1 uniform and 3 PSCs experienced by the modules. This 

configuration exhibits three LMPPs and one GMPP Table 4.2. The corresponding powers from 

the LMPPs are 351.6 W, 393 W, and 195.2 W. The Pmax observed at GMPP is 481 W. QPSO 

performs poorly in detecting the average current, whereas QPSOVIC tracks just at 5.33 A as shown 

in Figure 5.8. The voltage is also tracked inaccurately by PSO and QPSO, whereas CS and 

QPSOVIC manage to track it accurately. All the simulated algorithms exhibit high efficiency and 

tracking time of less than one second. PSO requires the highest tracking time of 0.9s to reach the 

steady-state. However, this configuration has lower efficiency compared to QPSO because of 

increased oscillation. The QPSOVIC has 99.98% efficiency and the tracking time is 0.3s which 

means IC is proved faster for tracking the peak. Like the previous scenario, the QPSO works by 

operating under QPSO in the first half of the algorithm and later transfers the optimal duty cycle 

as an initial condition to the IC algorithm. CS exhibits superior results with a tracking time of 

0.26s. The current and voltage graphs are plotted in Figure 5.8, Figure 5.9 and Figure 5.10 show 

the detailed plot of the power and duty cycle. The performance comparison is CS > QPSOVIC > 

PSO > QPSO.  

  
 

 

 

 

 

 
Figure 5.7 (a) Power climbing in partial shading 2U2P QPSO (b) Power climbing in partial 

shading 2U2P Variable step size IC 
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Figure 5.8 5 s simulation under 1U3P test condition for (a) PSO (b) QPSO (c) CS (d) QPSOINC 

(e) QPSOVIC 

 
Figure 5.9 Power performance under 1U3P condition for (a) 5s (b) 0.6s (zoomed view) 
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5.4   0U4P Configuration: 

All PV modules are under varying PSCs in this configuration. This configuration exhibits three 

LMPPs and one GMPP Table 4.2. The corresponding powers from the LMPPs are 157.7W, 

286.6W and 290.4W. The Pmax observed at GMPP is 304.8 W.  PSO’s failure to track GMPP under 

extreme PSCs can clearly be observed under this scenario. PSO algorithm completely diverges 

from the GMPP which is noticed in Figure 5.11. QPSO is used to mitigate this uncertainty of 

convergence. After searching the whole search area, QPSO locates the GMPP and calculates the 

optimal duty cycle. This optimal duty cycle is passed on to the IC algorithm which quickly 

converges to GMPP. QPSOVIC gets the highest power 304.7 W and PSO tracks an LMPP which 

can be observed in Figure 5.12. Although QPSO can assure convergence, it is less accurate in 

determining the average current and maximum voltage of the system. CS and QPSOVIC both track 

the current and voltage more accurately. In terms of tracking time, QPSOVIC is much faster than 

QPSO with 0.43s, but CS is the fastest to track it under 0.3s which is seen in Figure 5.13.On the 

contrary, QPSOVIC shows the highest efficiency of 99.95% out of all four algorithms, leaving 

behind CS (99.79%), QPSO (99.29%), and PSO (88.14%). These outcomes highlight the 

QPSOVIC’s assured convergence and highest efficiency under extreme PSCs that other algorithms 

fail to execute. Performance comparison in terms of efficiency is QPSOVIC > CS > QPSO > PSO 

that is demonstrated from Table 5.1. 

 
 Figure 5.10 Duty cycle under 1U3P condition for (a) 5 s (b) 0.6 s (zoomed view) 
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Figure 5.11 5 s simulation under 0U4P test condition for (a) PSO (b) QPSO (c) CS (d) QPSOINC 

(e) QPSOVIC 

Figure 5.12 Power performance under 0U4P condition for (a) 5s (b) 0.6s (zoomed view) 



 

28 

 

 

The performance indexes of PSO, QPSO, CS and QPSOVIC under all 4 test conditions have 

been summarized in the following table- 

 

 

Table 5.1 Simulation result comparison 

 

PV 

Configuration 

Tracking 

Algorithm 

 Power 

   (W) 

Voltage 

    (V) 

Current 

    (A) 

Tracking 

time (S) 

Maximu

m Power 

(W) 

Efficiency 

    (%) 

4U0P 

PSO 845.5 118.2 7.15 0.52 

851.42 

99.3 

QPSO 835.6 122.1 6.84 0.65 99.14 

CS 850.88 116.4 7.31 0.29 99.9 

QPSOINC 850.08 115.5 7.36 0.31 99.84 

QPSOVIC 851.4 116.06 7.3 0.29 99.99 

2U2P 

PSO 532.8 93.8 5.68 0.42 

547.84 

96.97 

QPSO 543.9 91.33 5.96 0.69 99.28 

CS 545.7 91.41 5.97 0.29 99.61 

QPSOINC 547.82 89.62 6.11 0.65 99.99 

QPSOVIC 547.83 90.08 6.08 0.33 99.99 

 
 Figure 5.13 Duty Cycle under 0U4P condition for (a) 5s (b) 0.6s (zoomed view) 
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1U3P 

PSO 478.86 91.07 5.26 0.9 

481 

99.51 

QPSO 464.4 `93.69 4.96 0.5 96.51 

CS 481.14 90.44 5.32 0.26 99.98 

QPSOINC 481.13 90.22 5.33 0.3 99.98 

QPSOVIC 480.9 90.78 5.3 0.31 99.98 

0U4P 

PSO 268.7 - - - 

304.84 

88.14 

QPSO 302.7 58.83 5.14 0.54 99.29 

CS 304.2 58.47 5.2 0.3 99.79 

QPSOINC 304.7 57.36 5.31 0.43 99.95 

QPSOVIC 304.8 58.7 5.19 0.4 99.98 

 

5.5 Varying irradiance Configuration: 

In the final test case, we run all 4 different test conditions equipped with the QPSOVIC algorithm, 

where each of the test conditions change after 2.5s [Figure 5.14]. Using equation (25) ∆𝑃(%) is 

set to 15 to detect the change of irradiation and reinitializes the set of particles. First, the 4U0P test 

condition is observed from 0s to 2.5s, which converges to GMPP after 0.4s with a voltage reading 

of 116.4V, power is 851.3W and duty cycle is 0.45. Due to the IC algorithm the current at GMPP 

shows oscillations, the average value of current being 7.31A. After 2.5s the shaded condition 

changes to 2U2P and it ends at 5s. The convergence time is 0.48s and corresponding voltage is 

89.9V, power is 546.2W, average current is 6.07A and duty cycle is 0.48. Test case 1U3P is 

observed from 5s to 7.5s. In this test case, the convergence time is higher than the other two test 

conditions taking 1.2s to converge to GMPP. At GMPP, the corresponding voltage is 90.06V, 

average current is 5.34A, power is 481.3W, and the duty cycle is 0.43. The last test case is 0U4P, 

which starts at 7.5s and ends at 10s. It takes about 2.17s to locate the GMPP which is higher 

compared to other test conditions. At GMPP, the corresponding voltage is 57.54V, average current 

is 5.29A, power is 304.9 W and the duty cycle is 0.546. The simultaneous changing of different 

test conditions proves the QPSOVIC’s ability to seamlessly switch between any PSCs and track 

the GMPP efficiently and accurately. 

Table 5.2 Qualitative comparison of the proposed algorithm 

Type PSO QPSO CS QPSOINC QPSOVIC 

Tracking speed Average Average Vary fast Fast Fast 

Transient power 

fluctuation 

High Average Low Low Low 

Tracking accuracy Accurate Very 

accurate 

Very 

accurate 

Very 

accurate 

Very 

accurate 

No. of tuning parameters 3 1 2 1 1 

Steady state oscillations Average low Zero Zero Zero 

Power efficiency High High High High High 

 Implementation 

complexity 

Average Average Average Average Average 
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Table 5.2 shows a quick comparison of the MPPT algorithms that have already been studied in 

terms of the performance indexes. Outcome of the simulation demonstrate that the optimal duty 

cycle is tracked effectively with small-scale oscillations utilizing the hybrid QPSOVIC method, 

resulting in minimal transient power fluctuation and above-average tracking characteristics 

compared to all of the other algorithms. From the table, it is also clear that in comparison with 

PSO and QPSO, the proposed algorithm provides better performance regarding accuracy, 

efficiency, steady-state error, and MPPT under extreme PSC also performs similar to the CS 

algorithm. Overall, the proposed QPSOVIC algorithm performs well in all the performance 

parameters.

Figure 5.15 shows the comparative analysis of the examined algorithms based on tracking time 

under various test settings. QPSOVIC shows superior tracking speed compared to the PSO and 

QPSO. The average efficiency has also been compared in Figure 5.16 where the QPSOVIC’s 

performance is almost similar to the CS, both exhibiting higher efficiency than PSO and QPSO.

 
 

 

Figure 5.14 Performance of Hybrid QPSOVIC algorithm under fast varying test conditions 

(4U0P > 2U2P > 1U3P > 0U4P) 
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Figure 5.16 Average efficiency of different MPPT algorithms 

 

 

 

 

Figure 5.15 Tracking time of different test cases of different MPPT algorithms 
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Chapter 6 

6 Conclusion 

 

6.1 Conclusion 

A hybrid QPSOVIC algorithm is proposed in this paper that showed improved accuracy, 

reliability, and tracking speed under extreme PSCs. Four different partially shaded patterns are 

applied to the developed PV system equipped with the QPSOVIC. The simulation results prove 

the high efficiency and improved tracking speed of the QPSOVIC. In addition, it also shows 

the low transient power fluctuation and minimal steady-state oscillations. The proposed 

algorithm improves the MPPT by removing the random number coefficients and eliminating 

unnecessary iterations after the GMPP has been located. It uses the fast LMPP tracking ability 

of IC to leverage better tracking speed. Removing the extra tuning parameters may also make 

it simpler to implement using a low-cost microcontroller and mitigate complex tuning 

parameters of the PID controller. 

 

6.2 Future Work and Scope 

For future work, the system's physical implementation is yet to be explored. Originally our plan 

included hardware implementation which ultimately could not be executed due to the COVID-

19 lockdown. The system implementation involves solar panels, a boost converter, a Raspberry 

Pi or PID controller, power supply to the controller, and signal conditioning circuits for the 

converters. Comparative analysis of the actual performance and the simulation will also be 

performed to determine the practicality of the proposed algorithm. 
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