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ABSTRACT 

 
This thesis represents an investigative analysis of the closed-loop stability of the Unidirectional 

SEPIC (Single-Ended Primary Inductor Converter) converter, Bidirectional SEPIC converter, 

and Interleaved SEPIC Converter by implementing Swarm Intelligence Algorithms (SIA) for 

designing an optimized PID controller. The applicability and compatibility of three Swarm 

Intelligence Algorithms, which are Firefly Algorithm (FA), Particle Swarm Optimization (PSO), 

and Ant Colony Optimization for continuous domain (ACOR), are analyzed in optimizing the 

control mechanism of the power converters. The improvement of performance parameters is 

observed, such as Percentage of Overshoot (%OS), Rise Time (Tr), Settling Time (Ts), and Peak 

Amplitude. The outcomes are compared with the help of various fitness functions. The thesis 

focuses on higher-order SEPIC Converters and its variants (fourth-order). Higher-order 

converters benefit from smaller ripple currents, easier EMC filtering, and avoiding current spikes 

owing to resistive losses. The converters were developed using State Space Averaging (SSA), 

and the transfer function of the converter's open-loop system was determined using MATLAB's 

system identification toolbox. By using the PID controller, the closed-loop system of the 

converter is introduced. For the tuning purposes of the PID Controller, the PID Tuner App of 

MATLAB has been used. Nevertheless, for the better performance of the controller, the 

algorithms are evaluated in the system through different fitness functions: IAE, ITAE, ISE, and 

ITSE. MATLAB is used to carry out all the simulations. After analyzing the performances for 

the case of the Unidirectional SEPIC converter, ACOR-PID (ITSE) is the most optimized 

controller among all the algorithms based PID controllers in terms of performance parameters. In 

this case, values of overshoot (1.8603%), settling time (2.3414 sec), and peak amplitude (1.0186) 

are lower than FA-PID and PSO-PID for each of the error functions. For rise time, the value of 

ACOR-PID (ITAE) is better (0.3798 sec). Again, for the case of the Bidirectional SEPIC 

converter, PSO-PID (ITSE) is the most optimized controller among all the algorithms based PID 

controllers in terms of performance parameters. In this case, values of overshoot (0.2674%) and 

peak amplitude (1.0027) are lower than FA-PID and ACOR-PID for each of the error functions. 

For rise time, the value of ACOR-PID (ITAE) is better (0.3798 sec), and for settling time, the 

value of ACOR-PID (IAE) is better (0.1134 sec). Furthermore, for the case of the Interleaved 

SEPIC converter, PSO-PID (ITSE) is the most optimized controller among all the algorithms 

based PID controllers in terms of performance parameters. In this case, values of overshoot 

(5.2104%) and peak amplitude (1.0521) are lower than FA-PID and ACOR -PID for each of the 

error functions. For rise time and settling time, the values of PSO-PID (ITAE) are better (0.1471 

sec and 1.3354 sec, respectively). Hence, Swarm Intelligence Algorithm based optimized PID 

controller provides more optimized results and performs far better than Conventional PID 

controller for SEPIC converter and its variants.  
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CHAPTER 1 
 

INTRODUCTION AND BACKGROUND STUDY 
 

Power electronics is one of the most advanced branches of engineering in recent years, with 

researchers praising the system's efficacy, stability, performance, etc. [1]. Power electronics play 

an essential role in our daily lives, with a wide range of applications. DC-DC converters are a 

type of power electronics that has had an enormous impact on the world today. It may change a 

DC voltage level to the desired level, which can be stepped up, down, or kept constant. Cell 

phone chargers [2], LED drivers [3], flashlights, hybrid and electric cars, UPS, PV cells [4], dc 

micro-grids [5], fuel cells, wind turbines, telecommunication industries, high-intensity discharge 

(HID) lamp ballasts used in automotive headlamps, and so on are only a few of the applications 

for DC-DC converters [6-9]. However, due to the action of the switches, these devices exhibit 

nonlinear features such as higher overshoot, greater ripples in output voltage, and instability [10]. 

This thesis study addresses the concerns mentioned above and gives better control over the 

converter system to maximize their applications' effectiveness. Furthermore, in order to improve 

the controller's performance and produce optimum system output with steady performance 

parameters, Swarm Intelligence Algorithms were infused with the PID controller in an 

investigative method. 

 

1.1 Introduction 

 

Power electronics have become vital in practically every element of life as the modern age 

progresses. Peter Cooper Hewitt created power electronics in 1902. In Power Electronics, DC-

DC converters are critical for increasing energy conversion efficiency. The DC-DC conversion 

was first presented in the 1920s, and since then, the development of DC-DC converters has 

accelerated significantly. 

Several types of DC-DC converters are available, depending on the needs of the consumers. DC-

DC converters are divided into two types: isolated and non-isolated. In contrast to isolated 

converters, non-isolated converters cannot generate isolation between input and output voltages 

[11]. Non-isolated converters include buck-boost, buck, boost, SEPIC, CUK, and others [12]. 

Like everything else in this period, these converters have benefits and limitations. 

Among many converters, the boost converter has a high input ripple current, and the buck 

converter has a high output ripple voltage compared to many DC-DC converters. However, these 

can be reduced by applying a switched capacitor and an inductor [13-14]. High harmonics are 

created in buck-boost converters, which can be reduced by adding a large capacitor or an LC 

filter and has an inverted input voltage in output [15]. In the CUK converter, hysteresis produces 

an enhanced voltage regulation. The perception of hysteresis is very similar to that of the snubber 

circuit in a power rectifier circuit. An additional capacitor and inductor are prerequisites in the 

CUK converter to report the complications of unnecessary ripple voltage, ripple current, and 

harmonics which cause the system to become bulky and expensive [16]. Furthermore, Buck-
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boost and CUK converters produce the inverted output voltage, which may not be desired in 

some applications. Moreover, because of the properties of having discontinuity in input current, 

buck and buck-boost converters have significant power loss in input switching [17]. Although 

there are drawbacks to SEPIC converters, including the boundaries of inductor size and high 

over-voltage at start-up, SEPIC is the only converter able to output a non-inverted form of input 

voltage and higher flexibility in output voltage. Despite this, SEPIC has a lower input ripple 

current [18]. Thus, the SEPIC converter manifests better performance in terms of these problems 

and is brought into play in different power electronics sectors [19]. 

SEPIC's open-loop system might be unstable or have low-performance parameters. As a result, 

controllers can make the system a closed-loop system to govern the system. By integrating the 

open-loop system into the closed-loop control system, SEPIC can advance its total performance. 

The stability of the plant can be increased, and the discrepancy of the performance parameters 

will be minor. In today's engineering world, the PID controller is one of the most extensively 

utilized and effective controllers. Prior to the previous couple of decades, PID controllers 

accounted for over 90% of all controllers utilized [20]. A closed-loop system using the PID 

controller for the SEPIC can improve performance and make it more stable with improved 

performance characteristics. The inclusion of a PID controller can enhance the SEPIC. When a 

PID controller is included in a power converter, it can effectively maintain steady-state operation 

and eliminate unstable operation caused by the nonlinear phenomena in the SEPIC. The gain 

parameters Proportional (KP), Integral (KI), and Derivative (KD) are referred to as PID. Each gain 

comes with its own set of responsibilities. Obtaining the gain values for the PID controller, on 

the other hand, is a complex operation. To date, a large number of PID tuning algorithms have 

been introduced. For instance, the Cohen-coon technique, the Ziegler-Nichols method, the 

constant open-loop transfer function method, the internal model controller, and the synthesis 

method [22-25]. Using the MATLAB PID tuner app via trial and error method, manual tuning 

might yield a more or less excellent outcome. However, manually tuning PID controller 

parameters is tedious and time-consuming, especially for systems with complex equations. 

For overcoming this problem, Different algorithms, on the other hand, can be used to get more 

optimal gain values. Various academics have created many metaheuristic algorithms to obtain 

optimum results from the search space's convergent output. Particle Swarm Optimization (PSO) 

[26-27], Genetic Algorithm [28-29], Self-organizing Algorithm [30], Harmony Search [31], Ant 

Colony Optimization Algorithm [32], Firefly algorithm [33], Shuffled Frog Leaping Algorithm 

[34], Fuzzy Logic [35-36] etc. are said to be metaheuristic algorithms. Metaheuristics are higher-

level methods for determining which may produce a satisfactory solution, primarily when 

computation capability is restricted or incomplete. These are good algorithms for obtaining better 

solutions when the dimensionality is high. The purpose is to search the search space quickly for a 

near-optimal solution. More optimum gain values may be determined using the technique, which 

is then utilized to improve the performance characteristics of the DC-DC SEPIC converter and 

its variants. 

In this work, Firefly Algorithm (FA), Particle Swarm Optimization (PSO), and Ant Colony 

Optimization Algorithm for continuous domain (ACOR) will be used for optimization process of 

PID Controller of the closed-loop system of SEPIC Converter and its variants and comparative 

analysis will be reported in terms of performance parameters of different fitness functions. 

 



3 | P a g e  
 

1.2 Literature Review 

 

Many scholars have endorsed the use of various algorithms in power converters, and there is a 

large body of research on the issue. One of these potential study scenarios is the paper by Nishat 

et al. [37], in which they used SA in PID to test the stability of the SEPIC converter. Liping Chen 

et al. [38] employed the QPSO technique in the DFOPID controller to investigate the 

performance of the SEPIC converter. Amin Alqudah et al. [39] employed the SA optimization 

technique in a PID controller for adaptive regulation of buck and boost converters. Vahab Haji 

Haji et al. [40] used ABC, GA, PSO, FA, and DFA for FOPID controller in a chopper converter 

to regulate DC motor drive with various fitness functions. To investigate the step response of the 

improved DC-DC buck converter, Yaqoob et al. [41] used FA and GA in the PID controller. 

Shagor et al. [42] used the Firefly Algorithm (FA) optimization method in a PID controller to 

analyze the SEPIC converter's performance parameters and stability. Nishat et al. [20] applied 

the Genetic Algorithm (GA) optimization technique in a PID to investigate the stability of the 

SEPIC converter. Altinoz et al. [43] used the PSO technique to optimize a PID controller for 

buck converter by comparing the performance characteristics of eight different fitness functions. 

Sundareswaran et al. [44] designed a feedback controller for a buck-boost converter utilizing the 

Genetic Algorithm (GA) and evolutionary search. Sundareswaran et al. [45] applied a Genetic 

Algorithm (GA) to a feedback controller to enhance the dynamic response of a boost converter at 

all operation conditions. For high performance on a BLDC motor, Jaber et al. [46] used the 

firefly algorithm approach in a PID controller to determine the PID parameters. Meher et al. [47] 

developed a DC-DC bidirectional SEPIC converter that combined a Type-III controller and an 

IMC controller to regulate the system's transient responses and performance parameters. There 

was no optimization procedure employed to choose the gain values in the study. Komathi et al. 

[48] studied about interleaved SEPIC converter with conventional ZN tuned and IMC based PI 

controller and compared between them with based on different performance parameters. Again, 

different researchers took different approaches to reducing the impact of RHP. The removal of 

RHP zeros in boost converters was studied by Leoncini et al. [49] The RHP zeros were shifted to 

LHP in that study based on the injecting inductor current; however, this resulted in static voltage 

inaccuracy, which is undesirable in the actual world. Likewise, Hung et al. [50] additionally 

employed a boost converter to reduce the system's impact from RHP zeros. The components and 

output of performance parameters of above mentioned studies are enlisted in Table 1.1.   

TABLE 1.1. COMPONENTS AND OUTPUT OF DIFFERENT STUDIES 

Ref Converter Controller Algorithm Function %OS 

[37] SEPIC PID SA 
IAE 2.2 

ISE 3.04 

[38] SEPIC DFOPID QPSO ITAE 7.3 

[39] 
Buck PID SA ITAE 15.4 

Boost PID SA ITAE 9.7 

 

 

[40] 

 

 

 

 

Chopper 

 

 

 

 

FOPID 

 

 

GA 
ITSE 17.14 

ITAE 19.59 

PSO 
ITSE 16.34 

ITAE 6.829 

ABC ITSE 17.31 
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ITAE 8.89 

FA 
ITSE 17.24 

ITAE 5.044 

DFA 
ITSE 16.91 

ITAE 6.32 

[41] Buck PID 

FA 

ITSE 10.68 

MSE 11.12 

F 12.23 

GA 

ITSE 19.3 

MSE 18.894 

F 42.62 

[42] SEPIC PID FA 

IAE 2.14 

ISE 2.84 

ITSE 2.95 

ITAE 6.11 

[20] 
SEPIC 

 

PID 

 

GA 

 

IAE 9.03 

ITAE 17.2 

ISE 10 

[43] Buck PID PSO 

IAE 7.647 

ISE 7.647 

ITSE 15.663 

[44] Buck-Boost Feedback GA 1/1+F(x) 
1.125 

 

[45] Boost Feedback GA 1/F(x) 0 

[46] BLDC Motor PID 

PSO 

ITAE 

43.5 at 1000 rpm 

19.1 at 2000 rpm 

FA 
44.3 at 1000 rpm 

20.4 at 2000 rpm 

[47] 
Bidirectional 

SEPIC 

Type III 
-- -- 

5.68 

IMC 17.9 

[48] 
Interleaved 

SEPIC 

Conventional 

ZN - PI -- -- 
38.6 

IMC - PI 3.17 

 

 

1.3 Problem Statement 

 

The SEPIC converter is one of the most extensively used converters in power electronics 

applications. However, because nonlinearity is a part of the system, control engineers face a 

constant struggle in achieving a stable and speedier reaction. In the case of an open-loop 

response, a stable output can be produced, but there is a lot of overshoot, a higher rise time, and a 

higher settling time, which is not desirable in modern power converters. In addition, Right Half 

Plane (RHP) zeros are present in the open-loop system of the Bidirectional SEPIC Converter, 

which can cause the system to become unstable and is not a good indicator for the percentage of 

overshoots and undershoots. In addition, Right Half Plane (RHP) zeros are present in the open-
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loop system of the Bidirectional SEPIC Converter, which can cause the system to become 

unstable and is not a good indicator for the percentage of overshoots and undershoots. As a 

result, it is critical to figure out how to make fast and reliable power converters that can attain 

stability quickly. In order to obtain a stable output with less overshoot, rise time, settling time, 

and peak amplitude, a closed-loop system is required. A conventional PID controller is used for 

this. However, the controller parameters must be fine-tuned using a rigorous trial-and-error 

process to get steady output. As a result, nonlinear optimization techniques based on swarm 

intelligence algorithms are used to achieve optimum PID controller settings and improve overall 

system performance and control. Among various techniques, Firefly Algorithm (FA), Particle 

Swarm Optimization (PSO), and Ant Colony Optimization Algorithm for continuous domain 

(ACOR) are implemented to design and develop optimized PID controller for SEPIC converter 

and its variants. 

 

 

1.4 Thesis Objectives 

 

The primary goal of this thesis is to establish swarm intelligence algorithms for PID controllers 

for SEPIC converter and its variants. The following are some additional goals: 

 

✓ To observe and estimate various performance parameters of power electronic converters, 

particularly DC-DC SEPIC converter and its variants. 

 

✓ To investigate the compatibility of various swarm intelligence algorithms for power 

electronic converter controller design. 

 

✓ To optimize the performance parameters of closed-loop SEPIC converter and its variants 

using nonlinear control approaches. 

 

✓ To compare conventional PID controller and optimized PID controller for SEPIC 

Converters and their variants. 

 

✓ To witness the poles and zeros of the SEPIC converter and its variants for the 

conventional and optimized controller and comprehend the converter's stability. 

 

 

1.5 Thesis Organization 

 

This thesis focuses on designing and analyzing the swarm intelligence optimization algorithms 

based PID controller for obtaining better performance parameters and stability of SEPIC 

converter and its variants. 

 

✓ In chapter 2, different widely used dc-dc converters are detailed.  In addition, the 

methodologies and analyses of dc-dc converters are detailed. 



6 | P a g e  
 

 

✓ In Chapter 3, the Unidirectional SEPIC converter, Bidirectional SEPIC converter, and 

Interleaved SEPIC converter are studied, and State Space Modeling of the converters 

is demonstrated. The converter is next subjected to open-loop and closed-loop analysis. 

 

✓ In chapter 4, a general discussion of the Firefly Algorithm (FA), Particle Swarm 

Optimization (PSO), and Ant Colony Optimization Algorithm for Continuous Domain 

(ACOR) algorithms are described.  

 

✓ In Chapter 5, the implementation of the Swarm Intelligence Algorithm of the PID 

controller is presented in detail, the algorithm's objective function and the architecture of 

the optimized PID Controller are explained. 

 

✓ In Chapter 6, the simulation results of the optimized PID controller for the SEPIC 

converter and its variants are included. The performance parameters are explored, and 

quantitative analysis is offered. The poles and zeros are also observed in this section.  

 

✓ In Chapter 7, the conclusion of the thesis is included, including a quick review of the 

findings and some recommendations for further research. 
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CHAPTER 2 

 

DC-DC CONVERTERS 

 

Several converter topologies have been adopted across a broad array of applications due to 

decades of active study on AC-DC and DC-DC converters. The necessity for supplying dc power 

is evidenced by the demand for constant voltage in various appliances. Therefore, DC-DC power 

converters are utilized in various works and applications, including renewable energy concerned 

works and discoveries like electric vehicles, LED drives, motor drives, personal computers, 

laptop computers, spacecraft power systems, office equipment, and telecommunications 

equipment, inverters, and smart grids [51]. 

DC-DC converters shift the DC voltage level from one to another. MOSFETs and integrated 

circuits, for example, have a large operating voltage range, demanding the supply of a voltage to 

every device. The efficiency, ripple, and load-transient response of a circuit can all be improved 

using DC-DC Converters. Operational conditions such as input and output criteria usually dictate 

which external parts and components operate best. As a result, conventional circuits must be 

adjusted or modified during the manufacturing process to meet the requirements of each specific 

requirement. Developing a circuit that meets all standards and regulations necessitates a 

significant amount of industry experience and knowledge. 

Switched-mode dc-dc converters have become very widespread in functional appliances. The 

relevant attribute of these converters is that they conserve input energy before discharging it at a 

specific voltage to the output. Energy storage elements can be magnetic field storage components 

such as inductors and transformers and electric field storage components such as capacitors. 

These power converters' improved efficiency speeds up the cooling process and extends the 

battery's life. In addition, the introduction of power FETs, which can switch very effectively with 

lower losses than bipolar junction transistors, has resulted in an increase in efficiency. The 

voltage rating of dc-dc converters represents the limitation of step-up or step-down voltage 

transformation. In contrast, the regulation rating represents the departure of the output voltage 

from the input voltage and load current [52]. 

 

2.1 Working Principle of a DC-DC Converter 

 

A typical circuit configuration for dc-dc converters is a boost converter, which works on the 

step-up concept. As a result, this electronic circuit shows how a low input dc voltage can be 

converted to a high output dc voltage [53]. The essential components of a dc-dc converter 

include semiconductor switching devices, as well as electrical and electronic components. The 

two operating modes of these converters are Continuous Conduction Mode (CCM) and 

Discontinuous Conduction Mode (DCM). 
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In Figure 2.1(a), an inductor (L), capacitor (C), diode (D), switching device (MOSFET), and 

input voltage source (Vin) are shown in a dc-dc boost converter operating in CCM mode. One 

pulse width modulator is attached to the boost converter to control the switch. Energy is stored in 

the inductor (L) during the period of the ON switching condition, which eventually transfers 

more energy to the output. The current in the inductor is reduced in the OFF-switching state, and 

the magnetic field created is low in energy to keep the current flowing to the load. 

Figure 2.1 shows the DCM mode operation of the same dc-dc boost circuit (b). Energy will be 

distributed to the inductor for storage purposes in the ON state, whereas in the OFF state, the 

inductor current will go to zero if this condition persists for a long time. The capacitor is charged 

and discharged in a mechanism that is based on the input voltage. DCM mode's output voltage is 

lower than CCM mode's output voltage.  

 

 
(a) 

 

 
(b) 

 

Fig 2.1. Basic DC-DC boost converter operating modes (a) CCM, (b) DCM 

 

The applications of dc-dc converters are seen from several aspects. The main reasons for the 

popularity of dc-dc converters in power electronics applications are power supply system 

simplification, load equalization to the power supply, isolation of primary and secondary circuits, 
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and electromagnetic interference prevention system (EMI). These converters are now being used 

in a variety of industries. Power supply, voltage regulators, and electronic devices were the 

primary applications. However, advancements in dc-dc converter technology have led to 

applications in renewable energy, automobiles, telecommunications, and spacecraft power 

systems. [54-55] 

 

2.2 Converter circuit topologies 

 

The DC-DC conversion is a challenging aspect of any system, and we must choose the proper 

regulator topology for our design. The electrical isolation between the input and output of a DC-

DC converter is classified into two categories: isolated and non-isolated converters. The goal of 

an isolated DC-DC converter is to create a new ground potential on the output side of the system. 

An isolated converter is preferred in high-voltage systems because it ensures operator safety 

when servicing the systems output side; the operator will be less likely contact with a high-

voltage source. Non-isolated converters are briefly discussed in this section. 

 

2.2.1 Non-isolated converters 

 

The inductor is often used in a non-isolated converter, and there is no consistent dc voltage 

isolation between the input and output. Dc isolation between the input and output voltages is not 

required in most situations. The non-isolated dc-dc converter has a constant dc route between its 

input and output. The primary benefits of these converters are listed below [56-57]: 

• Isolation may raise the cost of a power supply system by requiring the use of components 

such as Custom transformers, Opto-couplers, High insulation levels etc. Non-isolated 

systems are less expensive to construct since they do not need these additional items. 

• The power converter increases in size as more components are added. Non-isolated 

converters are, as a result, smaller in size than their isolated equivalents. They have a 

proclivity towards greater switching frequencies, reducing the size of other components. 

• The non-isolated structure is more efficient since it allows for direct output sensing. It is 

easy to adjust the output and enhance transient performance without isolation 

components like transformers. 

Depending on the conversion technique and circuit design, non-isolated converters can be 

specified in various ways. The following are widely used non-isolated converters: 

i.  Buck converter 

ii.  Boost converter 

iii.  Buck-boost converter 

iv.  Cuk converter 

v.  SEPIC converter 
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2.2.1.1 Buck converter 

 

The output voltage of the buck converter must be less than or equal to the input voltage, and for 

this, it is known as a step-down converter. The buck converter is the most commonly used step-

down converter between the Switch Mode Power Supplies (SMPS) topologies. A conventional 

buck converter circuit is displayed in Fig 2.2(a) includes one switching element, a rectifier, and 

filter elements. The output portion's inductor gives a constant current to the load. Under the 

premise that the induction current is never negative, the relevant waveforms are given in Fig. 

2.2(b). The converter is said to be in continuous conduction mode, meaning the inductor current 

is never zero. The diode gets reverse biased when the switch is turned on, and the input voltage 

charges the inductor. When the switch is turned off, the diode is forward biased, and the inductor 

discharges to the load. It has a voltage gain of g = D, as shown in figure 2.2. (c) 

 

 
(a) 
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(b) 

 
(c) 

Fig. 2.2. (a) Basic configuration, (b) typical waveforms of Buck Converter, and (c) Voltage 

gain (G) versus duty cycle (D) of buck converter 
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2.2.1.2 Boost converter 

 

As a "step-up" converter, the voltage output of the boost converter is always greater than or equal 

to the input voltage. The boost converter's basic circuit configuration is shown in Fig. 2.3(a). A 

voltage source, an inductor, a switching device, a capacitor, a diode, and a load resistance are all 

included in the circuit. Figure 2.3(b) shows the waveforms in CCM mode [53]. The diode is 

reverse biased, and the switch is on in the ON condition. Energy is stored in the inductor as 

current flows from the voltage source to the switching device. The diode is forward biased, and 

the switch is off in the OFF state. The inductor transfers the stored energy to the output load 

while maintaining a constant current flow and raising the output voltage. 𝐺 = 1/(1 − 𝐷) is the 

converter’s gain which is plotted in fig 2.3(c). 

 

 
(a) 
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(b) 

 
(c) 

Fig. 2.3. (a) Basic configuration, (b) typical waveforms of Buck Converter, and (c) Voltage 

gain (G) versus duty cycle (D) of boost converter 
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2.2.1.3 Buck-boost converter 

 

A buck-boost converter is an inverting converter that can work as a step-down or step-up 

converter. As a result, depending on the duty cycle, the output voltage is either higher or lower 

than the input voltage. Figure 2.4(a) shows the topology of a buck-boost converter. Dc input 

voltage source, controlled switch, inductor, capacitor, diode, and load resistance are the 

components of the converter. Figure 2.4(b) shows the waveforms of this converter in CCM mode 

[58-59]. 

When the switch is turned on, the diode is turned off, and the inductor is charged. The voltage, 

the switch, and the inductor will all enhance the current flow. When the switch is turned off, the 

diode is forward biased, and the inductor sends the stored energy to the capacitor and load 

resistance. As a result, the buck-boost circuit's voltage gain is 𝑔 = −𝐷/(1 − 𝐷). The switches 

will be faced with a lot of voltage stress. It is characterized by a non-pulsating current [60-61]. 

 

 
(a) 
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(b) 

 
(c) 

Fig. 2.4. (a) Basic configuration, (b) typical waveforms of Buck Converter, and (c) Voltage gain (G) 

versus duty cycle (D) of buck-boost converter 

 

2.2.1.4 Cuk converter 

 

The Cuk converter is a DC-DC power electronic converter named after its inventor, Slobodan 

Cuk. The invention's primary goal was to minimize the effects of pulsing current. The Cuk 

converter emulates the behavior of an ideal transformer by producing ripple-free dc input and 



16 | P a g e  
 

output currents. After analyzing the Cuk converter, the concept of coupling inductances in dc-dc 

converters received much attention. The Cuk converter provides two notable benefits: practical 

applications for managing the consequences of multifunctional converter configurations and 

theoretical examples dealing with some new switching compositional concepts [62]. 

Cuk converter has more components compared to boost, buck, and buck-boost converters. Two 

inductors, two capacitors, one switch, and one diode are the significant components of a typical 

Cuk converter. Cuk converter is a hybrid of buck and boost converters. The input side looks like 

a boost converter, and the output side looks like a buck converter in a disconnected inverting 

way by a capacitor between them, as seen in fig 1. Compared to the input voltage, the Cuk 

converter's output voltage is reversed. Figures 2.5(a) and 2.5(b) illustrate the circuit diagram and 

also the voltage gain as a function of the duty cycle. The Cuk converter has been the most 

efficient and lowest switching losses. Because of the inductor on the output stage, it can provide 

excellent output current characteristics [63-65]. 

 
(a) 

 
(b) 

Fig. 2.5. (a) Basic configuration and (b) Voltage gain (G) versus duty cycle (D) of Cuk 

converter 
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2.3.1.5 SEPIC converter 

 

The single-ended primary-inductor converter (SEPIC) is a DC-DC converter that permits the 

output voltage can be larger than, less than, or equal to the input voltage. The duty cycle of the 

control switch (S1) regulates the SEPIC's output. The output voltage's polarity is not reversed. 

The conventional circuit diagram of SEPIC is shown in figure 2.6(a). The voltage gain of SEPIC 

converter is 𝐺 = 𝐷/(1 − 𝐷), which is illustrated in 2.6(b). 

 

 
(a) 

 
(b) 

Fig. 2.6. (a) Basic configuration and (b) Voltage gain versus duty cycle of SEPIC converter 
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The Unidirectional SEPIC converter is the most essential and commonly used of all the 

converters. It can change the duty cycle to step up and step down the input voltage without 

changing the polarity. Furthermore, this converter has a minimal input ripple current and can be 

extended to several outputs [66]. Moreover, the Bidirectional SEPIC converter can provide 

power flow in both forward and backward directions. Again, the Interleaved SEPIC converter 

uses the current splitting mechanism to reduce the conduction losses of the switch to increase the 

efficiency, and thus, the output ripple current will be reduced. As a result, the SEPIC converter 

and its variants were chosen as the thesis' processing facility.  In the following chapters, 

mathematical modeling, open loop, and closed-loop response, implementation of an optimized 

PID controller using nonlinear approaches, simulation results, and a comparison study will be 

described. 
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CHAPTER 3 

 

DC-DC SEPIC CONVERTER 

 

The single-ended primary inductor converter is a standard DC-DC converter that is a fourth-

order system, finding it challenging to operate and only appropriate for applications with 

prolonged variations. The duty cycle of the control transistor is used to control the SEPIC's 

output. As a result of the power converter's switching nature, the SEPIC exhibits high nonlinear 

behavior in both static and dynamic settings. For both power electronic engineers and control 

engineers, designing high-performance control for SEPIC is a great challenge. In general, good 

DC-DC converter regulation enables stability under all operating conditions. A small-signal 

state-space equation of the converter system could be constructed using various state-space 

averaging approaches. PI and PID control are viable solutions for optimizing the stability of 

SEPIC converter dynamics while maintaining accurate operation in any working state. These 

control systems have several benefits, including stability, even for substantial line and load 

variations, reduced steady error, robustness, good dynamic response, and ease of 

implementation. The fundamental benefit of PI control schemes is their resistance to changes in 

plant/system parameters, which results in invariant dynamic and static responses in the ideal 

scenario. 

3.1 Conventional SEPIC Converter 

 

A SEPIC is an essential converter that is widely used in power electronics that allows the duty 

cycle of the switching device to control the output voltage. Two inductors (L1, L2), two 

capacitors (C1, C2), one diode (D1), one switch (S1) with duty cycle (D), and a resistive load (R) 

construct the SEPIC converter. 

 
Fig. 3.1. Conventional SEPIC Converter [67] 



20 | P a g e  
 

 

Figure 3.1 shows the circuit schematic of a traditional SEPIC converter, whereas Figure 3.2 

shows the corresponding circuits in ON and OFF states (a and b). At first, the switch is open in a 

SEPIC converter, and KVL can be applied in this situation. Moreover, KVL can also be applied 

in the inner loop while the switch is closed, the inner loop is produced. In this scenario, capacitor 

C2 is providing the load power. The current flowing through inductors L1 and L2 is increasing 

while the capacitors (C1 and C2) are discharging. The capacitors are charged, and the inductor 

currents are discharged when the switch is opened again. In this situation, KVL demonstrates 

that VL1=-V0. It has a zero average voltage across the first inductor L1.  

 

 
(a) 

 
(b) 

Fig. 3.2. Traditional SEPIC converter's modes of operation (a) Switch is ON condition and (b) 

Switch is OFF condition 
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3.2 State Space Modeling of Unidirectional and Bidirectional SEPIC  

 

The state space average technique depicts the SEPIC converter using a first-order differential 

equation since this mathematical model is best suited to explain any nonlinear dynamic system in 

a simple form. The matrix is created after collecting input, output, and state variables are 

represented in first-order differential form. As a result, the state space form makes modeling and 

analyzing a system with various inputs and outputs compact and straightforward. Unlike the 

frequency domain technique, the state space representation uses linear components and zero 

beginning conditions to demonstrate the system, making it a valuable tool for modeling power 

converters. 
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Mode-2: S1 is OFF and D1 is ON 

( )1
1 2

1

1L
in C C

dt

dI
V V V

L
= − −

                                            (3.14) 

( )2

2

2

1L

C

dI

dt
V

L
= −

                                                            (3.15) 

( )1

1

1

1C

L

dV
I

dt C
=                                                                  (3.16) 

2 2

1 2

2

1C C

L L

V
I I

dt C R

dV  
+ − 

 
=

                                                 (3.17) 

2 2 2( ) ( ) ( )x t M x t N u t= +                                                        (3.18) 

2 2( ) ( ) ( )y t P x t Qu t= +                                                          (3.19) 



23 | P a g e  
 

1

1 1

1
2 1

22

1 1

1
2

2

2 2 2

1 1
0 0

1
0 0 0

1
0 0 0

1 1 1
0

1

0

0

0

L

L
L

L

in

C C

C

C

dI
L L

dt

dI

Ldt
V

dV

Cdt

dV

dt C C RC

I

I

V

V

L

 
  − − 

    
     
    − 
     
 = +    
     
     
      
     −     

                  (3.20) 

1

2

1

2

0 0 0 1( )

L

L

C

C

I

I

V

V

y t  
  

 
 
 
 
 
 

=
                                            (3.21) 

 

 

3.3 State Space Modeling of Interleaved SEPIC 

Mode-1: S1 is ON, S2 is OFF, D1 is OFF, and D2 is ON 

 

 
Fig. 3.3. Interleaved SEPIC : Mode-1 
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Mode-2: S1 is OFF, S2 is OFF, D1 is ON, and D2 is OFF 

 

 
Fig. 3.4. Interleaved SEPIC : Mode-2 
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Mode-3: S1 is OFF, S2 is ON, D1 is OFF, and D2 is OFF 

 

 
Fig. 3.5. Interleaved SEPIC : Mode-3 
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Mode-4: S1 is OFF, S2 is OFF, D1 is OFF, and D2 is ON 

 

 
Fig. 3.6. Interleaved SEPIC : Mode-4 

 

2

2 3

3

1
1 1

4
4

2

2

1

1

3

3 3 3

1
0 0 0 0 0 0

0 0 0 0 0 0 0

1 1
0 0 0 0 0

1
0 0 0 0 0 0

1
0 0 0 0 0 0

1
0 0 0 0 0 0

1 1 1
0 0 0 0

L

L

L

L

C

C

C

dI

L Ldt

dI

dt

dI L L
dt

dI
L

dt

dV
C

dt

dV
Cdt

dV

C C RCdt

I

  
−   +

  
  
  
   − −
  
  
   −
   =
  
  
  
  
  
  
  
  

−  
   

2 32

3

1

4 1

2

1

3

1

1

0

0

0

0

0

L

L

L

L in

C

C

C

L

VL

I

I

I

V

V

V

L

 
 

+   
   
   
   
   
   +
   
   
   
   
   
   

 
 

   (3.28) 



29 | P a g e  
 

 

2

3

1

44

2

1

3

0 0 0 0 0 0 1

L

L

L

L

C

C

C

k

I

I

I

I

V

V

V

 
 
 
 
 
 =
 
 
 
 
 
 

                                           (3.29) 

 

2 2 3

3 3

1 4 4 1

4 4

2 2

1 1

3 3 3 3 3

(1 ) 1
0 0 0 0 0 0

(1 )
0 0 0 0 0

1 (1 )
0 0 0 0 0

(1 )
0 0 0 0 0

(2 )
0 0 0 0 0

(2 )
0 0 0 0 0

(1 ) (1 ) (1 ) (1 ) 2
0 0

D

L L L

D D

L L

D D

L L L L

D D
A

L L

D D

C C

D D

C C

D D D D

C C C C RC

− 
− − +

 
 −

− 
 
 −

− − − 
+ 

 −
−=  

 
 − −
 
 
 − −
 
 
 

− − − − − − − − −
  

   (3.30) 

 

2 2 3

1 1 4

1 1

0

1 1

0

0

0

0

L L L

L L LB

 
+ +

 
 
 
 +
 +=
 
 
 
 
 
 
 

                                                          (3.31) 



30 | P a g e  
 

 

 0 0 0 0 0 0 2C =                                          (3.32) 

 

3.4 Gain Equation of SEPIC Converter 

For an ideal SEPIC converter, the converter’s output voltage is connected to the input voltage by 

the duty cycle when there is no series taken into account. 

0

1in

V D

V D
=

−                                                             (3.33) 

The output voltage can be controlled by changing the duty cycle ranging from 0 to 1. To convert 

to voltage gain (Vo/Vin), equation 3.1 is rearranged. The graph in Fig. 3.3 shows the relationship 

between voltage gain and duty cycle. The voltage gain is 0 when the duty cycle is 0. The voltage 

gain grows as the duty cycle is increased, and at 0.5 duty cycle, the voltage gain is 1. When the 

duty cycle is less than 0.5, the converter reduces the input voltage works as a buck converter. 

The output voltage equals the input voltage at 0.5. When the duty cycle exceeds 0.5, the voltage 

gain exceeds 1 and works as boost converter. Since the derivation is for an ideal converter, the 

voltage gain is infinity whenever the duty cycle is 1. For a practical SEPIC converter, equation 

3.1 is invalid. As a result, the equation is changed to include the inductor and capacitor internal 

resistances. The output voltage of an ideal converter is independent of load resistance, whereas 

the output voltage of a practical converter is dependent on both load resistance and equivalent 

series resistance. 

 

 
Fig. 3.7. Voltage Gain vs. duty cycle with variable load 
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The practical converter's output voltage is  
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The voltage gain is calculated and plotted against the duty cycle by rearranging the equation. The 

change of voltage gain concerning the duty cycle for various loads is shown in Fig. 3.4. It has 

been demonstrated that as the load resistance increases, so does the maximum voltage gain. R is 

varied from 1 to 10 in this figure, and it can be seen that there is no change in voltage gain up to 

duty cycle 0.8, but once it exceeds 0.8, the voltage gain varies for different values of R, 

increasing as R is increased. 

 

 
Fig. 3.8. Voltage Gain vs. duty cycle with variable load 
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CHAPTER 4 

 

STUDY OF SWARM INTELLIGENCE ALGORITHM 
 

 

In swarm intelligence, almost every algorithm is a meta-heuristic type. Metaheuristics are higher-

level processes for determining which may produce a sufficiently good answer, primarily when 

computation capability is restricted or incomplete. The objective is to explore the search space as 

quickly as possible to identify a near-optimal solution. These are motivated by the custom and 

mannerisms witnessed in biological beings or organisms while being in their natural habitat to 

achieve efficacy in meeting the natural requirements such as acquiring food, preying, surviving 

from danger, mating, etc. Since nature is unpredictable and changing, the inhabitants living in 

nature show versatility, dynamic attitude, flexibility, and witty responses. In this thesis, three 

SIA are used, which are Firefly Algorithm (FA), Particle Swarm Optimization (PSO), and Ant 

Colony Optimization for continuous domain (ACOR) algorithm. 

 

4.1.1. Identification of PSO 

 

Particle swarm optimization (PSO) is a heuristic universal optimization solution introduced by 

Kennedy and Eberhart in 1995 [68]. It was created using swarm intelligence and is focused on 

bird and fish flock moving behavior models. Kennedy and Eberhart's earliest concepts on 

swarms of particles focused on developing adaptive calculation through leveraging basic social 

connection intermediates rather than pure individual analytics solutions [69]. Since it follows the 

principles followed by social species in nature, PSO falls within the concept of Bio-Inspired 

Algorithms. 

 

4.1.2 Objectives of PSO 

 

The PSO method contains various goals that essentially allow semi-individuals to use the 

optimization method to its full potential in order to achieve their aim. The following are the 

objectives [70]: 

 

1. To generate a detailed analysis of the most frequent PSO factors to get long-term usage from 

it. 

 

2. To analyze a variety of algorithm operations and outcomes in order to identify the algorithm's 

functioning and existing rules. 
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3. To generate a preview of the individual's theoretical background and the impact of the PSO 

factors on them. 

 

4. To develop other methods to improve the algorithm's performance. 

 

4.1.3 Advantages and Disadvantages of PSO 

 

A Study of the Basic Particle Swarm Optimization Algorithm's Advantages and Drawbacks [71]. 

Advantages of the basic particle swarm optimization algorithm involve: 

  

1. PSO's intellectual ability is at its core. It can be applied to both scientific and industrial 

research. 

 

2. In PSO, there are no calculations for overlaps or mutations. Instead, the particle's speed can be 

used to perform the search. Only the most promising particles are capable of transmitting 

information to other particles throughout generations, and research is moving at a fast pace. 

 

3. The calculation in PSO is really basic. It has a higher optimization capability and can be 

completed faster than other development computations. 

 

4.  PSO employs a genuine numerical code that is directly determined by the answer. The 

number of dimensions is the variable in the solution. 

 

Limitations of the basic particle swarm optimization algorithm involve:  

 

1. The approach is sensitive to premature optimism, resulting in less precise speed and direction 

control. 

 

2. The technique fails to tackle dispersion and optimization difficulties  

 

3. The technique is incapable of controlling difficulties involving non-coordinate systems, such 

as the equivalent to the areas of production and the objects' movement laws in the energy field. 

 

4.1.4 Features of PSO 

 

Particle Swarm Optimization (PSO) is a self-adaptive and computational method inspired by the 

swarms' natural behavior. Among the many Artificial Intelligence (AI) systems used to optimize 

control parameters, PSO is a popular metaheuristic algorithm that deserves special mention for 

its capability to solve continuous non-linear problems. It has undergone several improvements 

since its introduction in 1995 by Eberhart and Kennedy [68].  
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In 1998, Shi and Eberhart introduced a modified PSO to improve the original PSO's performance 

and added an inertia weight parameter giving a good balance between global and local search 

capabilities [70]. This technique imitates the problem-solving abilities of some animals, like bird 

flocking or fish schooling. Interactions among animals contribute to the swarm's collective 

intelligence. Because of its simplicity, this technique has attracted many researchers, resulting in 

numerous refinements and modifications to the fundamental PSO [71]. 

 

4.1.5 Methodology PSO 

 

The process in the search space begins with a random initiation of a swarm of particles, which 

further travels around the search space. To begin its iteration process, it does not require an 

appropriate starting solution [69]. Each particle in the PSO algorithm learns from its own and 

another particle with a better fitness value. The swarms then discover their individual best 

solutions, which are referred to as their local best solutions. Finally, the swarms collaborate to 

find the best global solution. Every particle tries to get into the best possible position for 

maximal fitness, updating its position and velocity in the process. Multiple iterations are 

performed to ensure that the delivered solution is optimal. The method starts with a population of 

particles, each of which has been programmed to discover competent outcomes in the search 

space. The advantage of having a population of particles is that it reduces calculation time 

because everyone is looking for the same thing at the same time. Furthermore, the particles can 

travel to each point and corner of the search region to find various information that is useful in 

reaching conclusions. 

In our thesis, the requirement, also known as the optimization problem, is replicated as the cost 

function in the algorithm that is programmed to minimize the cost. The particles are now ready 

to survey the solution space defined by the programmer after defining the objective function. 

Each particle gains a unique optimal position, indicating the optimum solution. After each 

particle's motion has been completed, the information is exchanged throughout the population in 

order to agree on a global optimal location. In each loop, these actions are repeated, and the 

values are changed accordingly. The velocity of the particle in the current iteration, the particle's 

personal best position, and the global best solution of the entire population are three parameters 

that are critical in the algorithm to regulate and determine the movement of the particles. 

 

The three vectors mentioned above are used in the mathematical model to calculate the particle's 

displacement and velocity in the next iteration. As a result, the computation took both personal 

and overall experiences into account. The revised forms of the PSO algorithm become more 

optimized as the number of iterations increases. More parameters are used in the equations for 

calculating particle movement to improve the algorithm's efficacy. In the equations, random 

functions are used to ensure that the variables are not locked in the same region. The equation 

also includes acceleration coefficients, allowing the agents to accelerate toward their personal 

and global optimal values. However, when choosing the values of the constants, a balance must 

be maintained because a higher quantity forces the particles to reach towards or beyond the 

desired locations quickly. In contrast, a lower quantity causes particles to pass the target 

locations while traveling in the search space without being called back [72]. To bring 
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equilibrium between the personal and global optimal outcomes, a parameter called inertia weight 

is applied with the velocity of the particles, which ranges between 0.9 and 0.4. A higher inertia 

weight value indicates a preference for a worldwide survey, whereas a lower value indicates a 

preference for a local survey. Finally, when the specified number of iterations is completed, the 

algorithm is terminated. 

 

4.1.6 Exploitation and Exploration in PSO 

 

Exploitation relates to the algorithm's amplification, while investigation refers to the algorithm's 

diversity. Both of these characteristics may be seen in this algorithm. The relevant data from the 

optimal solution is often used for exploitation. To identify the best value, this approach focuses 

on local inquiries.  

On the other hand, Random operations aid in the exploration of the search space. Although the 

global optimal option is used for evaluation in the acceleration particle swarm optimization, the 

roles of the personal optimal solution are unclear in the PSO algorithm [68]. Due to the lack of 

crossover, the PSO algorithm exhibits increased mobility while exerting significant exploration 

[73]. 

 

4.1.7 Mathematical Model of PSO 

 

PSO's mathematical model entails following the movement of the particles. The particles' 

mobility is determined by their displacement and velocity in the search space. The conventional 

Particle Swarm Optimization algorithm's equation for determining particle velocity is shown 

below [74]. 

 

 
1

1 2 2* ( ) ( )k k k k

i i best i best iV W V C P X C r G X+ = + − + −                      (4.1) 

 

The displacement of the particles is computed using the following equation 

 
1 1k k k

i i iX X V+ += +                                                       (4.2) 

 

And the terms denote the following meanings,  

 

W = weight of Inertia 

 

C1, C2 = Constants of Acceleration 

 

R1, R2 = Random functions  
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Xi
k = Displacement of the particle in the tth iteration  

 

Xi
k+1 = Displacement of the nth particle in the (k+1)th iteration  

 

Vi
k = Velocity of the nth particle in the tth iteration  

 

Vi
k+1 = Velocity of the particle in the (k+1)th iteration  

 

Pbest = value of the nth particle of Personal best 

 

Gbest = value among the entire population of Global best 

 

4.1.8 Flowchart of PSO 

 

The sequential flow of the operations and the algorithm's execution is described in the parts 

following, 

 

Step 1. Generate the algorithm by initiate random population of particles.  

 

Step 2. Calculate the fitness function of each particle 

 

Step 3.Compare the present fitness value with previous best value.  

 

Step 4. Compute the updated movement.  

 

Step 5. Compare the personal best solutions of all particles to get the global best value.  

 

Step 6. Update the particle’s position and velocity.  

 

Step 7. Execute the algorithm for the number specified number of iterations.  

 

Step 8. If the total number of iterations is not completed, repeat the algorithm from step 3.  

 

Step 9. When the iterations are completed, we get Global best as optimal solution 
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Fig. 4.1. Flowchart of PSO 

 

4.2 Survey of Firefly Algorithm 

 

The Firefly Algorithm is a form of the search algorithm that belongs to the Swarm Intelligence 

Algorithm (SIA), was proposed in 2008 [33]. The dynamic colony behavior of fireflies inspired 

the optimization of this technique. Bioluminescence is a biological process that gives fireflies 

their illuminating abdomens. Their social ritual revolves around their ability to emit light. 

Fireflies use their glowing anatomy as signals to find food, find shelter, and defend their 

community from predators.  

In this way, the proper use of group information to achieve a common goal is demonstrated. The 

aforementioned behavior is important in the algorithm used to find the best solutions in a search 

space. 
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4.2.1 Identification of FA 

 

Xin She Yang's Firefly Algorithm is a new generation of a meta-heuristic algorithm determined 

by the social behavior of fireflies in the cloudless sky in the tropical [33]. Fireflies utilize 

luminescence in diverse lighting rhythms to connect, hunt for food, and attract mates. Several 

meta-heuristic algorithms can also be developed by emulating nature. Some of the lighting 

characteristics of fireflies were abstracted to develop a firefly-inspired algorithm. The population 

size is calculated by the overall number of fireflies in the swarm. FA can address poorly defined 

problems with imperfect data sets because it is also a stochastic process.  

Furthermore, the firefly method powered by swarm intelligence (SI) employs a multi-agent body 

with a decentralized approach to sweep the search space, implying that individuals move 

independently of any external coordinator [75]. The SI method also displays strong, versatile, 

and self-orchestrated qualities while implementing FA in a simple manner [76]. All of these 

properties, when combined, make the FA a strong candidate for optimization and promising 

results. 

 

4.2.2 Features of FA 

 

The Firefly Algorithm is an optimization method that uses metaheuristics, stochastics, and 

artificial intelligence. By its very nature, metaheuristics guide the production of optimum or 

nearly-optimized solutions through an iterative process [77]. Furthermore, it is non-deterministic 

and uses an approximation strategy to find answers [78]. FA can address poorly defined 

problems with imperfect data sets because it is also a stochastic process. Only the following three 

criteria were applied for the sake of simplification [33].  

 

1. All fireflies are unisex, which means that a firefly would be captivated by some other firefly 

irrespective of race and gender 

 

2. The attractiveness of fireflies is proportionate to how bright they are. When there are two 

flashing fireflies, the less bright will move towards the brighter one. The brightness of the firefly 

is proportional to their attractiveness, which diminishes as the distances among species grow. If 

there are no light fireflies in the neighborhood, the firefly will move arbitrarily. 

3. The luminance of a firefly gets controlled or determined by the objective function's landscape. 

(As a result, an ideal method's luminance can be proportionate to the scaling factor.) 

 

The modulation of luminance and the creation of desirability are two significant challenges in the 

FA. For simplification, we can presume that a firefly's desirability is defined by its luminance or 

light intensity, which is linked to the stored optimal solution [75]. 
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4.2.3 Exploitation and Exploration in FA 

 

The Firefly Algorithm (FA), which is inspired by swarm intelligence, exhibits two distinct 

behaviors that substantially influence the individual's performance: Exploitation and Exploration. 

Exploitation refers to the characteristics of a local survey in which data from the optimal solution 

is used to generate more remedies. In FA, attractiveness is linked to the problem to be solved. 

Hence the co-efficient of attraction is crucial in exploitation.  On the other hand, Exploration is 

associated with the idea of searching the full search region for various solutions. The 

randomization factor aids the investigation, and random vectors are associated with the idea of 

searching the entire search region for various solutions. A balance involving exploitation and 

exploration must be established to optimize the algorithm's efficient functioning [79]. 

 

 

4.2.4 Methodology FA 

 
The problem to be optimized is translated into an objective function in the algorithm. The 

objective function is associated with the brightness of the fireflies which is programmed to be 

minimized for our desired objective. This affirms the acquisition of better solutions as brighter 

fireflies denote optimal solutions. The generation of possible solutions occurs due to the free 

movement of the fireflies, which is influenced by the attractive factor of relevant fireflies, 

distance between them, random functions, and their ability to absorb light [80]. The algorithm 

starts with a population of fireflies ready to survey the search space that the programmer has 

specified. Then, to produce a solution, each agent reaches a position in the search region based 

on the attraction of the other firefly. Both brightness and distance are taken into account when 

pursuing the alluring firefly. Similarly, the light absorption coefficient and the randomization 

factor play a role in determining the position. After that, the beautiful firefly's current posture is 

evaluated in terms of attractiveness. If the new position's attractiveness is higher than the 

previous one, the related position is used to update the new one. On the other hand, if the 

attractiveness does not increase, the firefly will remain in the same position. While updating the 

positions of the fireflies and simultaneously seeking better solutions, the process is halted after 

the specified number of iterations are completed. 

 

4.2.5 Mathematical Model of FA 

 
The movement of firefly pth is attracted to another more attractive (brighter) firefly qth is 

determined by 

 

 
21

0 ( )t t r t t t

p p q p t px x e x x  + −= + − +                                  (4.3) 
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The totems used in the equations above are described as such: 

 

xp
t+1 = Position of Firefly n in the present state. 

 

xq
t = Position of Firefly b, which is brighter than Firefly n, in the previous state. 

 

xp
t) = Position of Firefly n in the previous state. 

 

β0 = Co-efficient of absorption of light. 

 

r = Boundaries of search space signified by a vector of random values following uniform 

distribution at time t. 

 

4.2.6 Flowchart of FA 

 
The sequential flow of the operations and the algorithm's execution is described in the parts 

following:  

Step 1. Implementation of Parameters 

 

Step 2. Initiate a random population of fireflies to initialize the algorithm.  

 

Step 3. Create a set of random variables for fireflies 

 

Step 4. Compare the desirability of the firefly with respect to its previous position.  

 

Step 5. If desirability enhances, use the corresponding position to update the new position. 

  

Step 6. Determine the luminance based on fitness function  

 

Step 7. Find the most effective firefly  

 

Step 8. Move fireflies according to the desirability. 

 

Step 9. Reach to optimum Solution 
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Fig. 4.2. Flowchart of FA 

 

 

4.3 Survey of Ant Colony Optimization for Continuous Domain 

 
In the recent decade, evolutionary and meta-heuristic algorithms have been frequently used to 

tackle reservoir operation optimization problems. The Ant Colony Optimization (ACO) approach 

was initially published in the early 1990s to address combinatorial optimization problems like 

the traveling salesman and quadratic assignment problems. Real-life ant colonies' foraging 

behavior inspired it. A new algorithm called ACOR introduced by Socha and Dorigo, is the most 

recent approach that still benefits from the core concepts of ACO (2006) [81]. They used 

traditional benchmark tasks to evaluate the algorithm and discovered that ACOR beat earlier ant-

related algorithms in continuous domains. This research presents the first application of the 

ACOR approach to a reservoir operation optimization problem with 60 and 120 operating 

periods. The current case study shows that ACOR beats the other ant-based algorithms employed 

by other academics [81]. 
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4.3.1 Identification of ACOR 

 

ACO is developed by the ant's browsing behavior which was first used to address discrete 

optimization problems. The continuous domains were added to the ant colony optimization 

proposed by Socha and Dorigo [82], called ACOR. ACOR changes its pheromone information 

based on the components of successful solutions obtained during training Feed-Forward Neural 

Networks (FFNN) just as the normal ACO algorithm. In conventional ACO, however, once the 

pheromone information has been updated, the actual solutions identified by the ants are 

discarded. ACOR, on the other hand, keeps track of a limited number of candidate solutions and 

keeps the pheromone data structure as a solution archive. Probability density functions replace 

the discrete probability distributions utilized in the solution formulation by ACO algorithms for 

combinatorial optimization in ACOR (PDFs). For the generation of these PDFs over the search 

space, ACOR employs a solution archive. ACOR also generates multimodal PDFs using sums of 

weighted Gaussian functions [83]. 

 

4.3.2 Advantages and Disadvantages of ACOR 

 

The ACOR has the following advantages: 

 

1. The ACOR algorithm aids in the solution of large-scale continuous optimization issues. 

 

2. ACOR maintains as much variation as feasible in order to examine more parts of the search 

space before settling on a possible local optimum. 

 

3. The candidate solutions are used to change the probability distribution in a way that is thought 

to favor high-quality solutions in future sampling. 

 

When dealing with substantial dimensional problems, ACOR had several limitations. 

 

1. The algorithm's fundamental flaw was a rapid loss of variety, which had a noticeable 

detrimental influence on the effectiveness of the findings it produced. 

 

2. Unlike most standard ACO algorithms, ACOR does not really permit heuristic information 

when training neural networks. 

 

4.3.3 Features of ACOR 

 

ACO is developed by the ant's browsing behavior which was first used to address discrete 

optimization problems. The continuous domains were added to the ant colony optimization 

proposed by Socha and Dorigo [81], called ACOR. ACOR is the first method for continuous 

domains that may be categorized as an ACO algorithm [82]. The ACOR method is intended to 

produce a series of probability density functions (PDFs). PDFs supplant the discrete probability 

distributions utilized in the solution formulation by ACO algorithms for combinatorial 

optimization in ACOR. 
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4.3.4 Methodology ACOR 

 

ACO is developed by the ant's browsing behavior which was first used to address discrete 

optimization problems. ACOR is the first method for continuous domains that may be 

categorized as an ACO algorithm. The intention of the ACOR was to produce a series of 

probability density functions (PDFs). PDFs supplant the discrete probability distributions utilized 

in the solution formulation by ACO algorithms for combinatorial optimization in ACOR. For the 

development of these PDFs over the search space, ACOR implements a solution archive [82]. 

ACOR also develops heterogeneous PDFs using sums of weighted Gaussian functions. To model 

the multi-promising area of search space, a Gaussian kernel pdf has been proposed. In 

conventional ACO, however, once the pheromone information has been updated, the actual 

solutions identified by the ants are discarded. ACOR, on the other hand, keeps track of a limited 

number of candidate solutions and keeps the pheromone data structure as a solution archive. The 

ACOR algorithm's training procedure can be broken into two parts: solution construction and 

pheromone production updating. The phase of solution construction is the most important. Each 

ant in ACOR generates a proposed solution. Ant is influenced by one when generating its 

solution in the archive table of solutions. A solution archive named T is used to maintain track of 

several solutions in ACOR. The number of kernels that adhere to the Gaussian kernel equals the 

cardinality of archive T, which is k. As a result, the solutions in T are used to construct 

probability density functions for Gaussian kernels dynamically. More specifically, the three 

parameters , q , q  and  must be determined in order to obtain the Gaussian kernel pqG . As a 

result, the values of the pqth variable of the k solutions in T become elements of vector q  for 

each Gj. Each component of the deviation vector q is considered as follows: 

 

1 1

ep q

q

k

e

x x

k=

 − 
= 

−
                                                      (4.4) 

This means that the average distance between the chosen solutions qx  and other solutions in the 

archive is calculated and multiplied by the parameter   at each step pq [84]. The parameter   > 

0 behaves similarly to ACO's pheromone evaporation coefficient. The algorithm will be less 

biased towards locations that have already been explored and kept in the archive if the 

appropriate selection of   is made. The lower the value of  , the faster the algorithm will 

converge. 

 

4.3.5 Mathematical Model of ACOR 

 

To develop these PDFs over the search space, ACOR implements a solution archive. ACOR also 

develops heterogeneous PDFs using sums of weighted Gaussian functions. ( )qg x  as ( )pqG x . 
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Where k is the number of single pdfs contained in the Gaussian kernel pdf at the pqth building 

step 

q and q  are vectors of size k that define the heaviness, and standard deviations associated with 

the individual Gaussian functions at the  building phase. 

 
4.3.6 Flowchart of ACOR 

 

The sequential flow of the operations and the algorithm's execution is described in the parts 

following,  

 

Step 1. Initiate population to initialize the algorithm 

 

Step 2. Calculate the new solution and probability  

 

Step 3. Execute the algorithm for the number specified number of iterations. 

 

Step 4. Calculate heaviness and standard deviations  

 

Step 5. Generate the new solution with respect to calculated heaviness and standard deviations 

 

Step 6. Discard the unfit solution from the population 

 

Step 7. Algorithm will give the optimal solution if convergence occur, if doesn’t occur repeat the 

step from 3 
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Fig. 4.3. Flowchart of ACOR 
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CHAPTER 5 

 

IMPLEMENTATION OF SWARM INTELLIGENCE 

ALGORITHM BASED PID CONTROLLER 

 

By ushering DC-DC converters through the continuous growth of power regulators from linear 

to switching stage [85-88], Power Electronics has created a new sort of industrial revolution in 

the conversion and control of electric power. LED drivers, laptops and computers, electric cars, 

hydropower plants, solar systems, and many more applications benefit greatly from DC-DC 

converters [89-92]. However, due to the action of the switches, these converters have nonlinear 

temperaments, manifesting bigger ripples in output voltage and peak overshoot [93-95]. As a 

result, several control strategies focused on modulating the output voltage are used in DC-DC 

converters to achieve improved performance [96]. PID control is the most well-known and 

widely used of the numerous control approaches for power converters. The usual method, on the 

other hand, makes determining the precise value of the PID parameters very complex and time-

consuming. As a result, SIA is linked to the PID controller in order to obtain optimal values for 

the PID parameters, which are then used in the closed-loop evaluation of the DC-DC converter's 

stability. 

 

5.1 PID Controller 

 

Feedback control is a control mechanism that keeps the output value in check by sending the 

error back to the controller and guiding the input toward a more accurate system. Positive and 

negative feedback control systems are the two most common forms of feedback control systems. 

The size of the input is raised in positive feedback by adding the output to the input. In the case 

of negative feedback, the size of the input is reduced by subtracting the output from the input. As 

a result, positive feedback enhances the amplifier's gain whereas negative feedback decreases it 

[97]. Many process controls, such as PI, PD, and PID controllers, are based on this feedback 

mechanism for safe and productive facilities. In recent years, the notion of PID has become 

widely applied in industrial process feedback control. The field of automatic steering systems 

saw the first theoretical analysis and practical application [98]. It was later employed in the 

manufacturing industry for automatic process control, where it was widely applied in pneumatic 

and then electronic controllers [99]. The PID principle is now widely employed in applications 

that require precise and optimal automatic control [100-102]. 
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5.1.1 Outline of PID Controller 

 

The Proportional, Integral, and Derivative components of a PID controller, a control loop 

feedback mechanism, are made up of three sections. As a result, it's also known as a three-term 

controller, with terms modified using exploratory approaches such as analytical methods and 

various optimization techniques including PSO, FA, and ACOR. Fig. 5.1 depicts the structure of 

a MATLAB-based PID controller. 

 

 
Fig. 5.1. Simulink Model of PID Controller 

 

𝑒(𝑡) = 𝑆𝑃 − 𝑃𝑉 defines error value as the difference between a preferred set point (SP) and a 

computed process variable  (PV), as shown in Fig. 5.1. A PID controller uses proportional, 

integral, and derivative portions to offer a correction based on this error value. 

The equation of controller output according to the PID algorithm can be stated as [103], 

𝑢(𝑡) = 𝐾𝑃𝑒(𝑡) + 𝐾𝐼 ∫ 𝑒(𝑡)𝑑𝑡 + 𝐾𝐷
𝑑

𝑑𝑡
𝑒(𝑡)                                (5.1) 

Thus, the transfer function of the PID controller is denoted as, 

𝑈(𝑠)

𝐸(𝑠)
= 𝐾𝑃 +

𝐾𝐼

𝑠
+ 𝐾𝐷𝑆                                                  (5.2) 
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Here, 𝑢(𝑡) represents controller output. Error, 𝑒(𝑡) = 𝑟(𝑡) − 𝑦(𝑡) where 𝑟(𝑡) indicates reference 

variable and 𝑦(𝑡) indicates computed process variable. The tuning parameter of controllers are 

KP (proportional gain), KI (integral gain), and KD (derivative gain). 

 

5.1.2 Tuning of PID Controller 

 

Tuning a PID controller entails adjusting the gain values of proportional, integral, and derivative 

terms in order to improve the system's response by removing steady-state error, decreasing 

overshoot, and achieving a short rise and settling time. As a result, the effect of the tuning 

settings is as follows: 

 

✓ Proportional term (P): 

P is based on the current error, whereas KP has an impact on both the rising time and the 

steady-state error. It can lower both the rising time and the steady-state error, however 

complete eradication is not attainable. P's mathematical expression is as follows: 

 

𝑃 = 𝐾𝑃𝑒(𝑡)                                                          (5.3) 

 

✓ Integral term (I): 

I rely on the accumulation of previous errors. In return for making the transient reaction 

slower, KI can be tuned to eliminate the steady-state inaccuracy. I can be expressed 

mathematically as follows: 

 

𝐼 = 𝐾𝐼 ∫ 𝑒(𝑡)𝑑𝑡                                                      (5.4) 

 

✓ Derivative term (D): 

D is reliant on the forecasting of future errors. The tweaking of kd can improve the 

system's stability by lowering overshoot and improving the transient responsiveness. D's 

mathematical expression is as follows: 

 

𝐷 = 𝐾𝐷
𝑑

𝑑𝑡
𝑒(𝑡)                                                      (5.5) 

 

5.2 Objective Function 

 

The goal function is a real-valued function that is maximized or minimized to improve the 

response of a system. As a result, in this scenario, several integral performance functions such as 

IAE, ITAE, ISE, and ITSE are applied to increase system stability while minimizing steady-state 

error [104]. 
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✓ Integral Absolute Error (IAE): 

IAE is based on the integration of the absolute error over time in which no weight is 

added to errors in a system’s response. The mathematical expression of IAE is given by,  

 

𝐼𝐴𝐸 = ∫ |𝑒(𝑡)|
𝜏

0
𝑑𝑡                                                  (5.6) 

 

 

✓ Integral Squared Error (ISE): 

ISE is based on the integration of the square of the error over time where large errors are 

prioritized for elimination. The mathematical expression of ISE is given by, 

 

𝐼𝑆𝐸 = ∫ 𝑒(𝑡)2𝜏

0
𝑑𝑡                                                     (5.7) 

 

 

✓ Integral Time Squared Error (ITSE): 

ITSE is based on the integration of the square of the error that is multiplied by the time 

over time. The mathematical expression of ITSE is given by, 

 

𝐼𝑇𝑆𝐸 = ∫ 𝑡. 𝑒(𝑡)2𝜏

0
𝑑𝑡                                                 (5.8) 

 

 

✓ Integral Time Absolute Error (ITAE): 

ITAE is based on the integration of the absolute error that is multiplied by the time over 

time where errors are weighted. The mathematical expression of ITAE is given by, 

 

𝐼𝑇𝐴𝐸 = ∫ 𝑡. |𝑒(𝑡)|
𝜏

0
𝑑𝑡                                                (5.9) 

 

 

5.3 Layout of SIA-PID Controller 

 

To conduct closed-loop stability study on DC-DC converters, a PID controller is tuned by 

optimizing values of KP, KI, and KD utilizing the Swarm Intelligence Algorithms (FA, PSO, and 

ACOR) mechanism [105-106]. Figure 4.2 shows the general design of this approach. The error is 

continuously regulated, resulting in a compatible output. For this, SIA uses four error formulas 

(IAE, ISE, ITAE, and ITSE) to analyze the objective function's performance across a number of 

repetitions. As a result, the optimal solution obtained through this procedure produces 

satisfactory outcomes. 
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Fig. 5.2. Layout of Optimized PID Controller 
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CHAPTER 6 

 

RESULTS AND SIMULATION 

 
In this research, the circuit was constructed in Simulink to evaluate the SEPIC converter's 

performance and its modifications for three distinct optimization algorithms. All simulations and 

tunings were performed in MATLAB. The response of an open-loop and a conventional closed-

loop system is first tested, and the performance characteristics are reported in both tabulated and 

illustrative form. Next, the system's responses for FA, PSO, and ACOR-based PID controllers are 

simulated for different fitness functions in the algorithms to achieve improved performance. 

After that, the controller values (KP, KI, and KD) and performance parameters are tabulated. As a 

result, a comparative analysis of algorithms is conducted, and an optimal controller is 

investigated, ensuring the SEPIC converter and its variants' stability. Later, the transfer function 

and pole-zero mapping for various optimization techniques' fitness functions are listed and 

depicted. 

 

6.1 Performance Parameters 

 

The characteristics of step responses for open-loop and closed-loop systems, such as percentage 

of overshoot, rise time, settling time, and peak amplitude, are considered the system's 

performance parameters. In addition, it helps in stability analysis of the SEPIC converter and its 

variants.  

✓ Percentage of overshoot (%OS): 

The occurrence of a signal exceeding its desired output is called the overshoot. 

The %OS represents the overshoot of the steady-state value at the peak time in 

percentage. The equation for %OS is given as, 

 

%𝑂𝑆 = 𝑒

𝜋𝜁

√1−𝜁2
× 100                                        (6.1) 

 

Here, 𝜁 represents the damping ratio that prevents oscillation. 

 

✓ Rise time (Tr): 

The time required for the response to rise from 10% to 90% (0.1 to 0.9) of the 

steady-state response. The equation for Tr is given as, 

 

𝑇𝑟 =
𝜋−𝜑

𝜔𝑛√1−𝜁2
× 100                                        (6.2) 

 

✓ Settling time (Ts): 
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The time required for holding the ±2% of the steady-state value. The equation for 

Ts is given as, 

 

𝑇𝑠 =
4

𝜁𝜔𝑛
                                                (6.3) 

 

✓ Peak Amplitude: 

The peak output value of the response is called as peak amplitude. 

 

 

 

6.2 Unidirectional SEPIC Converter 
 

 

6.2.1. Open-Loop Response 

 
 

Using Simulink, the circuit for unidirectional SEPIC has been designed, which is depicted in Fig. 

6.1. With the help of the system identification toolbox, the transfer function for the open-loop 

system has been obtained through exploring the input and output data from Simulink, with four 

poles and three zeros. Table 6.1 presents the parameters of the unidirectional SEPIC converter 

that have been used in the simulation. 

 

TABLE 6.1. PARAMETERS OF UNIDIRECTIONAL SEPIC CONVERTER 

Variable Name Symbol Value 

Input Voltage Vin 20 V 

Output Voltage Vo 20 V 

Duty Cycle D 50% 

Switching Frequency fs 100 kHz 

Inductor L1, L2 100 μH  

Capacitor C1, C2 0.8 mF, 3mF 

Load Resistance R 1  
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Fig. 6.1. Model of Open-Loop Unidirectional SEPIC by Simulink 

 

The transfer function of the open-loop unidirectional SEPIC converter is as follows: 

0.001369s
3
+ 1.182 × 10

−5
s2 + 3.972×10

-8
s + 3.018×10

-11

s4+0.007753s
3
+ 2.201 × 10

−5
s2 + 4.588×10

-8
s + 3.14×10

-11
 

 

The step response for open-loop system of the unidirectional SEPIC converter is depicted in Fig. 

6.2. 

 
Fig. 6.2. Step Response of Open-Loop System of Unidirectional SEPIC 
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From the step response shown in Fig. 6.2, it is observed that percentage of overshoot is 

28.1341%, rise time is 517.5047 seconds, settling time is 4115.0 seconds, and peak amplitude is 

1.2316. So it can be said that overshoot is very high for this open-loop response which must be 

reduced for having safe application of the converters. 

 

6.2.2. Closed-Loop Response with PID Controller 

 

To improve the system’s performance, closed-loop techniques are used. In our research, we used 

PID controller for the closed-loop system. The circuit for closed-loop unidirectional SEPIC with 

conventional PID controller has been designed in Simulink, depicted in Fig. 6.3. Then, the 

controller was manually tuned using the MATLAB PID Tuner App, and gain values 

(KP=2991.7895, KI=1904.3107, KD=59.9963) were achieved for the typical PID controller. After 

then, a step response, as shown in Fig. 6.4, is examined for its many properties in order to assess 

the system's stability. 

 

 

Fig. 6.3. Step Response of Closed-Loop System with PID Controller of Unidirectional SEPIC 
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The transfer function of the closed-loop unidirectional SEPIC converter is as follows: 

0.08213s
5
+4.096s

4
+2.642s

3
+0.02263s

2
+7.573×10

-5
s+5.747×10

-8

1.082s
5
+4.104s

4
+2.642s

3
+0.02263s

2
+7.573×10

-5
s+5.747×10

-8
 

 

 

Fig. 6.4. Step Response of Closed-Loop System with Conventional PID of Unidirectional SEPIC 

 

The step response shown in Fig. 6.4, shows that the percentage of overshoot is 9.52%, rise time 

is 0.423 seconds, settling time is 3.62 seconds, and peak amplitude is 1.0952. These values are 

less than the open-loop system but not so good as expected. Therefore, the performance 

parameters; Percentage of Overshoot (%OS), Rise Time (Tr), Settling Time (Ts), and Peak 

Amplitude are tabulated for both open-loop and closed-loop analysis, which is presented in Table 

6.2. 

 

TABLE 6.2. PERFORMANCE ANALYSIS OF OPEN-LOOP AND CLOSED-LOOP RESPONSE 

[UNIDIRECTIONAL SEPIC] 

Performance 

Parameters 

Open-Loop 

Response 

Closed-Loop 

Response 

%OS 28.1341 9.52 

Tr (sec) 517.5047 0.423 

Ts (sec) 4115.0 3.62 

Peak Amplitude 1.2316 1.0952 
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6.2.3. Swarm Intelligence Algorithms based PID Controller 

 
Though the closed-loop system with conventional PID controller provides better performance 

than the open-loop system, it is not good enough. So, bio-inspired swarm intelligence 

optimization algorithms are employed in the controller to reduce overshoot, get faster rise time 

and settling time. Moreover, step responses are observed, and gain values along with 

performance parameters are tabulated for FA-PID, PSO-PID, and ACOR-PID. 

 

6.2.3.1. FA-PID Controller 

 
The firefly algorithm is first applied to have the optimized gain values for the controller. Using 

the trial and error method, algorithm parameters have been found that are stated in Table 6.3. 

 

TABLE 6.3. PARAMETERS OF FIREFLY ALGORITHM 

Mutation Coefficient α 0.15 

Attraction Coefficient β 0.2 

Light Absorption Coefficient γ 3 

Mutation Coefficient Damping 

Ratio 
αdamp 0.98 

Population Size 40 

No. of Iterations 15 

  

In comparison to the gain values of the conventional PID controller, improved values of the gain 

parameters for the four performance indices (IAE, ISE, ITSE, ITAE) of the FA-PID controller 

have been attained after several simulations in MATLAB, as shown in Table 6.4. The step 

responses of the FA-PID controller's IAE, ISE, ITSE, and ITAE for the unidirectional SEPIC 

converter are shown in Figs. 6.5, 6.6, 6.7, and 6.8. 

 

TABLE 6.4. GAIN VALUES OF FA-PID CONTROLLER [UNIDIRECTIONAL SEPIC] 

Gains 

FA-PID 

IAE ISE ITSE ITAE 

Kp 3276.1 3192.7 3498.7 3635.7 

Ki 362.5098 474.6839 591.9918 1566.6 

Kd 37.5453 42.7113 11.0828 72.2321 
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Fig. 6.5. Step Response of IAE for FA-PID (Unidirectional SEPIC Converter) 

 

 

Fig. 6.6. Step Response of ISE for FA-PID (Unidirectional SEPIC Converter) 
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Fig. 6.7. Step Response of ITSE for FA-PID (Unidirectional SEPIC Converter) 

 

  

 

Fig. 6.8. Step Response of ITAE for FA-PID (Unidirectional SEPIC Converter) 
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Fig. 6.9. Comparative Analysis of Step Responses for FA-PID (Unidirectional SEPIC Converter) 

 

The performance parameters such as Percentage of Overshoot (%OS), Rise Time (Tr), Settling 

Time (Ts), and Peak Amplitude are tabulated for FA-PID, which is presented in Table 6.5. 

 

TABLE 6.5. PERFORMANCE PARAMETERS OF CONVENTIONAL AND FA-PID CONTROLLER 

[UNIDIRECTIONAL SEPIC] 

Performance 

Parameters 

Conventional 

PID 

FA-PID 

IAE ISE ITSE ITAE 

%OS 9.52 2.14 2.84 2.95 6.11 

Tr (sec) 0.423 0.48 0.484 0.423 0.393 

Ts (sec) 3.62 3.08 4.6 4.01 3.97 

Peak 

Amplitude 
1.0952 1.0214 1.0284 1.0295 1.0611 

 
By the observation from Fig. 6.9 and Table 6.5, it is visible that FA-PID of IAE performs better 

than conventional PID and other fitness functions in the percentage of overshoot, settling time, 

and peak amplitude. In addition, FA-PID of ITAE performs better in terms of rise time. Fig. 6.10 

depicts the comparative chart of performance parameters for FA-PID.  
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Fig. 6.10. Comparative Chart of Performance Parameters for FA-PID (Unidirectional SEPIC 

Converter) 

 

 

6.2.3.2. PSO-PID Controller 
 

The Particle Swarm Optimization (PSO) is applied to have the optimized gain values for the 

controller. Using the trial and error method, algorithm parameters have been found that are stated 

in Table 6.6. 

 

TABLE 6.6. PARAMETERS OF PARTICLE SWARM OPTIMIZATION ALGORITHM 

Inertia Coefficient w 0.9 

Damping Ratio of Inertia Coefficient wdamp 0.1 

Personal Acceleration Coefficient C1 0.8 

Social Acceleration Coefficient C2 0.7 

Population Size 40 

No. of Iterations  15 

 

In comparison to the gain values of the conventional PID controller, improved values of the gain 

parameters for the four performance indices (IAE, ISE, ITSE, ITAE) of the PSO-PID controller 

have been attained after several simulations in MATLAB, as shown in Table 6.7. The step 
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responses of the PSO-PID controller's IAE, ISE, ITSE, and ITAE are shown in Figures 6.11, 

6.12, 6.13, and 6.14, respectively. 

 

TABLE 6.7. GAIN VALUES OF PSO-PID CONTROLLER [UNIDIRECTIONAL SEPIC] 

Gains 

PSO-PID 

IAE ISE ITSE ITAE 

Kp 3612.9 3546.8 3747.1 3656.5 

Ki 425.3451 388.7232 480.1782 1468.3 

Kd 30.6525 53.2183 69.9648 48.5017 

 

 
Fig. 6.11. Step Response of IAE for PSO-PID (Unidirectional SEPIC Converter) 
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Fig. 6.12. Step Response of ISE for PSO-PID (Unidirectional SEPIC Converter) 

 

 
Fig. 6.13. Step Response of ITSE for PSO-PID (Unidirectional SEPIC Converter) 
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Fig. 6.14. Step Response of ITAE for PSO-PID (Unidirectional SEPIC Converter) 

 

 
Fig. 6.15. Comparative Analysis of Step Responses for PSO-PID (Unidirectional SEPIC Converter) 
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The performance parameters such as Percentage of Overshoot (%OS), Rise Time (Tr), Settling 

Time (Ts), and Peak Amplitude are tabulated for PSO-PID, which is presented in Table 6.8. 

 

TABLE 6.8. PERFORMANCE PARAMETERS OF CONVENTIONAL AND PSO-PID CONTROLLER 

[UNIDIRECTIONAL SEPIC] 

Performance 

Parameters 

Conventional 

PID 

PSO-PID 

IAE ISE ITSE ITAE 

%OS 9.52 2.0773 1.9757 2.1564 5.7925 

Tr (sec) 0.423 0.4322 0.4540 0.4355 0.3855 

Ts (sec) 3.62 2.4854 2.4418 3.0889 3.9780 

Peak 

Amplitude 
1.0952 1.0208 1.0198 1.0216 1.0579 

 

By the observation from Fig. 6.15 and Table 6.8, it is visible that PSO-PID of ISE performs 

better than conventional PID and other fitness functions in percentage of overshoot, settling time, 

and peak amplitude. PSO-PID of ITAE performs better in terms of rise time. Fig. 6.16 depicts 

the comparative chart of performance parameters for PSO-PID.  

 

 
Fig. 6.16. Comparative Chart of Performance Parameters for PSO-PID (Unidirectional SEPIC 

Converter) 
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6.2.3.3. ACOR-PID Controller 
 

The Ant Colony Optimization for continuous domain (ACOR) is applied to have the optimized 

gain values for the controller. Using the trial and error method, algorithm parameters have been 

found that are stated in Table 6.9.  

 

TABLE 6.9. PARAMETERS OF ANT COLONY OPTIMIZATION ALGORITHM FOR CONTINUOUS 

DOMAIN 

Sample Size nSample 10 

Intensification Factor (Selection 

Pressure) 

q 0.01 

Deviation-Distance Ratio ζ 0.016 

Archive Size 20 

No. of Iterations  20 

 

In comparison to the gain values of the conventional PID controller, improved values of the gain 

parameters for the four performance indices (IAE, ISE, ITSE, ITAE) of the ACOR-PID controller 

have been attained after several simulations in MATLAB, as shown in Table 6.10. The step 

responses of the ACOR-PID controller's IAE, ISE, ITSE, and ITAE are shown in Figures 6.17, 

6.18, 6.19, and 6.20, respectively. 

 

TABLE 6.10. GAIN VALUES OF ACOR-PID CONTROLLER [UNIDIRECTIONAL SEPIC] 

Gains 

ACOR-PID 

IAE ISE ITSE ITAE 

Kp 3419.5 3329.8 3495.1 3491.5 

Ki 493.6268 433.8923 354.2103 1903.3 

Kd 98.1286 87.4715 81.5848 45.9601 
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Fig. 6.17. Step Response of IAE for ACOR-PID (Unidirectional SEPIC Converter) 

 

 
Fig. 6.18. Step Response of ISE for ACOR-PID (Unidirectional SEPIC Converter) 

 



67 | P a g e  
 

 
Fig. 6.19. Step Response of ITSE for ACOR-PID (Unidirectional SEPIC Converter) 

 

 
Fig. 6.20. Step Response of ITAE for ACOR-PID (Unidirectional SEPIC Converter) 
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Fig. 6.21. Comparative Analysis of Step Responses for ACOR-PID (Unidirectional SEPIC 

Converter) 

 

The performance parameters such as Percentage of Overshoot (%OS), Rise Time (Tr), Settling 

Time (Ts), and Peak Amplitude are tabulated for PSO-PID, which is presented in Table 6.11. 

 

TABLE 6.11. PERFORMANCE PARAMETERS OF CONVENTIONAL AND ACOR-PID CONTROLLER 

[UNIDIRECTIONAL SEPIC] 

Performance 

Parameters 

Conventional 

PID 

ACOR-PID 

IAE ISE ITSE ITAE 

%OS 9.52 2.5852 2.4241 1.8603 7.6137 

Tr (sec) 0.423 0.4851 0.4952 0.4781 0.3798 

Ts (sec) 3.62 4.5228 4.2980 2.3414 3.6034 

Peak 

Amplitude 
1.0952 1.0258 1.0242 1.0186 1.0761 

 

By the observation from Fig. 6.21 and Table 6.11, it is visible that ACOR-PID of ITSE performs 

better than conventional PID and other fitness functions in percentage of overshoot, settling time, 

and peak amplitude. ACOR-PID of ITAE performs better in terms of rise time. Fig. 6.22 depicts 

the comparative chart of performance parameters for ACOR-PID.  
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Fig. 6.22. Comparative Chart of Performance Parameters for ACOR-PID (Unidirectional SEPIC 

Converter) 

 

 

6.2.3.4. Comparative Analysis 
After implementing all three swarm intelligence optimization algorithms in the unidirectional 

SEPIC converter, a comparison of performance parameters for optimum PID controller is shown 

in Table 6.12 based on the better performing fitness function of Table 6.5, 6.8, 6.11. 

Furthermore, an overall comparative analysis of step responses is shown in Fig. 6.22 based on 

the best-performing gain values for the unidirectional SEPIC converter.  

 

TABLE 6.12. COMPARATIVE PERFORMANCE PARAMETERS OF PID CONTROLLER 

(UNIDIRECTIONAL SEPIC CONVERTER) 

 

Attributes Symbols 

PID Controllers 

Conventional 

PID 
FA-IAE PSO-ISE ACOR-ITSE 

 

Performance 

Parameters 

%OS 9.52 2.14 1.9757 1.8603 

Tr (sec) 0.423 0.48 0.4540 0.4781 

Ts (sec) 3.62 3.08 2.4418 2.3414 

Peak 

Amplitude 
1.0952 1.0214 1.0198 1.0186 
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Gain Values 

Kp 2991.7895 3276.1 3546.8 3495.1 

Ki 1904.3107 
362.509

8 
388.7232 354.2103 

Kd 59.9963 37.5453 53.2183 81.5848 

 

 
Fig. 6.23. Overall Comparative Step Response Analysis of PID Controller (Unidirectional 

SEPIC Converter) 

 

By the observation from Table 6.12 and Fig. 6.23, it is evident that ACOR-ITSE performs better 

in terms of percentage of overshoot (1.8603%), settling time (2.3414 sec), and peak amplitude 

(1.0186). Fig. 6.24 depicts an overall comparative chart of optimum PID controller for 

unidirectional SEPIC converter.  
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Fig. 6.24. Overall Comparative Chart of Optimum PID Controller (Unidirectional SEPIC 

Converter) 

 

6.3 Bidirectional SEPIC Converter 
 

6.3.1. Open-Loop Response 
 

Using Simulink, the circuit for bidirectional SEPIC has been designed, which is depicted in Fig. 

6.25. With the help of the system identification toolbox, the transfer function for the open-loop 

system has been obtained through exploring the input and output data from Simulink, with four 

poles and three zeros. Table 6.13 presents the parameters of the bidirectional SEPIC converter 

that have been used in the simulation. 

TABLE 6.13. PARAMETERS OF BIDIRECTIONAL SEPIC CONVERTER 

Parameter Symbol Value 

Input Voltage Vin 20 V 

Output Voltage Vo 20 V 

Duty Cycle d 50% 

Switching Frequency fs 100 KHz 

Inductor L1, L2 10 𝜇H 

Capacitor C1, C2 47.62 𝜇F, 125 𝜇F  

Load Resistance Ro 1  
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Fig. 6.25. Model of Open-Loop Bidirectional SEPIC by Simulink 

 

The transfer function of the open-loop unidirectional SEPIC converter is as follows: 

0.03706𝑠3 − 8.257 × 10−5𝑠2 + 3.128 × 10−6𝑠 + 4.756 × 10−10

𝑠4 + 0.1188𝑠3 + 0.0002963𝑠2 + 3.286 × 10−6𝑠 + 84.919 × 10−10
 

 

The step response for open-loop system of unidirectional SEPIC converter is depicted in Fig. 

6.25. 
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Fig. 6.26. Step Response of Open-Loop System of Bidirectional SEPIC 

The step response shown in Fig. 6.26, shows that the percentage of overshoot is 37.7691%, rise 

time is 382.1369 seconds, settling time is 3282.0 seconds, and peak amplitude is 1.3320. So, it 

can be said that overshoot is very high for this open-loop response which must be reduced for 

having the safe application of the converters. 

6.3.2. Closed-Loop Response with PID Controller 

 
The PID controller for the closed-loop system has been used for the Bidirectional SEPIC 

converter as well. The circuit for closed-loop bidirectional SEPIC with conventional PID 

controller has been designed in Simulink, which is depicted in Fig. 6.27. The controller was 

manually tuned using the MATLAB PID Tuner App, and gain values (KP=415.212, 

KI=1294.1967, KD=2.127) were achieved for the typical PID controller. After then, a step 

response, as shown in Fig. 6.28, is examined for its many properties in order to assess the 

system's stability. 

 

 

Fig. 6.27. Step Response of Closed-Loop System with PID Controller of Bidirectional SEPIC 

 

The transfer function closed-loop of bidirectional SEPIC converter is as follows: 

0.07883𝑠5 + 15.39𝑠4 + 47.93𝑠3 − 0.1056𝑠2 + 0.004048𝑠 + 6.155 × 10−7

1.079𝑠5 + 15.51𝑠4 + 47.93𝑠3 − 0.1056𝑠2 + 0.004048𝑠 + 6.155 × 10−7
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Fig. 6.28. Step Response of Closed-Loop System with Conventional PID of Bidirectional SEPIC 

 

From the step response shown in Fig. 5.22, it is observed that the percentage of overshoot is 

10.8875%, rise time is 0.1070 seconds, settling time is 0.8173 seconds, and peak amplitude is 

1.1089. These values are less than the open-loop system but not so good as expected. The 

performance parameters; Percentage of Overshoot (%OS), Rise Time (Tr), Settling Time (Ts), 

and Peak Amplitude, are tabulated for both open-loop and closed-loop analysis, which is 

presented in Table 6.14. 

 

TABLE 6.14. PERFORMANCE ANALYSIS OF OPEN-LOOP AND CLOSED-LOOP RESPONSE 

[BIDIRECTIONAL SEPIC] 

Performance 

Parameters 

Open-Loop 

Response 

Closed-Loop 

Response 

%OS 37.7691 10.8875 

Tr (sec) 382.1369 0.1070 

Ts (sec) 3282.0 0.8173 

Peak Amplitude 1.3320 1.1089 

 

6.2.3. Swarm Intelligence Algorithms based PID Controller 
 

Though the closed-loop system with conventional PID controller provides better performance 

than the open-loop system, it is not good enough. So, bio-inspired swarm intelligence 

optimization algorithms are employed in the controller to reduce the overshoot, get faster rise 

time and settling time. Moreover, step responses are observed, and gain values and performance 

parameters are tabulated for FA-PID, PSO-PID, and ACOR-PID. 
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6.3.3.1. FA-PID Controller 
 

The Firefly Algorithm is first applied to have the optimized gain values for the controller. Then, 

the same parameters of firefly algorithm stated in Table 6.3 have been used in the bidirectional 

SEPIC converter. In comparison to the gain values of the traditional PID controller, improved 

values of the gain parameters for the four performance indices (IAE, ISE, ITSE, ITAE) of the 

FA-PID controller have been attained after several simulations in MATLAB, as shown in Table 

6.15. The step responses of the FA-PID controller's IAE, ISE, ITSE, and ITAE for bidirectional 

SEPIC Converter are shown in Figures 6.29, 6.30, 6.31, and 6.32, respectively. 

TABLE 6.15. GAIN VALUES OF FA-PID CONTROLLER FOR BIDIRECTIONAL SEPIC 

Gains 

FA-PID 

IAE ISE ITSE ITAE 

Kp 827.5014 868.6958 893.0344 869.1520 

Ki 209.9814 356.2909 484.1214 1500 

Kd 2.9901 5.2010 4.7019 3.4094 

 

 
Fig. 6.29. Step Response of IAE for FA-PID (Bidirectional SEPIC Converter) 
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Fig. 6.30. Step Response of ISE for FA-PID (Bidirectional SEPIC Converter) 

 

 
Fig. 6.31. Step Response of ITSE for FA-PID (Bidirectional SEPIC Converter) 
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Fig. 6.32. Step Response of ITAE for FA-PID (Bidirectional SEPIC Converter) 

 

 
Fig. 6.33. Comparative Analysis of Step Responses for FA-PID (Bidirectional SEPIC Converter) 
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The performance parameters such as Percentage of Overshoot (%OS), Rise Time (Tr), Settling 

Time (Ts), and Peak Amplitude are tabulated for FA-PID which is presented in Table 6.16. 

 

TABLE 6.16. PERFORMANCE PARAMETERS OF CONVENTIONAL AND FA-PID CONTROLLER FOR 

BIDIRECTIONAL SEPIC 

Performance 

Parameters 

Conventional 

PID 

FA-PID 

IAE ISE ITSE ITAE 

%OS 10.8875 0.3212 0.7543 1.1200 3.8034 

Tr (sec) 0.1070 0.0785 0.0790 0.0748 0.0670 

Ts (sec) 0.8173 0.1349 0.1311 0.1217 0.6704 

Peak 

Amplitude 
1.1089 1.0032 1.0075 1.0112 1.0381 

 

By the observation from Fig. 6.33 and Table 6.16, it is visible that FA-PID of IAE performs 

better than conventional PID and other fitness functions in percentage of overshoot and peak 

amplitude. FA-PID of ITSE performs better in terms of settling time. FA-PID of ITAE performs 

better in terms of rise time. Fig. 6.34 depicts the comparative chart of performance parameters 

for FA-PID for bidirectional SEPIC.  

 

 
Fig. 6.34. Comparative Chart of Performance Parameters for FA-PID (Bidirectional SEPIC Converter) 
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6.3.3.2. PSO-PID Controller 
 

The Particle Swarm Optimization (PSO) is applied to have the controller's optimized gain values. 

The exact parameters of the particle swarm optimization algorithm stated in Table 6.6 have been 

used in the bidirectional SEPIC converter. In comparison to the gain values of the conventional 

PID controller, improved values of the gain parameters for the four performance indices (IAE, 

ISE, ITSE, ITAE) of the PSO-PID controller have been attained after several simulations in 

MATLAB, as shown in Table 6.17. The step responses of the PSO-PID controller's IAE, ISE, 

ITSE, and ITAE for bidirectional SEPIC Converter are shown in Figs. 6.35, 6.36, 6.37, and 6.38, 

respectively. 

TABLE 6.17. GAIN VALUES OF PSO-PID CONTROLLER [BIDIRECTIONAL SEPIC] 

Gains 

PSO-PID 

IAE ISE ITSE ITAE 

Kp 798.2994 879.5768 884.3250 866.2155 

Ki 217.1921 471.5866 213.99 1376.8 

Kd 3.4709 4.8195 5.2295 5.6239 

 

 
Fig. 6.35. Step Response of IAE for PSO-PID (Bidirectional SEPIC Converter) 

 



80 | P a g e  
 

 
Fig. 6.36. Step Response of ISE for PSO-PID (Bidirectional SEPIC Converter) 

 

 
Fig. 6.37. Step Response of ITSE for PSO-PID (Bidirectional SEPIC Converter) 
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Fig. 6.38. Step Response of ITAE for PSO-PID (Bidirectional SEPIC Converter) 

 

 
Fig. 6.39. Comparative Analysis of Step Responses for PSO-PID (Bidirectional SEPIC Converter) 
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The performance parameters such as Percentage of Overshoot (%OS), Rise Time (Tr), Settling 

Time (Ts), and Peak Amplitude are tabulated for PSO-PID which is presented in Table 6.18. 

 

TABLE 6.18. PERFORMANCE PARAMETERS OF CONVENTIONAL AND PSO-PID CONTROLLER 

[BIDIRECTIONAL SEPIC] 

Performance 

Parameters 

Conventional 

PID 

                     PSO-PID 

IAE ISE ITSE ITAE 

%OS 10.8875 0.3950 1.1202 0.2674 3.4997 

Tr (sec) 0.1070 0.0824 0.0762 0.0790 0.0722 

Ts (sec) 0.8173 0.1408 0.1239 0.1362 0.7185 

Peak 

Amplitude 
1.1089 1.0040 1.0112 1.0027 1.0350 

 

By the observation from Fig. 6.39 and Table 6.18, it is visible that PSO-PID of ITSE performs 

better than conventional PID and other fitness functions in percentage of overshoot, and peak 

amplitude. PSO-PID of ITAE performs better in terms of rise time. FA-PID of ISE performs 

better in terms of settling time. Fig. 6.40 depicts the comparative chart of performance 

parameters for PSO-PID for the bidirectional SEPIC.  

 

 
Fig. 6.40. Comparative Chart of Performance Parameters for PSO-PID (Bidirectional SEPIC 

Converter) 
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6.3.3.3. ACOR-PID Controller 
 

The Ant Colony Optimization for continuous domain (ACOR) is applied to have the controller's 

optimized gain values. The same parameters of the ant colony optimization algorithm for 

continuous domain stated in Table 6.9 have been used in bidirectional SEPIC converter. In 

comparison to the gain values of the conventional PID controller, improved values of the gain 

parameters for the four performance indices (IAE, ISE, ITSE, ITAE) of the ACOR-PID controller 
have been attained after several simulations in MATLAB, as shown in Table 6.19. The step 

responses of the ACOR-PID controller's IAE, ISE, ITSE, and ITAE for bidirectional SEPIC 

Converter are shown in Figures 6.41, 6.42, 6.43, and 6.44, respectively. 

TABLE 6.19. GAIN VALUES OF ACOR-PID CONTROLLER [BIDIRECTIONAL SEPIC] 

Gains 

ACOR-PID 

IAE ISE ITSE ITAE 

Kp 864.7406 894.677 881.4950 834.5024 

Ki 355.2797 709.5692 203.5099 1444.5 

Kd 0.4070 5.3354 1.1169 1.5396 

 

 

 
           Fig. 6.41. Step Response of IAE for ACOR-PID (Bidirectional SEPIC Converter) 
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Fig. 6.42. Step Response of ISE for ACOR-PID (Bidirectional SEPIC Converter) 

 

 
Fig. 6.43. Step Response of ITSE for ACOR-PID (Bidirectional SEPIC Converter) 
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Fig. 6.44. Step Response of ITAE for ACOR-PID (Bidirectional SEPIC Converter) 

 

 
Fig. 6.45. Comparative Analysis of Step Responses for ACOR-PID (Unidirectional SEPIC 

Converter) 
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The performance parameters such as Percentage of Overshoot (%OS), Rise Time (Tr), Settling 

Time (Ts), and Peak Amplitude are tabulated for ACOR-PID, which is presented in Table 6.20. 

 

TABLE 6.20. PERFORMANCE PARAMETERS OF CONVENTIONAL AND ACOR-PID CONTROLLER 

[BIDIRECTIONAL SEPIC] 

Performance 

Parameters 

Conventional 

PID 

ACOR-PID 

IAE ISE ITSE ITAE 

%OS 10.8875 0.7517 1.7167 0.2245 3.9894 

Tr (sec) 0.1070 0.0678 0.0743 0.0693 0.0656 

Ts (sec) 0.8173 0.1134 0.3384 0.1202 0.6561 

Peak 

Amplitude 
1.1089 1.0075 1.0172 1.0022 1.0399 

 

By the observation from Fig. 6.45 and Table 6.20, it is clearly visible that ACOR-PID of ITSE 

performs better than conventional PID and other fitness functions in percentage of overshoot and 

peak amplitude. ACOR-PID of ITAE performs better in terms of rise time. ACOR-PID of IAE 

performs better in terms of settling time. Fig. 6.46 depicts the comparative chart of performance 

parameters for ACOR-PID.  

 

 
Fig. 6.46. Comparative Chart of Performance Parameters for ACOR-PID (Bidirectional SEPIC                                                                          

Converter) 
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6.3.3.4. Comparative Analysis 
After implementing all three swarm intelligence optimization algorithms in the Bidirectional 

SEPIC converter, a comparison of performance parameters for optimum PID controller is shown 

in Table 6.21 based on the better performing fitness function of Table 6.16, 6.18, 6.20. 

Furthermore, an overall comparative analysis of step responses is shown in Fig. 6.47 based on 

the best performing gain values for the Bidirectional SEPIC converter.  

TABLE 6.21. COMPARATIVE PERFORMANCE PARAMETERS OF PID CONTROLLER [BIDIRECTIONAL 

SEPIC] 

 

Attributes Symbols 

PID Controllers 

Conventional 

PID 
FA-IAE PSO-ITSE ACOR-ITSE 

 

Performance 

Parameters 

%OS 10.8875 0.3212 0.2674 0.2245 

Tr (sec) 0.1070 0.0785 0.0790 0.0693 

Ts (sec) 0.8173 0.1349 0.1362 0.1202 

Peak 

Amplitude 
1.1089 1.0032 1.0027 1.0022 

 

Gain Values 

Kp 415.212 827.5014 884.5768 881.4950 

Ki 1294.1967 209.9814 213.99 203.5099 

Kd 2.127 2.9901 5.2295 1.1169 

 

 
Fig. 6.47. Overall Comparative Step Response Analysis of PID Controller (Bidirectional SEPIC 

Converter) 
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By the observation from Table 6.21 and Fig. 6.47, it is evident that ACOR-ITSE performs better 

in terms of percentage of overshoot (0.2245%), rise time (0.0693 sec), settling time (0.1202 sec), 

and peak amplitude (1.0022). Fig. 6.48 depicts an overall comparative chart of optimum PID 

controller for bidirectional SEPIC converter. 

 
Fig. 6.48. Overall Comparative Chart of Optimum PID Controller (Bidirectional SEPIC 

Converter) 

 

 

 

6.4 Interleaved SEPIC Converter 
 

6.4.1. Open-Loop Response 
 

Using Simulink, the circuit for Interleaved SEPIC has been designed, which is depicted in Fig. 

6.49. With the help of the system identification toolbox, the transfer function for the open-loop 

system has been obtained through exploring the input and output data from Simulink, with four 

poles and three zeros. Table 6.22 presents the parameters of Interleaved SEPIC converter that 

have been used in the simulation. 
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TABLE 6.22. PARAMETERS OF INTERLEAVED SEPIC CONVERTER 

Variable Name Symbol Value 

Input Voltage Vin 20 V 

Output Voltage Vo 20 V 

Duty Cycle D 50% 

Switching Frequency fs 100 kHz 

Inductor L1, L2, L3, L4 366 𝜇H 

Capacitor C1, C2 1.9 𝜇F 

Load Capacitor Vc1 470 𝜇F 

Load Resistance R 20  

 

 
Fig. 6.49. Model of Open-Loop Interleaved SEPIC by Simulink 

 

The transfer function of the open-loop Interleaved SEPIC converter is as follows: 

-0.001328s
3
+ 1.21 × 10

−5
s2 + 2.438×10

-9
s + 9.775×10

-14

s4+0.003659s
3
+7.64 × 10

−6
s2 + 1.374×10

-9
s + 1.013×10

-13 
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The step response for open-loop system of Interleaved SEPIC converter is depicted in Fig. 6.50. 

 
Fig. 6.50. Step Response of Open-Loop Interleaved Converter 

 

From the step response shown in Fig. 6.50, it is observed that the percentage of overshoot is 

96.9095%, rise time is 362.0327 seconds, settling time is 31495.0 seconds, and peak amplitude is 

1.9001. So, it can be said that overshoot is very high for this open-loop response which must be 

reduced for having the safe application of the converters. 

 

6.4.2. Closed-Loop Response with PID Controller 

 

To improve the system’s performance, closed-loop techniques are used in many aspects. In our 

research, we used PID controller for the closed-loop system. The circuit for closed-loop 

unidirectional SEPIC with conventional PID controller has been designed in Simulink, which is 

depicted in Fig. 6.51. Then, the controller was then manually adjusted using the MATLAB PID 

Tuner App, yielding gain values (KP= -7357.6859, KI= -11950.1831, KD= -61.2834) for the 

typical PID controller. Afterward, a step response, as shown in Fig. 6.51, is examined for its 

many properties in order to determine the system's stabilization. 
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Fig. 6.51. Step Response of Closed-Loop Interleaved Converter with PID Controller 

 

The transfer function of Interleaved SEPIC converter is as follows: 

0.08138𝑠5 + 9.77𝑠4 + 15.78𝑠3 − 0.1446𝑠2 − 2.914 × 10−5𝑠 − 1.168 × 10−9

1.081𝑠5 + 9.774𝑠4 + 15.78𝑠3 − 0.1446𝑠2 − 2.914 × 10−5𝑠 − 1.168 × 10−9
 

 
Fig. 6.52. Step Response of Closed-Loop System with Conventional PID of Bidirectional SEPIC 
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The step response shown in Fig. 6.52 shows that the percentage of overshoot is 9.8756%, rise 

time is 0.1749 seconds, settling time is 1.4553 seconds, and peak amplitude is 1.0988. These 

values are less than the open-loop system but not so good as expected. Therefore, the 

performance parameters; Percentage of Overshoot (%OS), Rise Time (Tr), Settling Time (Ts), 

and Peak Amplitude are tabulated for both open-loop and closed-loop analysis, which is 

presented in Table 6.23. 

 

TABLE 6.23. PERFORMANCE ANALYSIS OF OPEN-LOOP AND CLOSED-LOOP RESPONSE 

[INTERLEAVED SEPIC] 

Performance 

Parameters 

Open-Loop 

Response 

Closed-Loop 

Response 

%OS 96.9095 9.8756 

Tr (sec) 362.0327 0.1749 

Ts (sec) 314950 1.4553 

Peak Amplitude 1.9001 1.0988 

 

6.4.3. Swarm Intelligence Algorithms based PID Controller 

 

Though the closed-loop system with conventional PID controller provides better performance 

than the open-loop system, it is not good enough. So, bio-inspired swarm intelligence 

optimization algorithms are employed in the controller to reduce overshoot, get faster rise time 

and settling time. Moreover, step responses are observed, and gain values along with 

performance parameters are tabulated for FA-PID, PSO-PID, and ACOR-PID. 

 

6.4.3.1. FA-PID Controller 

 

The Firefly Algorithm is first applied to have the optimized gain values for the controller. Then, 

the same parameters of firefly algorithm stated in Table 6.3 have been used in Interleaved SEPIC 

converter. In comparison to the gain values of the traditional PID controller, improved values of 

the gain parameters for the four performance indices (IAE, ISE, ITSE, ITAE) of the FA-PID 

controller have been attained after several simulations in MATLAB, as shown in Table 6.24. The 

step responses of the FA-PID controller's IAE, ISE, ITSE, and ITAE for Interleaved SEPIC 

Converter are shown in Figures 6.53, 6.54, 6.55, and 6.56, respectively. 

TABLE 6.24. GAIN VALUES OF FA-PID CONTROLLER FOR INTERLEAVED SEPIC 

Gains 

FA-PID 

IAE ISE ITSE ITAE 

Kp -8989.1 -8976.3 -8997.1 -8859.3 

Ki -9630.3 -8118.9 -8767.5 -13789 

Kd -58.8220 -776868 -28.8978 -37.3095 
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              Fig. 6.53. Step Response of IAE for FA-PID (Interleaved SEPIC Converter) 

 

 
              Fig. 6.54. Step Response of ISE for FA-PID (Interleaved SEPIC Converter) 
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              Fig. 6.55. Step Response of ITSE for FA-PID (Interleaved SEPIC Converter) 

 

 
Fig. 6.56. Step Response of ITAE for FA-PID (Interleaved SEPIC Converter) 
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Fig. 6.57. Comparative Analysis of Step Responses for FA-PID (Interleaved SEPIC Converter) 

 

The performance parameters such as Percentage of Overshoot (%OS), Rise Time (Tr), Settling 

Time (Ts), and Peak Amplitude are tabulated for FA-PID which is presented in Table 6.25. 

 

TABLE 6.25. PERFORMANCE PARAMETERS OF CONVENTIONAL AND FA-PID CONTROLLER FOR 

INTERLEAVED SEPIC 

Performance 

Parameters 

Conventional 

PID 

FA-PID 

IAE ISE ITSE ITAE 

%OS 9.8756 6.2126 5.4021 5.7994 8.4361 

Tr (sec) 0.1749 0.1608 0.1684 0.1579 0.1488 

Ts (sec) 1.4553 1.6013 1.7243 1.6142 1.3481 

Peak 

Amplitude 
1.0988 1.0621 1.0540 1.0580 1.0844 

 

By the observation from Fig. 6.57 and Table 6.25, it is visible that FA-PID of ISE performs 

better than conventional PID and other fitness functions in percentage of overshoot and peak 

amplitude. FA-PID of ITAE performs better in terms of settling time and rise time. Fig. 6.58 

depicts the comparative chart of performance parameters for FA-PID for the Interleaved SEPIC.  
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 Fig. 6.58. Comparative Chart of Performance Parameters for FA-PID (Interleaved SEPIC 

Converter) 

 

6.4.3.2. PSO-PID Controller 

 

The Particle Swarm Optimization (PSO) is applied to have the optimized gain values for the 

controller. The same parameters of the particle swarm optimization algorithm stated in Table 6.6 

has been used in bidirectional SEPIC converter. In comparison to the gain values of the 

conventional PID controller, improved values of the gain parameters for the four performance 

indices (IAE, ISE, ITSE, ITAE) of the PSO-PID controller have been attained after several 

simulations in MATLAB, as shown in Table 6.26. The step responses of the PSO-PID 

controller's IAE, ISE, ITSE, and ITAE for bidirectional SEPIC Converter are shown in Figs. 

6.59, 6.60, 6.61, and 6.62, respectively. 

TABLE 6.26. GAIN VALUES OF PSO-PID CONTROLLER FOR INTERLEAVED SEPIC 

Gains 

PSO-PID 

IAE ISE ITSE ITAE 

Kp -8624.2 -8808.1 -8898.1 -8923.3 

Ki -12130 -8156.7 -7556.3 -13973 

Kd -83.6360 -87.5893 -43.3105 -32.6779 
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             Fig. 6.59. Step Response of IAE for PSO-PID (Interleaved SEPIC Converter) 

 

 
             Fig. 6.60. Step Response of ISE for PSO-PID (Interleaved SEPIC Converter) 
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             Fig. 6.61. Step Response of ITSE for PSO-PID (Interleaved SEPIC Converter) 

 

 
            Fig. 6.62. Step Response of ITAE for PSO-PID (Interleaved SEPIC Converter) 
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 Fig. 6.63. Comparative Analysis of Step Responses for PSO-PID (Interleaved SEPIC Converter) 

 

The performance parameters such as Percentage of Overshoot (%OS), Rise Time (Tr), Settling 

Time (Ts), and Peak Amplitude are tabulated for PSO-PID which is presented in Table 6.27. 

 

TABLE 6.27. PERFORMANCE PARAMETERS OF CONVENTIONAL AND PSO-PID CONTROLLER 

[INTERLEAVED SEPIC] 

Performance 

Parameters 

Conventional 

PID 

PSO-PID 

IAE ISE ITSE ITAE 

%OS 9.8756 7.8590 5.9105 5.2104 8.4425 

Tr (sec) 0.1749 0.1624 0.1726 0.1651 0.1471 

Ts (sec) 1.4553 1.4785 1.7247 1.7144 1.3354 

Peak 

Amplitude 
1.0988 1.0786 1.0591 1.0521 1.0844 
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The observation from Fig. 6.63 and Table 6.27 clearly shows that PSO-PID of ITSE performs 

better than conventional PID and other fitness function in the percentage of overshoot and peak 

amplitude. PSO-PID of ITAE performs better in terms of rise time and settling time. Fig. 6.64 

depicts the comparative chart of performance parameters for PSO-PID for Interleaved SEPIC.  

 

 
   Fig. 6.64. Comparative Chart of Performance Parameters for PSO-PID (Interleaved SEPIC  

                                                                     Converter) 

 

6.4.3.3. ACOR-PID Controller 
 

The Ant Colony Optimization for continuous domain (ACOR) is applied to have the controller's 

optimized gain values. The same parameters of ant colony optimization algorithm for continuous 

domain stated in Table 6.9 have been used in Interleaved SEPIC converter. In comparison to the 

gain values of the conventional PID controller, improved values of the gain parameters for the 

four performance indices (IAE, ISE, ITSE, ITAE) of the ACOR-PID controller have been 

attained after several simulations in MATLAB, as shown in Table 6.28. The step responses of 

the ACOR-PID controller's IAE, ISE, ITSE, and ITAE for Interleaved SEPIC Converter are 

shown in Figures 6.65, 6.66, 6.67, and 6.68, respectively. 
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TABLE 6.28. GAIN VALUES OF ACOR-PID CONTROLLER FOR INTERLEAVED SEPIC 

Gains 

ACOR-PID 

IAE ISE ITSE ITAE 

Kp -8992.6 -8974.3 -8833.3 -8999.5 

Ki -11144 -8472.9 -9595.9 -13946 

Kd -48.4142 -85.1738 -90.2914 -52.1138 

 

 

 
            Fig. 6.65. Step Response of IAE for ACOR-PID (Interleaved SEPIC Converter) 
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            Fig. 6.66. Step Response of ISE for ACOR-PID (Interleaved SEPIC Converter) 

 

 
           Fig. 6.67. Step Response of ITSE for ACOR-PID (Interleaved SEPIC Converter) 
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           Fig. 6.68. Step Response of ITAE for ACOR-PID (Interleaved SEPIC Converter) 

 

 
Fig. 6.69. Comparative Analysis of Step Responses for ACOR-PID (Interleaved SEPIC                                                                                      

Converter) 
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The performance parameters such as Percentage of Overshoot (%OS), Rise Time (Tr), Settling 

Time (Ts), and Peak Amplitude are tabulated for ACOR-PID which is presented in Table 6.29. 

 

TABLE 6.29. PERFORMANCE PARAMETERS OF CONVENTIONAL AND ACOR-PID CONTROLLER 

[INTERLEAVED SEPIC] 

Performance 

Parameters 

Conventional 

PID 

ACOR-PID 

IAE ISE ITSE ITAE 

%OS 9.8756 6.9845 5.5839 6.3136 8.2717 

Tr (sec) 0.1749 0.1552 0.1687 0.1680 0.1493 

Ts (sec) 1.4553 1.4984 1.7112 1.6470 1.3530 

Peak 

Amplitude 
1.0988 1.0698 1.0558 1.0631 1.0827 

 
By the observation from Fig. 6.69 and Table 6.29, it is visible that ACOR-PID of ISE performs 

better than conventional PID and other fitness functions in percentage of overshoot and peak 

amplitude. ACOR-PID of ITAE performs better in terms of rise time and settling time. Fig. 6.70 

depicts the comparative chart of performance parameters for ACOR-PID.  

 

 
Fig. 6.70. Comparative Chart of Performance Parameters for ACOR-PID (Interleaved SEPIC 

Converter) 
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6.4.3.4. Comparative Analysis 

After implementing all three swarm intelligence optimization algorithms in Interleaved SEPIC 

converter, a comparison of performance parameters for optimum PID controller is shown in 

Table 6.30 based on the better performing fitness function of Table 6.25, 6.27, 6.29. 

Furthermore, an overall comparative analysis of step responses is shown in Fig. 6.70 based on 

the best performing gain values for the Interleaved SEPIC converter.  

TABLE 6.30. COMPARATIVE PERFORMANCE PARAMETERS OF PID CONTROLLER (INTERLEAVED 

SEPIC CONVERTER) 

 

Attributes Symbols 

PID CONTROLLER 

Conventional 

PID 
FA-ISE PSO-ITSE ACOR-ISE 

 

Performance 

Parameters 

%OS 9.8756 5.4021 5.2104 5.5839 

Tr (sec) 0.1749 0.1684 0.1651 0.1687 

Ts (sec) 1.4553 1.7243 1.7144 1.7112 

Peak Amplitude 1.0988 1.0540 1.0521 1.0558 

 

Gain Values 

Kp -7357.6859 -8976.3 -8898.1 -8974.3 

Ki -11950.1831 -8118.9 -7556.3 -8472.3 

Kd -61.2834 -77.6868 -43.3105 -85.1738 

 

 
Fig. 6.71. Overall Comparative Step Response Analysis of PID Controller (Interleaved SEPIC 

Converter) 
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By the observation from Table 6.31 and Fig. 6.71, it is evident that ACOR-ITSE performs better 

in terms of percentage of overshoot (0.2245%), rise time (0.0693 sec), settling time (0.1202 sec), 

and peak amplitude (1.0022). Fig. 6.72 depicts an overall comparative chart of optimum PID 

controller for bidirectional SEPIC converter. 

 
Fig. 6.72. Overall Comparative Chart of Optimum PID Controller (Interleaved SEPIC 

Converter) 
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CHAPTER 7 
 

CONCLUSION AND FUTURE WORKS 

 
7.1 Synopsis 

 
This thesis focuses on optimizing the PID controller by implementing three types of Swarm 

Intelligence Algorithms for achieving better performance parameters and responses of 

Unidirectional SEPIC, Bidirectional SEPIC, and Interleaved SEPIC converter. Performance 

parameters named IAE, ITAE, ISE, and ITSE are used as objective functions to investigate the 

stability of the converters. In Chapter 2, different types of existing widely used dc-dc converters 

have been discussed. The methods and analysis dc-dc converters have also been presented in 

detail. Chapter 3 has referred to the study of three different types of SEPIC converters: 

Unidirectional SEPIC, Bidirectional SEPIC and Interleaved SEPIC, with the illustration of State 

Space Modeling of the converters. Then, open-loop and closed-loop analyses of the converter 

were carried out. Chapter 4 has demonstrated the overview of three different Swarm 

Intelligence Algorithms and an elaborate discussion has been reported about Firefly Algorithm 

(FA), Particle Swarm Optimization (PSO), and Ant Colony Optimization for Continuous 

Domain (ACOR). Chapter 5 referred to the implementation of the algorithms for designing an 

optimized PID controller. The tuning of the performance parameters has been discussed, and the 

required objective functions are stated in a short discussion. Chapter 6 has dealt with the 

simulation results of the Swarm Intelligence Algorithm-based optimized PID controller for 

SEPIC converter and its variants separately. The performance parameters were investigated, and 

graphical and comparative analyses were presented. 

 
So, after carrying out the graphical analysis of all the step responses in chapter 5, it is observed 

that for the Unidirectional SEPIC converter, ACOR-PID (ITSE) is the most optimized controller 

among all the algorithms based PID controllers in terms of performance parameters. In this case, 

overshoot (1.8603%), settling time (2.3414 sec), and peak amplitude (1.0186) are the lowest. 

Moreover, rise time (0.4781 sec) is also within the acceptable limit. The lowest value of rise time 

(0.3798 sec) is for ACOR-PID (ITAE).  Again, for the Bidirectional SEPIC converter, PSO-PID 

(ITSE) is the most optimized controller among all the algorithms-based PID controllers in terms 

of performance parameters. In this case, overshoot (0.2674%) and peak amplitude (1.0027) are 

the lowest. Moreover, rise time (0.0790 sec) and settling time (0.1202 sec) are also within the 

acceptable limit. The lowest value of rise time (0.0656 sec) is for ACOR-PID (ITAE), and the 

lowest value of settling time (0.1134 sec) is for ACOR-PID (IAE). After that, for Interleaved 

SEPIC converter, PSO-PID (ITSE) is the most optimized controller among all the algorithms-

based PID controllers in terms of performance parameters. In this case, overshoot (5.2104%) and 

peak amplitude (1.0521) are the lowest. Moreover, rise time (0.1651 sec) and settling time 

(1.7247 sec) are also within the acceptable limit. The lowest value of rise time (0.1471 sec) and 

settling time (1.3354 sec) are for PSO-PID (ITAE). So, it is evident that Swarm Intelligence 

Algorithm based optimized PID controller provides the more optimized results and performs far 

better than Conventional PID controller.  
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7.2 Future Work 
 

In future work, different algorithms will be implemented in designing an optimized PID 

controller to investigate and enhance the stability of the converters. On top of that, the three 

algorithms utilized in this thesis can be performed to improve the stability of other converters. 

So, the overall comparative analysis can be very effective in observing the stable condition for 

different applications in power electronics. Moreover, hardware implementation will be 

performed to validate and inspect the simulation results with VHDL and FPGA devices in the 

future 
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