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Abstract

The use of conversational agents has become increasingly popular in recent
years due to their ability to mimic human-like interactions in Human Com-
puter Interaction (HCI) and provide personalized assistance to users. How-
ever, creating effective dialogues between humans and conversational agents
remains a challenging task, particularly in the context of task-oriented ap-
plications. This is because such applications require agents to understand
complex user requests and generate appropriate responses that take into ac-
count the user’s goals, preferences, and constraints.To address this challenge,
we propose to adapt the LongT5 (Long Text-To-Text-Transfer Transformer)
architecture, a transformer-based language processing model well known for
its performance in a lot of Natural Language Processing (NLP) tasks. Then,
to explore the use of the new proposed model named MegaT for generating
task-oriented dialogues between conversational agents and human user. This
involves designing and implementing a task-oriented conversational agent
trained on annotated dialogues related to specific tasks. The agent’s per-
formance will be evaluated using metrics such as belief accuracy, belief loss,
response accuracy, and response loss. The results have been analyzed to
identify the strengths and weaknesses of the T5 transformer, the current
state-of-the-art model in task-oriented dialogue generation . Experimental
results demonstrate that MegaT outperforms the TH-based agent in terms of
generating accurate, fluent, and coherent responses to user queries, as well as
handling longer sequences of text and producing more informative and engag-
ing responses. We also found that our proposed Transient Global attention
for task-oriented dialogue systems produce better results than the local at-
tention mechanism used in LongT5 on MultiWoz 2.2 dataset. The thesis aims
to contribute to the development of more effective conversational agents by



leveraging the LongTh model for generating high-quality task-oriented dia-
logues. This Study provides insights into the use of this recent transformer
model and paves the way for further advancements in the field of dialogue
generation with conversational agents. . Furthermore, it opens new avenues
for future research in the field of dialogue generation with conversational
agents.

Keywords: natural language processing; conversational agents;
task-oriented dialogue; longer sequences; models; transformers; HCI.



Chapter 1

Introduction

With several applications ranging from sentiment analysis and text summa-
rization to machine translation and speech recognition, the topic of natural
language processing (NLP) has long been a fascinating one of machine learn-
ing (ML). The creation of Task-Oriented Dialog Systems (TOD), which help
users complete specific tasks like hotel, airplane, and restaurant reservations,
is one of the biggest problems in the field. Due to its potential to enhance
user experience and productivity in a variety of applications, task-oriented
dialog systems have attracted a lot of interest recently. These systems’ objec-
tive is to enable intuitive and natural human-machine communication, which
calls for advanced algorithms and architectures that can process demanding
user requests and produce pertinent responses. There have been two basic
proposals for task-oriented dialog system architecture: the pipeline approach
and the end-to-end approach. In the pipeline approach, the dialog system is
divided into a number of modules that each carry out a single function, such
as intent recognition, slot filling, and response production. These modules
process the system’s input in order, and the ultimate output is created by
merging the results of all the modules. On the other hand, the end-to-end ap-
proach tries to create a single neural network model that can manage the full
dialog process, from input comprehension to answer creation. By doing away
with explicit module design, this method enables more effective and efficient
interaction between the user and the system.Depending on the particular re-
quirements and constraints, both the pipeline and end-to-end techniques have
advantages and disadvantages and are viable for certain applications. The
pipeline approach, for instance, may be more suited for systems that demand



great precision and flexibility in processing various input and output types.
The end-to-end approach, on the other hand, might be more appropriate for
systems that are more akin to human communication and are tolerant of
some errors and ambiguity.

1.1 Approaches In Designing Task-Oriented Dialog Sys-
tems

1.1.1 The pipeline approach

This strategy is a popular architectural design for creating task-oriented di-
alog systems. The pipeline technique makes it easier to integrate various
components and allows for modular development. It allows the system to op-
erate in a structured and orderly manner as it processes user inputs, updates
the dialogue state, makes decisions, and generates responses. The dialogue
system can be maintained, debugged, and improved more easily if each stage
is built and optimized separately. It makes use of a number of modules,
each of which is created to carry out a particular function during the dialog
generating process. These modules comprise Dialog Policy (DP), Natural
Language Generation (NLG), Natural Language Understanding (NLU), and
Dialogue State Tracker (DST).

e Natural Language Understanding (NLU) The first module is this one.
It transforms user input in the form of natural language into a semantic
frame that the machine can understand. The NLU module extracts the
pertinent data from user input and represents it in a structured way
that the system can readily handle using cutting-edge algorithms and
techniques like named entity recognition, part-of-speech tagging, and
dependency parsing.

e Dialogue State Tracker (DST) This second module is in charge of mon-
itoring the dialogue’s progress. It produces a representation of the di-
alogue’s current state after receiving as input the semantic frames pro-
duced by the NLU module. The user’s intent, the work being completed
at the time, and any pertinent conversational context or history are all
included in this state representation.



e Dialog Policy (DP) This third module outputs dialog acts using the state
representation created by the DST module. The system can engage with
the user by using a set of actions or answers known as ”dialog acts.” The
dialog policy determines the right dialog act depending on the current
state of the interaction using a variety of techniques, including rule-based
systems, machine learning (ML), and reinforcement learning.

e Natural Language Generation (NLG) The last module is in charge of
translating the semantic frame produced by the dialog policy into user-
friendly natural language. The NLG module creates fluent and logical
responses that are appropriate for the dialogue’s present state by utiliz-
ing cutting-edge approaches like text creation and sentence planning.

Due of its adaptability and modularity, the pipeline technique has been
frequently employed in the creation of task-oriented dialog systems. For im-
proved performance and simpler maintenance, each module can be separately
designed and optimized. The pipeline technique does, however, have signifi-
cant drawbacks, including the requirement for explicit module design and the
challenge of handling complicated and varied user inputs. The pipeline tech-
nique, which makes use of a number of modules including NLU, DST, Dialog
Policy, and NLG, is a popular architecture for creating task-oriented dialog
systems. For improved efficiency and maintenance, each module can be built
and optimized independently. Each module in the dialog generating process
is in charge of a particular duty. However, the pipeline approach also has
some limitations and may not be suitable for all applications. This method
can be difficult to optimize, though, as each module might have a unique
set of parameters that need to be changed independently. Additionally, the
pipeline approach’s modules are very dependent on one another, which in-
creases the risk of faults spreading throughout the entire system. Due to
these problems, academics are now looking into other task-oriented dialogue
system approaches, such as the end-to-end approach.

1.1.2 End-to-end approach

In recent years, the end-to-end method has grown in favor as a relatively
new architecture for creating task-oriented dialogue systems. The end-to-end
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Figure 1.1: Architecture of The Pipeline Approach For Task Oriented Dialogue Systems

strategy makes use of a single neural network to produce responses to user
input, in contrast to the conventional pipeline approach, which employs a
number of modules to carry out various functions.

e Architecture of the End-To-End Approach: The end-to-end ap-
proach eliminates the need for intermediary representations like seman-
tic frames or dialog actions by having the system take the user’s natural
language utterance as input and output the system’s answer directly.
Compared to the pipeline technique, which calls for the design and opti-
mization of numerous distinct modules, the end-to-end approach is sig-
nificantly more straightforward and easier to apply. Recurrent Neural
Networks (RNNs) and Transformer models, which have been demon-
strated to be particularly effective in natural language processing tasks
like machine translation and text production, are the foundation of the
end-to-end method. Large datasets of task-oriented dialogues that are
annotated with the user’s purpose and the system’s response are used
to train these models. The end-to-end approach’s capacity to manage
intricate and varied user inputs is one of its key benefits. The end-to-
end technique can learn to manage a wide range of input changes from
the training data, in contrast to the pipeline approach, which depends
on explicit module design to handle different forms of user input. As a



result, the end-to-end method is very scalable and flexible with regard
to various domains and tasks. The end-to-end method’s capacity to pro-
vide more fluid and natural reactions is another benefit. The end-to-end
technique can produce replies that are more contextually appropriate
and better reflect the nuanced aspects of natural language since it di-
rectly optimizes for the system’s response rather than using intermediate
representations. A more interesting and enjoyable user experience may
result from this. The end-to-end strategy does, however, have significant
drawbacks. The lack of interpretability and transparency is one of the
major problems. It can be challenging to comprehend how the system
creates its responses or to identify faults in the system’s behavior be-
cause the model is a black box that directly transfers input to output.
The system’s maintenance and problem fixing may become difficult as a
result. The necessity for a lot of training data presents another difficulty
for the end-to-end method. Since the model directly optimizes for the
system’s reaction, good performance necessitates a substantial amount
of high-quality annotated training data. This can be difficult in areas or
for tasks where data collection is difficult or expensive. The end-to-end
technique, which has various advantages over the conventional pipeline
approach, is a promising architecture for creating task-oriented dialogue
systems. It can produce more fluid and natural reactions and is simpler
and more scalable. It does have certain drawbacks, though, such as the
necessity for a substantial amount of training data and the lack of inter-
pretability and transparency. Overall, the particular requirements and
limitations of the application will determine which architecture is used,
and both strategies have advantages and disadvantages.

T5 and LongT5 (Text To Text Transfer Transformer): End-to-
end task-oriented dialogue systems that make use of transformer models
and encoder-decoder architecture have attracted increasing attention in
recent years. The T5H (Text To Text Transfer Transformer) model, cre-
ated by researchers like [1], is one of the most exciting advancements
and the most advanced transformer in this field. The capacity of this
model to provide excellent text output from a variety of input sources,
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Figure 1.2: Architecture of The End-to-End Approach For Task Oriented Dialogue Systems

such as natural language searches and more structured data sources,
makes it particularly noteworthy. The fact that the T5 model has been
pre-trained on the enormous corpus of clean English text known as the
C4 (Colossal Clean Crawled Corpus) dataset is one of its main advan-
tages. This dataset, which is 750GB in size and contains text scraped
from over 350 million web pages, is made up of hundreds of gigabytes of
data. The TH model has gained a wealth of information about a diverse
variety of subjects and domains thanks to this pre-training procedure,
which also helped it build a profound comprehension of the English lan-
guage’s structure and subtleties. Overall, the T5 model represents a
significant advancement in the creation of end-to-end task-oriented di-
alogue system approaches. It is the perfect option for a wide range of
applications and use cases due to its capacity to produce high-quality
text output from a variety of input sources and its thorough pre-training
on a sizable corpus of clean English text. In light of this, our research
ailms to advance this intriguing work by investigating the possibilities
of a more modern transformer model known as LongT5, adapting it,
and assessing its performance on a number of task-oriented discussion
datasets, primarily MultiWoz 2.0, MultiWoz 2.1, and MultiWoz 2.2. A
sophisticated transformer model called the T5 (Text To Text Transfer
Transformer) has been pre-trained using the enormous dataset known as
the C4 (Colossal Clean Crawled Corpus). The T5 model’s self-attention



mechanism, which enables it to focus on certain portions of the input
text while processing it, is one of its important characteristics. In par-
ticular, the TH model’s self-attention mechanism employs a type of au-
toregressive attention, which limits the model’s attention to previous
outputs. Because it helps the T5 model produce high-quality output
by taking into consideration the context of prior output tokens, this au-
toregressive attention mechanism is crucial. This strategy is especially
well-suited for task-oriented dialogue systems, because the system must
keep the conversation in a consistent context in order to comprehend
and react to human input correctly. According to [1], the application
of the T5 paradigm has already demonstrated considerable advances in
the functionality of end-to-end task-oriented dialogue systems. This is
due to the T5 model’s ability to manage complicated input-output map-
pings and produce high-quality results across a variety of domains. The
T5 model is already extremely effective, but there is still potential for
improvement, especially in terms of the unique requirements of task-
oriented dialogue systems. Because of this, the goal of our research is
to examine the potential advantages of employing the newly proposed
MegaT transformer model, which is based on the LongT5 architecture
and is especially made to handle longer input sequences (up to 16384 to-
kens). With the use of this research, we intend to improve task-oriented
dialogue systems’ performance while also utilizing the most recent de-
velopments in transformer technology.

1.2 Attention Mechanisms

The attention mechanism is a key component of the transformer architecture,
which is widely used in natural language processing tasks. In the LongT5H
transformer model, specific types of attention mechanisms are used

1.2.1 Local Attention

Local attention is one type of the attention mechanism. This method modi-
fies how the self-attention mechanism of regular attention operates such that



each token in the input sequence can only pay attention to a specific number
of its left- and right-hand surrounding tokens. These tokens are referred to
as adjacent tokens since a token may attend to the same number of tokens
on the right as it can on the left. Comparing this attention mechanism to
the conventional method reveals several benefits. The attention operation is
first made more efficient for processing longer input sequences by reducing its
computational complexity. This attention mechanism’s temporal complexity
is mathematically O(n x m), where n is the length of the input sequence
and m is the radius, or the number of tokens to the left or right of each
token that it can attend to. In comparison, the conventional method can
be prohibitively expensive for larger sequences and has a temporal complex-
ity of mathcalO(n?). Another advantage of local attention is its capacity to
help models better capture the local dependencies between characters in the
input sequence. By limiting each token to just considering a small number
of nearby tokens, the model is forced to concentrate on the most important
information for each token. In tasks like text generation or summarization,
where the model must capture the most crucial data from the input sequence,
this can be very crucial. Overall, the LongT5 transformer’s local attention
mechanism marks a significant development in the field of natural language
processing. LongTh is able to process longer input sequences more quickly
and improve its capacity to capture local dependencies between tokens by
making use of this attention technique. This could have significant impli-
cations for a wide range of applications, including question answering, text
summarization, and machine translation.

1.2.2 Transient Global Attention:

An expansion of the local attention process is the idea of transient global
attention. Transient global attention allows each token to attend to global
tokens in addition to its surrounding tokens, whereas local attention only
allows each token to focus on its immediate neighbors. Transient global at-
tention enhances the model’s ability to detect global dependencies in the
input sequence in this manner. The input sequence is initially broken up into
blocks of k£ tokens in order to implement transient global attention. The em-
beddings of the tokens included in each block are added up and normalized to
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provide a global token for each block. A series of global tokens are produced
as a result of this procedure, and these tokens can be added to the attention
mechanism as extra inputs. Transient global attention leads to a temporal
complexity of O(n(m + n/k)) in terms of computational complexity., where
k is the size of the blocks used to obtain global tokens, m is the radius of
the local attention window, and n is the length of the input sequence. Due
to the additional calculations needed to calculate the global tokens, the in-
troduction of transitory global attention raises the computational cost of the
model in comparison to local attention. The advantage of paying more atten-
tion to global dependencies, however, might offset the additional computing
expense. A novel strategy for improving the model’s attention mechanism
is the incorporation of transient global attention in the LongT5 transformer
model. The model is better able to identify long-range relationships in the
input sequence by allowing each token to care for both its local tokens and
global tokens. But it’s crucial to carefully weigh the trade-off between the
advantages of global attention and the computational expense needed to put
it into practice.

1.3 Wizard-of-Oz Datasets

Various domains of The Wizard of Oz The task-oriented dialogue collection
known as MultiWoz contains a sizable number of written human-to-human
discussions from many fields. It has been used in a number of research to train
and assess task-oriented dialogue systems. It is a fully annotated dataset.
MultiWoz 2.0, MultiWoz 2.1, and MultiWoz 2.2 are the three versions of the
dataset; the latter version adds more domains and turns. The MultiWoz 2.0
and MultiWoz 2.1 datasets were used in studies by [1] to assess the effec-
tiveness of their TOD system, which was created using the T5 model. On
both datasets, their system was able to produce outstanding results, prov-
ing the value of using T5 throughout the entire process. In order to assess
MegaT’s performance on the MultiWoz datasets, we developed it using the
LongT5 architecture and the transient global attention technique. Given
that the LongTh model is built to accommodate longer input sequences, we
think it will produce better results. We aim to show the possibilities for ad-
ditional advancements in task-oriented dialogue systems by contrasting the
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performance of our system with that of [1]. The Multi-Domain Wizard-of-Oz
(MultiWoz) dataset is a useful tool for creating and evaluating task-oriented
dialogue systems, in general. Our usage of the dataset will help MegaT and
other ongoing research projects to enhance these systems’ functionality and
scalability.

1.4 Thesis Challenges

The performance of our models and the results of our tests were significantly
impacted by a number of problems we ran into while conducting this research
thesis. One of these issues was the small number and amount of datasets de-
signed especially for task-oriented dialogue systems. There were not enough
dialogues available for training and evaluation due to the dearth of these
datasets. The computational expense involved in developing and refining
large-scale transformer models like TH presented another difficulty. These
models required a lot of computing power and turned out to be computation-
ally demanding. Additionally, because there was a 4000 tokens restriction
on the task-oriented dialogue systems we used, they were unable to handle
lengthy input sequences. Lastly, we encountered difficulties in defining appro-
priate evaluation metrics for dialog generation within task-oriented contexts.
This aspect presented a challenge due to the unique nature of task-oriented
dialogues.

1.5 Thesis Contributions

We proposed an adaptation of LongTh in a new domain: task-oriented di-
alogue systems. This model, named MegaT, is able to handle long input
sequences (up to 16000 tokens).

Also, we proposed the use of Transient Global Attention mechanism in such
systems, to speed up the computation.

1.6 Thesis Outline

This book is organized as follows: Before discussing our unique method,
we described the background studies in chapter 2, which are separated into

12



dataset-based and system-based approaches. In the following chapter, chap-
ter 3, we presented our suggested methodology with regard to the architecture
of the new system MegaT by first giving an overview of the new architecture
and then detailing how each module of the system operates and the proce-
dure flow. In chapter 4, We initially presented the experimental setting and
datasets before discussing the experimental design, the training and evalua-
tion datasets, and How the T5 and MegaT models were trained, After that,
we discussed Experiments and Results Analysis in chapter 5 Where we Show
the results after we have conducted the experiments and we provide some
clues about the results we got.

13



Chapter 2

Literature Review

Recent years have seen a substantial increase in interest in the development
of conversational agents in the context of task-oriented dialogue systems.
The creation of coherent and context-aware dialogues has shown promising
outcomes when using a strong neural network model. This review of the
literature focuses on the usage of datasets used in the literature for pre-
training and fine-tuning as well as earlier task-oriented dialog systems to give
an overview of the current research on dialog generation with conversational
agents.

2.1 Datasets Used For Task-Oriented Dialog Systems

To train and assess model performance for dialog production using conversa-
tional agents, vast and diverse datasets are needed. The goal of this study of
the literature is to give a general overview of the datasets frequently utilized
in dialog generation studies. These datasets are essential for benchmarking
and training dialog systems, allowing researchers to create models that pro-
vide responses that are coherent and appropriate for the given context.

2.1.1 Pre-training Dataset

One of the most popular datasets for pre-training transformer-based models
like T5 is the Colossal Clean Crawled Corpus (C4) by [5], which is a huge
dataset including billions of web pages. As one of the TensorFlow datasets, C4
is a freely accessible dataset. It has been employed to train n-gram language
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models, common sense reasoning models, and machine translation models.
Due to its size and diversity, the C4 dataset is particularly appealing for
pre-training NLP models. It is made up of crawled and cleansed web pages,
creating a dataset that is largely devoid of noise and spam. The text on the
web sites is extremely varied and includes news stories, social media posts,
and product evaluations, offering pre-training models a rich supply of lin-
guistic diversity. Numerous research have proved the value of using C4 as
a pre-training dataset. [6] used the dataset to train a substantial n-gram
language model, producing cutting-edge results on a number of benchmarks
for language modeling. [7], it was shown that the dataset may be utilized to
enhance the performance of machine translation by using C4 to mine paral-
lel text.In the study [4], the authors employed C4 and a multi-task learning
strategy to pre-train a transformer-based model for numerous NLP tasks.
Task-oriented dialogue systems have also made use of C4 as a pre-training
dataset. The MultiWOZ dataset, a sizable dataset of human-human task-
oriented talks across several areas, was pre-trained using C4 by [4]. Pre-
training on C4 has been proven to be successful in enhancing the model’s
performance on the MultiWOZ dataset. Briefly stated, the Colossal Clean
Crawled Corpus (C4) is a sizable and varied dataset that has been extensively
utilized for pre-training transformer-based models, including T5. A variety of
NLP activities, including language modeling, machine translation, common
sense reasoning, and task-oriented dialogue systems, have demonstrated it to
be helpful in enhancing model performance. The accessibility of this dataset
has facilitated recent developments in NLP and contributed to the develop-
ment of pre-training as a key method for attaining cutting-edge performance.

2.1.2 Versions of MultiWoz Dataset

The MultiWoz (Wizard-Of-Oz) dataset is the most widely used dataset for
training dialogue models. It was first introduced by [14], but modifications
have been made to produce a more robust version of the dataset that is less
sensitive to noise and free of some annotation errors. This resulted in the
creation of MultiWoz 2.0 by Reference in 2018, an updated dataset that in-
cludes restaurant and attraction booking in addition to hotel booking.It is
a more advanced version of MultiWoz 2.0 and has 10,438 dialogues as well
as the same annotations as MultiWoz 2.1, which was released in 2019 by

15



[15]. It offers improved annotations and corrects some of the inconsistencies
and mistakes seen in the earlier versions. There are still 10,438 dialogue oc-
currences, the same as in MultiWoz 2.0. A more trustworthy and consistent
foundation for training and assessing dialogue systems is offered by the anno-
tations in MultiWoz 2.1. By using this version of the dataset in conjunction
with MultiWoz 2.2 by [16], which was released in 2021, researchers can create
task-oriented discourse models that are more precise and durable. It further
develops the annotations and builds on the advancements made in earlier
versions. MultiWoz 2.2 adds dialogue-level annotations for dialogue success
and task success in addition to the annotations provided in earlier versions.
These additional comments enable a more thorough assessment of dialogue
systems and offer information on the system’s overall effectiveness. With
the same number of dialogues as previous versions, MultiWoz 2.2 offers an
updated and enhanced resource for developing and evaluating task-oriented
dialogue systems.

2.2 Systems

Task-oriented dialogue systems are designed to help users do certain tasks,
such booking a hotel or placing an order for food. These systems need to
be able to comprehend user intentions, keep track of the discussion context,
and produce suitable responses. Previous studies have investigated a range
of strategies, including rule-based systems, statistical techniques, and more
recently, models based on neural networks.

2.2.1 Previous Systems

Through a number of important studies, the field of task-oriented dialogue
systems has made major strides in recent years. ”Sequicity: Simplifying Task-
oriented Dialogue Systems with Single Sequence-to-Sequence Architectures”
by [2] is one of the earliest and most important works. It introduced the end-
to-end approach to task-oriented dialogue systems using a single sequence-
to-sequence architecture with belief spans to track the dialogue belief states.
This represented a substantial advancement over earlier methods that utilized
pipeline topologies and distinct modules for various tasks. After this research,
”A Simple and Effective End-to-End Task Completion Dialogue System” by
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[3] provided a system that took many relevant responses into account in a
dialog setting, improving the naturalness and diversity of responses.

The authors investigated the use of multi-task learning and transfer learn-
ing from pre-trained language models to learn representations across multiple
NLU tasks, leading to improved performance on a variety of benchmarks in
"Multi-Task Learning for Multi-Domain Task-Oriented Dialogue Systems”
[4]. The T5 model, which employs a text-to-text strategy to address a vari-
ety of language challenges, was recently introduced in ” Exploring the Limits
of Transfer Learning with a Unified Text-to-Text Transformer” by [1]. The
T5 model is extremely effective for jobs requiring natural language generation
and understanding because it is built on the transformer architecture and has
been pre-trained on a sizable corpus of English literature. A crucial method
for getting cutting-edge performance on many Natural Language Processing
(NLP) tasks is the pre-training of deep neural models on huge volumes of
text data.

2.2.2 T5 pre-training Strategy

Using a method that substitutes masked tokens for spans of consecutive input
tokens, the T5 model has been pre-trained. The model is trained to forecast
the missing tokens in a sentence using a pre-training approach known as
masked language modeling. A key stage in many natural language process-
ing tasks, masked language modeling aims to assist the model to learn the
contextual relationships between words in a sentence.

2.2.3 T5 attention mechanism

Relative location embeddings serve as the foundation for the model’s self-
attention mechanism in the case of T5. A sort of attention technique known
as relative position embeddings enables the model to focus on tokens accord-
ing to their relative positions in the input sequence. Long-range relationships
between words are captured by this attention mechanism, which is crucial for
tasks like language modeling, machine translation, and conversation creation.
The self-attention mechanism of TH uses relative position embeddings, which
were first used in the field of natural language processing. For instance, [9]
presented an attention mechanism that captures long-range interdependence
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between words by using relative position embeddings. Relative location em-
beddings were also used by [10] in their research on self-attentional methods
for machine translation. The model can learn the contextual links between
words in a sentence more successfully if it is given the freedom to pay attention
to tokens based on their relative positions in the input sequence. This is espe-
cially helpful for jobs like dialogue generation and machine translation where
the model must produce coherent and contextually relevant responses. Over-
all, the model’s state-of-the-art performance on a variety of natural language
processing tasks may be attributed to the employment of relative position em-
beddings and masked language modeling in the pre-training and self-attention
mechanisms of T5H, respectively. The attention mechanism employed in the
T5 model is comparable to that suggested in the original transformer archi-
tecture by [8]. The T5 model is capable of generating high-quality text by
using the self-attention mechanism to attend to all the input tokens and pro-
duce output tokens that are conditioned on the entire input sequence.

2.2.4 T5 for Task Oriented Dialogue Systems

Researchers have been investigating the usage of T5 in the creation of task-
oriented dialogue systems recently. One noteworthy article is ”Improving
End-to-End Task-Oriented Dialogue Systems with A Simple Auxiliary Task”
by [1], which outlines an end-to-end strategy for creating task-oriented dia-
logue systems using TH. The research suggests a straightforward auxiliary
task for the TH-based dialogue system that entails anticipating the subse-
quent token in the response sequence. This task helps to boost the system’s
overall performance. In contrast to training individual components individ-
ually and then integrating them, Lee’s study takes an end-to-end method
that is based on the notion that the entire system should be trained simul-
taneously. This strategy enables the model to acquire a more comprehensive
representation of the dialogue problem and provide responses that are more
precise and coherent. The task-oriented dialogue system built using the T5
model and created by [1] demonstrates cutting-edge performance on various
benchmark datasets, illustrating the utility of the T'5 model in this field.
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2.2.5 LongT5s

In 2022, a paper titled "LongT5: Efficient Text-To-Text Transformer for
Long Sequences” was published by [11]. This paper introduced a new trans-
former model, LongT5, which is designed to handle long input sequences for
language-related problems. The need for a specialized model capable of han-
dling long sequences arises from the limitation of the original transformer
model [8], which was built to handle a fixed-length input.LongT5 uses a pre-
training strategy called PEGASUS, which was introduced by [Zhang et al.,
2020a]. The PEGASUS strategy involves masking out key sentences in a doc-
ument and asking the model to generate those sentences as a single string,
effectively summarizing the document. This pre-training strategy has shown
promising results in various natural language processing tasks, including text
summarization and language understanding.The LongTh model builds on the
PEGASUS pre-training strategy, with particular inspiration from the work
done by [12]. This strategy enables the LongT5h model to handle longer in-
put sequences by compressing the input text into a shorter summary, which
is then used as the input to the model. This approach allows the model to
learn more efficiently and effectively, as it focuses only on the key information
in the input sequence, rather than being overwhelmed by irrelevant details.In
the context of task-oriented dialogue systems, the LongTh model has the po-
tential to improve performance by allowing for longer input sequences and
more comprehensive understanding of the user’s intent. The ability to handle
longer sequences also enables the model to incorporate more context into the
conversation, improving the system’s ability to respond appropriately to the
user’s needs.The LongT5 model represents a significant step forward in the
development of transformer-based models for language-related problems. By
incorporating the PEGASUS pre-training strategy and optimizing for long
input sequences, the LongTb model has the potential to significantly im-
prove the performance of task-oriented dialogue systems and other natural
language processing applications.The data set used for pre-training is the C4
by [5]. The transient global attention has been inspired by ETC’s local /global
mechanism in [13].
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2.2.6 Local and Transient Global Attention

The first transformer model was proposed by [8] and makes use of a self-
attention mechanism that enables each token in the input sequence to pay
attention to every other token in the sequence. However, this method’s tem-
poral complexity is quadratic in respect to the length of the input sequence.
By combining LongT5 and transitory global attention, which was inspired by
ETC’s local/global method in [13], MegaT overcomes this restriction.Similar
to the original attention method, local attention in LongT5 only allows for
attention to be focused on a narrower window of tokens surrounding the cur-
rent token. This makes computing more effective and solves the quadratic
growth problem. On the other hand, transient global attention expands on
the concept of local attention by enabling each token to attend to global
tokens in addition to nearby tokens. By totaling and normalizing the to-
ken embeddings within a block, this global focus is attained.The local/global
method in ETC’s [13] that uses a two-level attention mechanism to overcome
the problem of transformers’ quadratic computation growth served as the
model for transitory global attention. This approach applies global attention
to tokens in a bigger window around the local window, while local attention
is applied to tokens in a small window around the present token. This strat-
egy enables the model to keep a tolerable time complexity while attending to
global information.
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2.3 Limitations of Existing Systems and Datasets

[1] has worked on MultiWoz 2.0 and 2.1 in their paper and explores the use
of an auxiliary task, span prediction in their case where by taking a span of
input tokens They try to predict the attribute of the domain with the goal of
enhancing the overall performance of the system. The similar research was
done in the paper "Improving Pre-training by Representing and Predicting
Spans” by [17].There are particular issues that need to be resolved in the
end-to-end method, when a conversation system generates responses directly
without relying on predetermined dialogue acts or slot-value pairings. End-
to-end task-oriented dialogue systems face a number of difficulties, such as:

e Data Scarcity: It can be difficult to gather a significant amount of la-
beled training data for end-to-end dialogue systems. Gathering human-
generated conversations for training end-to-end systems in multiple do-
mains and scenarios is time- and resource-intensive compared to conven-
tional slot-filling methods.

e Systematic Errors: End-to-end dialogue systems are prone to systemic
errors, which occur when they repeatedly produce inaccurate or biased
responses. These mistakes may result from biases in the training data,
a dearth of examples from other backgrounds, or restrictions on the
model’s capacity to generalize outside of the training set.

e Lack of Control and Interpretabilty: End-to-end dialogue systems may
lack explicit control over the generated responses, making it challenging
to make sure the system complies with certain restrictions or adheres
to desired guidelines. Additionally, it is difficult to comprehend and
articulate how the system decides to act due to the underlying model’s
lack of interpretability.

e Context and Coherence: It might be difficult for end-to-end systems to
keep context and produce coherent responses across a multi-turn de-
bate. For the model to produce pertinent and contextually acceptable
responses, it must comprehend and remember the context from prior
rounds.

e Open-domain Versatility: While end-to-end dialogue systems thrive in
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certain task-oriented domains, they may have trouble handling conver-
sations across open domains or responding to inquiries that fall outside
of their training area. In end-to-end systems, handling out-of-domain
requests and giving graceful fallback responses are challenging.

Computational Resources: Large-scale neural network designs, for ex-
ample, complex models, require a lot of processing power to train and
deploy. It can be time-consuming and computationally expensive to
train these models, especially when dealing with complex dialogue sce-
narios or enormous volumes of data. Real-time systems may also need
a lot of computational resources to implement these models.

Data Requirements: More complex models often have higher data re-
quirements for training. They may require larger and more diverse
datasets to learn complex patterns and generalize well to different dia-
logue scenarios. Collecting and curating such datasets can be challeng-
ing, particularly for specialized domains or rare dialogue types.
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Chapter 3

Proposed Methodology

The proposed methodology aims to develop a dialog generation system us-
ing a new Transformer architecture in the context of task-oriented dialogue
named MegaT. The system will generate responses directly without relying
on predefined dialogue acts or slot-value pairs.

3.1 Overview

Here is an overview of our proposed Architecture diagram ,The methodology
consists of several key components: a dialogue encoder, a belief decoder, a
database, a response decoder.

3.2 Dialogue Input

As shown in Fig 1 ([1]), the System takes a sequence as input and outputs a
sequence. A Conversation consists of multiple turns where the user and the
system utter interchangeably. During the conversational system’s turn, the
encoder within the system takes the user utterance Ut and past conversations
H; as inputs, past conversations H; consist of sequence of tuples where each
tuple contains a user utterance ,a belief state,a database state,a system action
and a response in a previous time step.
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Figure 3.1: An Overview of The Conversational Agent System

3.3 Dialogue Encoder

A representation encoded by the dialogue encoder is created. An easier form
of the input data for the system to handle and analyze is the encoded repre-
sentation, which is simply a condensed and meaningful version of the input
data. In order for the system to produce a meaningful response, it needs to
be able to recognize key elements and patterns in the input data that are
captured by the encoded representation.

3.4 Belief Decoder

Following that, the belief decoder, which creates a belief state B;, receives the
encoded representation. The belief state is a 3-tuple (domain, slot, value),
which communicates the topic, attributes, and values of the dialogue as it
stands right now. The domain denotes the overall subject of the discussion,
the slot denotes a particular attribute connected to that domain, and the
value denotes the value of that slot. For instance, the domain, slot, and
value in a restaurant reservation system might all be "restaurant,” ”time,”
and "7pm,” respectively. The belief state is crucial because it guides the
system’s subsequent actions and reactions. The system can better decide
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what information to deliver and what steps to take by comprehending the
conversation’s current situation. To ensure that the system has a current and
correct understanding of the dialogue, the belief state is also updated as the
discussion goes on.The encoder and belief decoder are crucial parts of the
conversational system because they allow it to analyze and comprehend user
input and produce responses that are relevant to the conversation at hand.
While the belief state collects crucial details about the current status of the
discussion in terms of the topic, attributes, and values, the encoded repre-
sentation offers a reduced and comprehensible version of the input data.A
domain-defined database—a collection of material that is pertinent to the
conversation’s current topic—is queried using the belief state. For instance,
the database for a restaurant reservation system can contain details on the
menu items, available tables, and reservation hours. The information from
the database that is pertinent to the present stage of the dialogue is selected
using the belief state.

3.5 Database

he domain-defined database’s current state is represented by the DB state
DB;. The slots and values in the belief state are used to calculate the number
of matching units in the database, which is used to update the database state.
The DB state would be modified to reflect the tables that were accessible at
that particular time, for instance, if the belief state contains a value for the
time slot.The DB state is significant because it gives the system the data it
requires to produce intelligent responses and actions. The system can give
the user accurate and pertinent information and be able to take suitable
actions based on the user’s input by querying the database and updating the
DB state.Based on the encoded representation and DB status, the response
decoder is essential in creating a system action. The system action is a 3-tuple
(domain, action type, and slot), where the slot is the attribute of the domain
that is to be acted upon and the domain is the topic of the conversation.

3.6 Response Decoder

The response decoder generates a system action from the input of the encoded
representation and DB state. Based on the current belief state, it generates
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a list of potential system actions using the encoded representation. Each po-
tential course of action is evaluated for its applicability to the subject under
discussion, and the resulting scores are used to rank the possible courses of
action.The candidate acts that are inappropriate for the current discourse
are filtered out using the DB state. For instance, the system should only
recommend travel-related actions, such as picking a date, choosing a loca-
tion, and choosing a preferred airline, if the topic of conversation is booking
a flight.Following filtering, the remaining potential actions are scored for rel-
evance, and the action with the highest score is chosen as the system action.
In order to provide a natural language answer pertinent to the current conver-
sation, this action is then input back into the response decoder.The system
action is mapped to a predefined set of answer templates to produce the
natural language response. Each response template is intended to produce a
response that is appropriate for the present conversation and correlates to a
certain system activity. For instance, the appropriate answer template would
be customized to produce a response that proposes a suitable date if the sys-
tem action was to suggest a date for a flight.A crucial part of conversational
agents is the response decoder, which enables the system to provide perti-
nent and fitting responses based on the conversation’s present state. The
response decoder may efficiently provide system actions that are in line with
the user’s demands and preferences by merging the encoded representation
and DB state, resulting in a more natural and interesting discussion.

3.7 Procedure Flow

The current procedure flow (Uy; By; DBy; Ay; Ry) is added to the previous con-
versations H;.q till the conversation is over. By taking into account the
discrepancy between the anticipated and actual belief states and system ac-
tions/responses, the belief and system action/response loss functions are de-
fined. Using backpropagation, the parameters of the belief and response
decoder are trained to reduce the loss functions.The encoder uses an LSTM
network to convert the user’s input Ut, which consists of a series of words
or sentences, to a fixed-length encoded representation in the belief state gen-
eration process. The belief decoder, a multi-label classification model, is
then fed the encoded representation. The encoded representation and the
database state are concatenated, and the resulting vector is used as input

26



to the system action decoder. The system action decoder is a multi-label
classification model that outputs a probability distribution over all possible
system actions.Finally, the response generation process takes the encoded
representation, the database state DB;, and the system action At as input.
The encoded representation and the database state are concatenated, and
the resulting vector is used as input to the response decoder. The response
decoder is a sequence-to-sequence model that generates the natural language
response Rt.In summary, the dialogue system employs an encoder-decoder
architecture to generate a belief state, query a domain-defined database, gen-
erate a system action, and produce a natural language response. The belief
and response decoders are trained using a backpropagation-based algorithm
that minimizes the difference between the predicted and actual belief states
and system actions/responses

The belief and system action/Response loss functions are defined by
Ebelief = - lOg p(Bt‘Hta Ut)7 (1>

ﬁresp = — log p(At; Rt|Ht; Ut, DBt)> (2)

This loss function measures the accuracy of the system action and response.

This system is designed to facilitate conversation between a user and a sys-
tem by processing input data, generating a belief state, querying a database,
and producing a natural language response. The performance of the system
is evaluated using loss functions that measure the accuracy of the belief state
and the system action/response.
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Chapter 4

Experimental Design

To evaluate the performance of the proposed dialog generation system in the
context of task-oriented dialogue using a Transformer architecture, an exper-
imental design is proposed. The design consists of the following components:
baseline comparison, evaluation metrics, experimental setup, and data anal-
ysis.

4.1 Environment Setup

The training and evaluation phases of our project were performed on Google
Colab Pro Plus, a cloud-based development environment that offers several
features and benefits. This platform provides users with 500 compute units
per month, which expire after a period of 90 days. If additional compute
units are required, users can purchase them as needed. One of the key ad-
vantages of Google Colab Pro Plus is its faster GPUs (A100 GPU), which
are optimized for performance and enable users to train and evaluate com-
plex machine learning models more quickly and efficiently. Another benefit of
Google Colab Pro Plus is its priority access to upgrade to more powerful pre-
mium GPUs. This allows users to access the most powerful GPU resources
available on the platform, which can significantly accelerate the training and
evaluation of deep learning models. In addition, Google Colab Pro Plus offers
52 GB of RAM, which is a substantial amount of memory that can support
the processing and manipulation of large datasets. with a Batch size of 8
, Adafactor optimizer , a Learning rate of 0.001 and a Dropout rate of 0.1
.Furthermore, Google Colab Pro Plus allows for background execution, which
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means that users can continue to run tasks even when their browser windows
are closed. This feature is particularly useful when training and evaluating
models that require long execution times or when working on projects that
require extensive processing power.

4.2 Datasets Used For The Experiment

MultiWoz is a useful dataset that was compiled using the wizard-of-oz tech-
nique, in which consumers were misled into thinking they were corresponding
with computers when, in fact, they were speaking with real wizards. Natural
language processing (NLP) models that can precisely comprehend and react
to user input can be developed using the data acquired through this approach,
which is particularly helpful for training conversational Al systems.Seven do-
mains are included in the MultiWoz dataset: hotel, train, attraction, restau-
rant, taxi, hospital, and police. Users can input a variety of data within each
domain, including the name of the hotel, the check-in and check-out dates,
the number of guests, and the restaurant’s preferred cuisine. These pieces
of information are represented as 16 slots, which are specific data fields that
NLP models can learn to recognize and extract from user utterances.

4.2.1 Statistical Description of The Datasets

A popular dataset for task-oriented discussion systems is MultiWoz 2.0. There
are 10,438 dialogues total in it, with 7 different domains (hotel, restaurant,
attraction, train, taxi, hospital, and police) represented. It provides a wide
variety of interactions throughout the course of 115,424 turns. The dataset
has 47,009 different slot values, which enables models to respond to a range
of user requests. Notably, a high task success rate of 95% of the conversa-
tions results in the user’s desired outcome. This version is a useful tool for
developing and assessing task-oriented discussion systems.

Dialog act annotations are a new feature in MultiWoz 2.1, which improves
upon MultiWoz 2.0. The 10,438 talks, 7 domains, 115,424 turns, and 47,009
different slot values from the previous version are all still present. However,
the addition of dialogue act annotations enables model developers to exam-
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ine and enhance system performance by giving them a more detailed under-
standing of the conversation structure. The dataset’s usability and richness
are both improved by the addition of this annotation.

A development of MultiWoz 2.0 and 2.1, MultiWoz 2.2 adds more system
dialogue act annotations. 10,438 talks, 7 domains, 115,424 turns, and 47,009
different slot values are all present in the collection. An improved knowledge
of system reactions and behavior is made possible by the system dialogue act
annotations, allowing for more sophisticated dialogue modeling and system
evaluation. This version enables researchers and developers to investigate in-
teractions at the system level and investigate fresh methods for conversation
system development.

The diversity of MultiWoz is another benefit. The dataset includes a wide
range of events and issues that users may run into when interacting with
companies and services in the real world. Users can inquire about the avail-
ability of hotel rooms, reserve a table at a restaurant, or look for the location
of the closest hospital, for example. We can guarantee that these systems
can handle a wide range of use scenarios and offer useful responses to users
by training AI models on such a diversified set of data.Additionally, the Mul-
tiWoz dataset contains extensive semantic annotations that make it simpler
for researchers to assess the effectiveness of their models. The corresponding
slot values, intent, and dialogue act are identified for each user statement and
system response. These labels give researchers the ability to evaluate how ac-
curately their algorithms identify and extract pertinent data from user input,
produce appropriate responses, and conduct meaningful conversations.For the
advancement of NLP and the creation of conversational Al systems that can
effectively understand and respond to user input, the MultiWoz dataset is
a crucial resource. It serves as the perfect baseline for comparing the effec-
tiveness of various models and methodologies thanks to its size, diversity,
and thorough annotation. We can pave the road for more sophisticated and
successful conversational agents that can assist users in navigating challeng-
ing activities and interacting with businesses and services more effectively by
continuing to enhance and grow the MultiWoz dataset.
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4.2.2 Dataset Selection

The Wizard-of-Oz (WoZ) technique was used to collect a fraction of the dia-
logues in the MultiWOZ dataset. In the dialogue interaction of the Wizard-
of-Oz collection method, a human ”wizard” simulates both the user and the
system. By utilizing human knowledge, this technology aims to record more
complicated and organic discussions.The following steps are commonly in-
cluded in the Wizard-of-Oz method gathering process:

e Designing Scenarios: Based on the target domain or application, scenar-
ios or tasks are defined. The precise tasks or objectives that users want
to accomplish through dialogue interaction are represented by these sce-
narios.

e Wizard and User Roles: A human ”wizard” is in charge of acting in
the capacities of the user and the system. Another human player who
plays the part of the user converses with the wizard. Based on the user’s
input, the wizard has access to a set of predefined responses or actions
from which to choose.

e Dialogue Interaction: The user and the wizard have a conversation in
which the user makes requests and the wizard responds appropriately.
The wizard generates the proper system answers or actions using their
knowledge and skills.

e Natural Language Generation: Based on the user’s input, the wizard
creates system responses in natural language. These responses ought to
be in line with the discussion’s objectives and give the user information
that is pertinent and coherent..

e Recording and Annotation: The user and wizard’s conversations are
taped and annotated. In addition to slot-value pairs that record the cru-
cial information shared during the conversations, the annotations may
also include dialogue acts, which indicate the intentions or actions of
each user turn..
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As human wizards are able to give nuanced and contextually relevant re-
sponses, the Wizard-of-Oz technique enables for more realistic and varied
dialogues in the collection of the MultiWOZ dataset. This method improves
the quality and depth of the dataset while capturing the complexity of nat-
ural language exchanges in task-oriented dialogue systems.

Help Desk: Hello, welcome to the Townlnfo centre. | can help you find a restaurant or Please try to chat about the following topic:
* hotel, look for tourist information, book a train or taxi. How may | help you ?
Customer: | want a place to stay in the east. Task MUL0002:
Help Desk : | have 6 guesthouses and 1 hotel on the east side. What's your price range?
Customer:  D0esn't matter too much. Id like a 4 star property, though, and would prefer ane of the * You are traveling to and looking forward to try local
*  guesthouses. restaurants.
Help Desk :  I'd recommend 517a coldham lane. Would you like me to book a room? = You are looking for a . The hotel should be in the and
By Could you give me their phone number? | would like to verify that they have free should h
parking. « The hotel should have and should be in the type of
. Allenbell does have parking and the phone is 01223210353. Can | help with anything
Help Desk : else? 5
= Make sure you get and 5
m « You are also looking for a . The restaurant should be in the
price range and should serve food.
Customer : (Your response) » If there is no such restaurant, how about one that serves food.
= Once you find the you want to book a table for at

on
« Make sure you get the

-- The End -
‘What topics were mentioned in this turn:
General:  Booking:  Restaurant.  Hotels:  Altraction:
Hospitah  Poice:  Train:  Taxi Bus:

Figure 4.1: User Portal adapted from [14]

4.3 Model Training

We wrote our codes on Visual Studio Code. In order to train the two models
T5 and MegaT in the Google Colab environment, we uploaded the codes and
datasets in the Google Drive , then made a connection between Google Drive
and Google Colab Environment to access our codes and the datasets and
we install some dependencies that we needed to run the codes. As the two
models can be train in a command line interface we just wrote the necessary
commands each time to train the models. for each model , the code reside in
a specific folder, which consists of multiple files
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Task MUL0002

Help Desk:
Customer :
Help Desk :
Customer :
Help Desk :
Customer :

Restaurant

Hello, welcome to the Towninfo centre. | can help you find a restaurant or hotel, look for tourist information, baok a train or taxi. How may | help you ?
| want a place to stay in the east.

| have 6 guesthouses and 1 hotel on the east side. What's your price range?

Doesn't matter too much. I'd like a 4 star property, though, and would prefer one of the guesthouses.

I'd recommend 517a coldham lane. Would you like me to book a room?

Could you give me their phone number? | would like to verify that they have free parking.

Hotel  Attraction Hospital Police Train Taxi Bus

Please modifiy the following answers based on the latest customer response:

« What does the user want?

Is the user looking for a specific hotel by name? [not mentioned

‘What is the hotel type the user wants? guesthuuse

Whatis the area ths user wants? least

What is the price range the user wants? Inot mentioned

‘What is the star of the hotel the user wants? |4

Does the user need internet ? not mentioned

Does the user need parking 7 Inot mentioned

kup

Help Desk : (Your response)

end-of-dialogue?

Figure 4.2: Wizard Portal adapted from [14]
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Chapter 5

Experiments And Results Analysis

In our study, we evaluated the performance of the old TOD system imple-
mented with TH model and the new TOD system MegaT on the MultiWoz
2.0 , MultiWoz 2.1 and MultiWoz 2.2 datasets. We aimed to compare the
performance of the two systems on various metrics, namely belief accuracy,
belief loss, response loss, and response accuracy.

5.1 Evaluation Metrics

5.1.1 Belief accuracy

The Belief Accuracy is a crucial metric that evaluates the performance of the
belief decoder. It measures how well the outputted belief state by the belief
decoder corresponds to the actual belief state of the dialogue. A high belief
accuracy indicates that the system can accurately interpret the user’s intents
and update the belief state accordingly.

5.1.2 Belief loss

The Belief Loss is another metric that is measured as the cross-entropy loss
between the predicted belief state by the belief decoder and the actual belief
state of the dialogue. A low belief loss indicates that the system can accu-
rately predict the user’s intents, and the belief state remains consistent with
the user’s goals and preferences throughout the dialogue.
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5.1.3 The response loss

The Response Loss is the cross-entropy loss between the predicted system
action by the Response Decoder and the correct system action. The response
decoder generates the system’s response based on the current dialogue state
and the user’s intents. A low response loss indicates that the system can
generate appropriate responses that are relevant to the user’s intents and
goals.

5.1.4 Response accuracy

It determines how good the predicted system action corresponds to the cor-
rect system action. It evaluates the system’s ability to generate the correct
response that is relevant to the user’s intents and goals. A high response
accuracy indicates that the system can generate appropriate responses that
satisfy the user’s needs and preferences.

5.2 Results Analysis

The primary objective of our research was to assess and contrast the effec-
tiveness of two task-oriented dialogue (TOD) systems, namely the T5 system
and the MegaT system, using the MultiWoz 2.0, MultiWoz 2.1, and Multi-
Woz 2.2 datasets. We sought to evaluate these systems based on the specified
metrics, aiming to provide a comprehensive analysis of their performance in
the context of task-oriented dialogue generation.

Belief Loss Belief Response Response

Accuracy Loss Accuracy

T5 820.76 98.67 742.05 78.72
MegaT 743.53 98.75 687.14 79.11
Improvement -77.23 +0.08 -54.91 +0.39

Table 5.1: Comparison of T5 and MegaT on MultiWoz 2.0
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Belief Loss Belief Response Response
Accuracy Loss Accuracy
T5 833.69 98.75 756.85 78.45
MegaT 758.22 98.85 703.52 78.80
Improvement -75.47 +0.1 -53.33 +0.35
Table 5.2: Comparison of T5 and MegaT on Multiwoz 2.1
Belief Loss Belief Response Response
Accuracy Loss Accuracy
T5 782.70 98.84 712.21 79.76
MegaT 710.05 98.99 662.67 80.19
Improvement -72.65 +0.15 -49.54 +0.43
Table 5.3: Comparison of T5 and MegaT on Multiwoz 2.2
Belief Loss Belief Response Response
Accuracy Loss Accuracy
Local 750.09 98.94 696.39 79.87
Attention
Tglobal 710.05 98.99 662.67 80.19
Attention
Improvement -40.04 +0.05 -33.72 +0.32

Table 5.4: MegaT Local Attention vs Transient Global Attention on MultiWoz

2.2

5.2.1 Analysis

Our results showed that the new proposed TOD system MegaT outperformed
the T5 system on all the metrics evaluated.T he belief accuracy and response
accuracy of the new TOD system Mega'T were significantly higher than the

other systems.

The results above show an increase in the Belief and Response accuracy of
our proposed TOD system MegaT Based on LongT5‘over the previous TOD
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system T5. We also observe a decrease in the Belief and Response losses.
During Our Experiment we have observed that the use of Adafactor Opti-
mizer considerably improve the memory usage during Training and the use of
other Optimizer like Adam or RMSProp optimizers still Lead to good perfor-
mance but consumes a lot of memory during training , Using a learning rate
of less that 5e-4 slows down the learning process of both MegaT and T5 and
the training phase takes more time , and the use of higher learning rates lead
to bad performances. The results obtained on MultiWoz 2.2 demonstrate
superior performance compared to the previous versions, MultiWoz 2.0 and
MultiWoz 2.1. The performance of the dialogue system has improved signifi-
cantly across the board, according to the evaluation criteria and benchmarks
used to measure it. These enhancements are attributable to MultiWoz 2.2’s
inclusion of system conversation act annotations, which offer a more thorough
understanding of system replies and behavior.MultiWoz 2.2 supports more so-
phisticated dialogue modeling methodologies and system evaluation thanks
to the addition of system dialogue act annotations. By more properly cap-
turing the system-level interactions, the underlying discourse dynamics may
be understood. Researchers and developers can create more effective inter-
action methods and provide more contextually relevant and coherent system
responses because to this improved understanding of system behavior.The
enhanced MultiWoz 2.2 performance demonstrates the beneficial effects of
utilizing system dialogue act annotations in task-oriented dialogue systems.
It highlights how models can more closely match user requests and deliver
more precise and satisfying responses by taking into account the specific ac-
tions and purposes of the dialogue system. These findings emphasize how
crucial it is to include fine-grained annotations in dialogue datasets in order
to progress dialogue system development’s state-of-the-art.

The results on MultiWoz 2.2 show that the model MegaT with Transient
Global Attention outperforms Mega'T with Local Attention in terms of Belief
Loss, Belief Accuracy, Response Loss, and Response Accuracy, among other
assessment criteria.The Belief Loss metric calculates the difference between
the dialogue system’s ground truth belief states and predictions. Lower Be-
lief Loss for MegaT with Transient Global Attention demonstrates MegaT’s
capacity to more accurately collect and model the system’s real belief states.
The model with transient global attention may thus be better able to com-
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prehend and reflect the user’s intentions and preferences throughout the con-
versation.The Belief Accuracy metric evaluates the accuracy of the predicted
belief states in a similar manner. In terms of Belief Accuracy, MegaT with
Transient Global Attention performs better than MegaT with Local Atten-
tion, demonstrating that the former is better at correctly forecasting the
system’s beliefs based on the dialogue context. This suggests a greater com-
prehension of the user’s demands and expectations, resulting in responses
that are more accurate and contextually suitable.The difference between the
generated and reference replies is measured by the Response Loss, and MegaT
with Transient Global Attention yields a smaller loss value. This shows that
the responses this model generates are more similar to the reference responses,
meaning that they are of higher quality and coherence. The discussion his-
tory’s contextual information can be successfully captured and incorporated
by the model with transient global attention, resulting in more thoughtful
and appropriately contextualized responses.The Response Accuracy statistic
additionally assesses the accuracy of the generated responses. In compari-
son to MegaT with Local Attention, MegaT with Transient Global Attention
exhibits greater Response Accuracy, demonstrating the latter’s capacity to
provide more correct and contextually relevant responses. This shows that
the transient global attention model understands the dialogue context better
and may produce responses that are well-aligned with the user’s requests and
preferences.Overall, MegaT with Transient Global Attention outperformed
other models in these assessment criteria, demonstrating how well it can
represent dialogue systems for task-oriented dialogues on the MultiWoz 2.2
dataset. The model can better capture long-term dependencies and contex-
tual information thanks to the transient global attention mechanism, which
leads to more accurate belief monitoring and the production of high-quality
replies.
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Chapter 6

Conclusion and Future Works

It has become a focus of research to create conversational agents for task-
oriented dialogue systems since it holds great promise. The end-to-end method
has proven to be exceptionally stable and effective, providing a workable alter-
native for creating task-oriented conversations. The development of scalable
models that can handle long input lengths has been made easier by the intro-
duction of transformer models. Our main goal in this study was to assess the
effectiveness of two task-oriented dialogue systems, T5 and MegaT (a new
TOD system built on LongT5), and show MegaT to be superior.We experi-
mented with the MultiWoz 2.0, MultiWoz 2.1, and MultiWoz 2.2 datasets to
achieve this. According to our findings, Mega'T consistently outperformed T5
in all of the evaluation measures taken into account. In comparison to cur-
rent state-of-the-art models, MegaT demonstrated gains in belief accuracy,
belief loss, response accuracy, and response loss, demonstrating its superior-
ity in creating task-oriented conversations. This comparison not only high-
lights MegaT’s effectiveness but also sheds important light on the models’
comprehension of user goals, production of precise responses, and dialogue
coherence.The study’s research has highlighted a number of issues and topics
within the subject of task-oriented dialogue systems that need more study
and inquiry. These challenges represent opportunities for researchers to ad-
vance the capabilities of conversational agents in task-oriented dialogues and
enhance their ability to understand and respond to user needs more effec-
tively.

e Transformer architecture tuning is a crucial topic that requires focus.
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Transformers have shown impressive performance in natural language
processing tasks, but they can be further improved by being fine-tuned
specifically for task-oriented dialogue systems. The model’s capacity
to handle certain dialogue tasks can be optimized by researchers by
fine-tuning the architecture, leading to more precise and context-aware
responses.

e The development of task-oriented dialogue systems has a lot of potential
with transfer learning approaches as well. The performance of conver-
sational agents can be greatly improved by utilizing pre-trained models
on extensive language problems and applying their knowledge to task-
oriented dialogues. This method enables models to take advantage of the
comprehensive knowledge captured during pre-training while adjusting
to the unique dialogue setting.

e Approaches to reinforcement learning provide yet another way to ad-
vance. Conversational agents can learn by making mistakes and gradu-
ally improve their dialog methods by using reinforcement learning algo-
rithms. Reinforcement learning can aid agents in navigating convoluted
conversations, successfully handling user demands, and giving responses
that are more agreeable.

e Further research is needed in another crucial area: multi-turn and con-
textual awareness. Dialogues are naturally dynamic and frequently en-
tail several turns, necessitating that agents keep context and comprehend
the current discourse. The effectiveness of task-oriented dialogues and
the user experience can both be considerably increased by improving
models’ capacity to track discussion history, infer user intent, and create
coherent responses across numerous rounds. Another crucial element
that can be improved is user modeling.

e Conversational agents can customize their responses and the interaction
to each user by capturing and modeling the user’s preferences, objectives,
and traits. Agents are able to offer recommendations or assistance that
are more pertinent and personalized by taking into account the user’s
profile, history, and interests.

e Another topic for future research is real-time interaction. The user ex-
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perience can be improved and more engaging and natural interactions
can result from giving conversational bots the ability to participate in
real-time, interactive dialogues. Agents must process and react to user
inputs in real-time while taking into account both the status of the dia-
logue at the time and the changing context.

Researchers can push the bounds of task-oriented dialogue systems and open
up new possibilities for conversational bots by solving these issues and further
researching these topics. As a result, conversation systems will become more
complex and productive and be able to recognize and respond to user needs
more effectively. This will enhance the user experience overall and allow for
more natural human-computer interactions.By contrasting the performance
of TH and MegaT on the MultiWoz datasets, this study contributes to the
field of task-oriented dialogue systems. Our findings demonstrate Mega'T’s
superiority and its capacity to outperform other models in the development
of task-oriented discourse. The evaluation metrics used offer useful insights
into the models’ strengths and limitations, directing further study. To further
improve the capabilities of conversational agents in task-oriented dialogue sys-
tems, it is imperative to address the outlined issues and consider new avenues.
By doing this, we can open the door for numerous practical applications that
include human-computer interactions that are more effective and efficient.
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