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Answerall 3 Fi

igures in
‘corresponding CO and PO are written within parentheses

a) In the process of assessing loan applicants for eligibility, consider the d gpro- 7
cess is based on text answers provided in a fixed questionnaire form. To determine the  (c02)
deserving candidates, which approach would you recommend: a rule-based approach or  (P01)
a machine-learning approach? Provide a comprehensive justification for your chosen ap-
proach.

b) Given training examples x”, * where, n = 1,2,..
¥(x) = a + bx. To determine the best
the observed outputs and the linear regression fit function called Ordinary Least Squares
(OLS) and minimizes the average vertical projeets of the points y to the ftted line.

N.andx,y € R, alinear regression fitis:

E(a,b) = Y [y" -y

Answer the followings:
i. If OLS is used as the optimizer for regression, what problems may arise in terms of 7
outliers, overfitting, and model complexity? Explain. (con)
k02)
il How can the L2 ization (Ridge 1 7
sion) be applied in OL and wh; the coeffi-  (c02)
clents, overfitting, and feature selection in linear regression? (o2
) id fo P i 4
regression? (con
(eon)
2. a) Consider a dataset in Table 1 to learn a de that predi 10
learning course (Yes (T) or No (F)), based on their previous GPA (High (H), Medium (M), or (con)
Low (L)) and whether o not they studied (Studied (T), not studied (F)) (eon)

‘Table 1: Dataset for Question 2.

GPA Studied Passed

F
T
F
T
T
T

EE S
Smem

i. What i the Entropy, H(Passed)?
il. Whatis the Entropy, H(Passed | GPA)?
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iii. Whatis the Entropy, H(Passed | Study)?
iv. Draw the full decision tree that would be learned for this dataset.

b) Explain the performance of the decision tree for the following cases: 3x2
i Capturing linear relationships between features and the target variable (con)
ii. Handling high-dimensional data (®o2)

il The tree is deep and complex
©) Suppose 9
and the pmd.lcmd ‘probabiliy scores. (con
(eon)

Table 2: Performance measure of a Model for Question 2.

Sample True Label Predicted Probability

1 Positive 08
2 Negative 02
3 Positive. 06
4 Negative 04
5 Positi 07

i. Construct three confusion matrix of this binary classification model on three threshold
values of 0.3, 0.5, and 0.7 and show True Positive Rate and False Positive Rate corre-
sponds to the three threshold values.

r Operating C 0C

i
old values.

3. a) Assume that you are a data scientist at a social media platform aiming to categorize user 10
posts into topics like ‘Technology’, ‘Sports),‘Entertainment’ and “Travel' based on their con- ~ (c02)
tent. You have two model choices: a discriminative model like logistic regression that esti-  (P02)
‘mates topi i ke Nai

topic joint probabilities. Which model would you recommend for this text classification

task? Justify your choice.
b) Consider the dataset in Table 3. It consists of five patient samples with different symptoms 9 +6
and class labels. (con

o)
‘Table 3: Dataset for Question 3.b)

PatientID Fever Cough Fatigue Headache Class

1 Yes  Yes  No Yes  Positive
2 Yes  No  Yes No  Negtive
3 No Ve Yes Yes  Positive
4 Yes  No  Yes No  Negtive
5 No  No  No No  Negative

. Construct a Bayesian network that represents all atributes, assuming that the predict-
ing attributes are pairwise independent. Provide the probability table for each of the
predicting attributes

ii. Show how a Naive Bayesian classifier would classify the following test sample:

Fever="Yes: Cough="No Fatigue="Yes. Headache="es Class-
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