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Answerall Figures in in indicate full
1) , witha stan-

‘Town X whose home value is greater than $112.000.

b) A researcher i interested in examining the effects of a new drug on pain reports. A to

dard deviation of $11,000 and a mean of $90 mo Find the the number of homeowners in

90 particpants wererandomly asigned 1o one of three conditons (conlml/dmyplac:bn)

(yes/no) “Theresuls are presented in Table 1.

'y

‘Table 1: Findings (for Question 1)

Condition | No pain | Pain

control
drug

6
20
8

2
10
2

placebo

Conduct a chi-square test of independence on the data and report whether the condition

is significantly related to the pain
chi-square distribution is shown in Table 2.

Table 2: Chirsquare distribution table (for Question 1.b)

report. Take the level of significance at 5%. The partial

df 099 095 090 075 050 025 010 005 001
1000 000 002 010 045 132 271 384 663
2 002 010 021 038 139 277 461 599 921
3011 035 058 121 237 41l 625 782 1134
4030 071 106 192 336 539 778 949 1328
L) ‘more interested idence. H
we will not b interested in association rules that have a confidence of 100% Explain whw
Also specifically explain why rules with may
‘what might they indicate).
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S

2) Why do we need ate Data Warehouse? Di OLTP and OLAP. 4+6

(con
(pO1)
b) What is meta-data repository? Describe the four properties of a data warehouse. 345
@on
(pO1)
o Itisi proximi i measureindata 7
analysis. Equations of two. of the most common similarity measures. ‘named as ‘Cosine Sim-  (CO2)
ilarity’ and ‘Cosine Distance’ are given below. (eon)
xy
Cosine Similarity(x, =0T (&)

0 Y) = iy )

Cosine Distance = 1 — Cosine Similarity @

Suppose we have the dataset in Table 3. Given a new data point, x' = (13,1.5) as & query.

rank the data points based on cosine distance in ascending order.
able 3 Vector epresnttion f e documents o Question 22

a) What is the curse of di Describe a T tion technique. 445
(cony
(pO1)
b) Describe the property that the Apriori algorithm exploits to work efficiently. 5
(con
(PO1)
) Consider the transactions of a local shop in Table 4 and construct the FP-tree (Frequent 1n
Pattern tree) and find allthe frequent itemsets. (con
(PO1)

‘Table 4: Shop Transactions (for Question 3.6)
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