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CSE 4739: Data Mining

Figures in the right margin indicate full
corresponding CO and PO are written within parentheses.

1. a) Adataset consisting of objects A, B, C, D, E, F, and G with the distance matrix in Table 1 is
given:
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(co3)
won

“Table 1: Distance matrix for Question 1. 2)
[Distance A [ B|C|D|E |F |G |H|
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‘Assume DBSCAN is to run for this dataset with MINPOINTS=3 and epsilon=5. How many
clusters will DBSCAN return and what are these clusters? Which objects are outliers and
border points in the clustering result obtained earlier? Give reasons for your ay 3
b) i Shapes 3x3
p d limitations. ~ (cO1)
i. k-means (po1)
ii. BIRCH
iil. DBSCAN
c i ith broad applications. Giveone 3+ 3
application example for each of the following cases: (con
i. An application that uses clustering as a major data mining function. o1
i i forother
data mining tasks.
2. a) Show conditions under which density-based clustering is more suitable than partitioning 7
and hierarchical clustering. Give application examples to support your argument. (con
won)
b) it i it g 10
is to measure the distance between two clusters. Compute the distance between clusters A (C02)
(1,62,5.3) and B (3.5.266) using four distance measures. oy
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¢) The following s a set of one-dimensional points: 1,1,2.3,5.8,
iterations of k-means on these points using the two i

3,21,33,54. Performtwo 8
tial centroids 0 and 11. (co2)

Table 2:

[Tuple # | Class | Probability |

mzzzmZRRES

0

°

3. 4) The data tuples and probability value, as returned by a classifie is shown in Table 2. For 10
threshold values 0.8, 0.6, 0.4, and 0.2 compute the values for the number of true positives  (C03)
itives (P) (TN), FN). won
po
b) Describe the following in short: 3x2
i. Naive Bayes is an exceedingly simple algorithm. Name one reason why it can still be ~ (COD
effective for something like spam classification. won
i, The stopping criteria in the K-means algorithm.
i, Difference between Classification and Clustering
Show i linkagefor 9
the points in Table 3. (con
®on
Table 3: air wise distances befween 4 poins for Question 3. &)
[Disnce [A_B_C D |

A [0 0oe "0ss 078

B 000 039 056

c 000 063

b | om0
4w i FP (Frequent Jeorithm? 8
oy
®03)
b) Use the 2x4
(con
200,300, 400, 600, 1000 p

i. min-max normalization by setting min = 0 and max = 1.
. z-score normalization.
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©) Hlustrate th
Apriori algorithm.

5. BSVM is posed as a constrained optimization problem having an objective function and a
/" “constraint to fit in the Lagrangian equation. Show how you get the objective function and
the constraint.
b) Assume a scenario where 300 out of 1000 of the emails are categorized as spam. The prob-
abiliesof*huy”, computer’ “worr,"faculy’, and “meeting 10 show up in a spam email
re 0.23, 0.1, 0.85, 0,01, and 0.05 respectively. Suppose, we have an uncategorized email
hat coniainthe words compuer "buy’, and “meeting’, and does not contain “won' or
“faculty”. Answer the following questions:
i. Whyis naive Bayesian classification caled “naive™?
i
o be spam
i 1f we have determined that the probability that the exact combination of words s
upin any email is 0.0, what is the probabilitythat an uncalegorised emll containng
those words is spam?
) Explain in brief how Random Forest works.
‘Table 4: Dataset for Question 6. )
GPA_Studied Passed
L F
LT T
MF F
MoT T
HOF T
HoT T
3

gain. Show necessary calculation steps

b) Answer the following briefly:
i. How does a Decision Tree handle continuous(numerical) features?
il Do we require Feature Scaling for Decision Trees?

©) Why do we require Pruning in Decision Trees? Explain.
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