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Abstract

This research provides an overview of the design, fabrication, and applications of plasmonic
nanosensors, highlighting their unique capabilities in detecting and analyzing molecular in-
teractions at the nanoscale. A plasmonic refractive index nanosensor is a device that uti-
lizes the interaction of light with metallic nanoparticles to detect and quantify changes in
the refractive index of the surrounding medium, enabling highly sensitive and label-free
detection of various analytes. They use surface plasmon polariton (SPP) and as per light-
matter interaction, they provide optical response depending on the quantity to be sensed.
In this paper, three plasmonic refractive index sensor designs are proposed. The sensors
have been evaluated with the finite element method (FEM) with scattering boundary con-
ditions. The theoretical background of the functionalities and properties of plasmonic ma-
terials is explained. A plasmonic refractive index nanosensor with a modified rectangular
resonator with baffles and nanorod has been proposed and it exhibits maximum sensitivity of
2963.73 nm/RIU and FOM of 25.1. Another plasmonic nanosensor design with an opposing-
face-semi-circular ring resonator integrated with nanorods has been proposed and it exhibits
maximum sensitivity of 2975.96 nm/RIU and the recorded maximum FOM is 43.95. Lastly,
another novel plasmonic nanosensor design with a modified octagonal resonator embedded
with silver nanorods is proposed and as per the numerical investigation, it exhibits maxi-
mum sensitivity of 2527.6 nm/RIU with a corresponding FOM value of 16.24. The linear
relationship of resonant wavelength with the refractive index has been used in advantage to
detect unknown materials. Thus the application of these nanosensor designs in the medical
and healthcare sectors e.g. diabetes detection, anemia detection, and classification of cancer
cells are investigated. Furthermore, the application of nanosensors in the environment and
safety applications are explored by the detection of chemical pollutants and heavy metals
in water. The potential application in the food industry has also been explored by testing
the capabilities of detecting water adulteration in honey and lactose detection in solutions.
The wide range of applications of plasmonic nanosensors and their fabrication process are
elaborately discussed.

xv
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Chapter 1

Introduction and Background

FROM the early stage of science and innovation, humans have been putting efforts into
understanding the laws of nature. The phenomena of nature and attributes of objects

or events are great topics of study for humans. In order to comprehend these events through
a quantitative study, humans have been developing ways of measuring. It is a commonly
practiced way of assigning numerical values to physical quantities in order to understand
their dimensions, properties, or even changes. Ever since the use of measurement in studies,
it has become an integral part of scientific research, engineering, and commercial activities.
It is broadened the way of understanding everything around us.

Measurement plays a crucial role in optics, a branch of physics that deals with the behavior
and properties of light. Accurate and precise measurements are essential for understanding
and characterizing optical phenomena, designing optical systems, and ensuring their optimal
performance. In optics, measurements are used to determine parameters such as wavelength,
intensity, polarization, phase, and angle of light waves. These measurements enable the eval-
uation and calibration of optical instruments, the characterization of optical materials, and
the analysis of optical components and systems. With precise measurements, scientists and
engineers can design and optimize optical devices, such as lenses, mirrors, cameras, and
lasers, to achieve desired outcomes in fields ranging from telecommunications and imaging
to astronomy and microscopy. Furthermore, measurement in optics also facilitates the verifi-
cation of theoretical models, the validation of experimental results, and the advancement of
knowledge in this intricate field of study.

In the context of measurement, a sensor is a device that detects and measures physical or
environmental changes and converts them into measurable signals. In optics, sensors play a
crucial role in capturing and quantifying optical phenomena. Optical sensors are specifically
designed to detect parameters such as refractive index, light intensity, wavelength, polar-
ization, and phase. They enable precise measurements and characterization of light waves,
aiding in the design, calibration, and optimization of optical systems. By providing accurate
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data on optical properties, sensors facilitate advancements in fields like telecommunications,
imaging, astronomy, and microscopy. They contribute to the validation of theoretical models,
experimental verification, and overall progress in understanding and harnessing light-based
technologies.

1.1 Optics and Nanophotonics

Light is an electromagnetic radiation that is composed of photons. The photons carry energy
and travel in a periodic pattern. Like other waves, light has wavelength, frequency, and
amplitude. Light has a wide range of electromagnetic spectrum which has a visible and
invisible spectrum. Optics is a branch of physics that studies the properties and behaviors of
light. It also studies the interaction of light with other objects. It investigates the phenomena
of reflection, refraction, diffraction, polarization, and other phenomena manifested by lights.
Optics also studies the instruments used to observe and measure the phenomena manifested
by light.

Nanophotonics is a specialized branch of optics. It studies the properties of light at the
nanometer scale. At the nanometer scale, the laws of physics are different and they require
more specialized research and investigation. It involves the interaction of light with nanos-
tructures, which are structures with dimensions typically on the order of nanometers (one
billionth of a meter). Nanophotonics combines principles from both nanotechnology and op-
tics to explore and control light at these small scales. At the nanoscale, light exhibits several
interesting and unique properties due to its interaction with nanostructures. Some of these
properties include:

• Enhanced Light-Matter Interaction: In the realm of nanoscience and nanotechnol-
ogy, the interaction between light and nanoscale structures has garnered significant
attention due to its remarkable properties and potential applications. When light inter-
acts with structures at the nanoscale, it can be strongly confined, leading to a range of
enhanced optical phenomena. One of the key effects observed is enhanced absorption.
Nanoscale structures can effectively capture and absorb light across a broad spectrum
of wavelengths. This enhanced absorption is attributed to the interaction of light with
the nanoscale structure’s geometry and material properties, which can manipulate the
behavior of light waves. This phenomenon has found applications in various fields,
such as solar energy harvesting, where nanoscale structures are employed to increase
the efficiency of light absorption and conversion into electricity. In addition to absorp-
tion, scattering of light can also be significantly influenced by nanoscale structures.
When light encounters these structures, it scatters in a manner that is different from
what occurs with larger-scale objects. Nanoscale structures can scatter light in specific
directions or manipulate its polarization, enabling precise control over the scattering
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properties. This ability to tailor light scattering at the nanoscale has implications for
various applications, including optical data storage, imaging, and display technolo-
gies. Furthermore, nanoscale structures can also influence the emission of light. In
some cases, the confinement of light within nanostructures can enhance the emission
of light, resulting in more efficient light-emitting devices. This property is exploited
in technologies such as light-emitting diodes (LEDs), where nanoscale structures are
used to improve the efficiency and color purity of emitted light. Moreover, the interac-
tion of light with nanoscale structures can also enable novel approaches to manipulate
and control the emission characteristics, leading to advancements in areas like quan-
tum optics and nanophotonics. The enhanced interaction of light with nanoscale struc-
tures opens up opportunities for efficient energy transfer, sensing, and manipulation
of light at the nanoscale. For instance, nanoscale antennas can efficiently couple light
into nanoscale devices, facilitating energy transfer processes such as photovoltaics,
photocatalysis, and light-driven chemical reactions. Nanosensors can exploit the en-
hanced interaction to detect and analyze substances with high sensitivity, enabling
applications in areas like biomedical diagnostics, environmental monitoring, and food
safety. Additionally, by designing and engineering nanoscale structures, researchers
can manipulate light at unprecedented scales, leading to advancements in fields such
as optical computing, optical data storage, and telecommunications.

• Localized Surface Plasmon Resonance: Metallic nanoparticles, when reduced to
the nanoscale, possess unique optical properties due to a phenomenon called local-
ized surface plasmon resonance (LSPR). LSPR refers to the collective oscillation of
free electrons on the surface of the nanoparticle in response to incident light. This
interaction between light and electrons in the nanoparticle leads to fascinating optical
effects and enhanced light-matter interactions. LSPR occurs because the collective
oscillation of electrons on the surface of the nanoparticle generates a resonant electro-
magnetic field, known as a plasmon. The plasmon’s frequency depends on the size,
shape, and composition of the nanoparticle, as well as the dielectric properties of its
surrounding medium. This means that by controlling these parameters, it is possible
to tune the plasmon resonance to specific wavelengths of light. When the frequency
of the incident light matches the plasmon resonance frequency of the nanoparticle,
a strong coupling occurs, resulting in enhanced light scattering and absorption. The
oscillation of electrons near the surface of the nanoparticle amplifies the electromag-
netic field at the nanoparticle’s vicinity, thereby enhancing the interaction with light.
As a result, the optical properties of the nanoparticle, such as its scattering and ab-
sorption coefficients, become significantly enhanced. The ability to control and ma-
nipulate LSPR has led to a wide range of applications in various fields. In sensing
applications, metallic nanoparticles are often used as nanosensors to detect and quan-
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tify specific molecules or analytes. When these nanoparticles are functionalized with
specific ligands or receptors, they can selectively bind to target molecules. When the
target molecules bind to the nanoparticle surface, it causes a shift in the LSPR wave-
length, which can be detected and measured. This enables highly sensitive and specific
detection of substances, with applications in fields like medical diagnostics, environ-
mental monitoring, and food safety. In spectroscopy, LSPR enables improved analysis
and characterization of materials. By utilizing the enhanced light-matter interactions
of metallic nanoparticles, researchers can study the optical properties of various sub-
stances with high sensitivity and resolution. This has implications in fields such as
chemistry, materials science, and biophysics, where understanding the behavior of
materials at the nanoscale is crucial. Optical imaging is another area where LSPR
finds utility. Metallic nanoparticles with tunable LSPR properties can act as contrast
agents in imaging techniques such as dark-field microscopy, surface-enhanced Raman
scattering (SERS), and photoacoustic imaging. These nanoparticles can selectively ac-
cumulate in specific regions or target molecules of interest, providing enhanced signal
intensity and improved imaging sensitivity.

• Subwavelength Light Confinement: Nanostructures refer to materials or devices that
have dimensions on the nanoscale, typically ranging from a few nanometers to a few
hundred nanometers. They possess unique properties and behaviors that are distinct
from their bulk counterparts due to their small size and quantum effects.

One of the remarkable capabilities of nanostructures is their ability to confine light
to dimensions smaller than the wavelength of light. This phenomenon is known as
subwavelength confinement. Traditional optical components and devices rely on the
manipulation of light using elements with dimensions comparable to the wavelength
of light, typically in the range of a few hundred nanometers to several micrometers.
However, by utilizing nanostructures, it becomes possible to achieve confinement of
light at dimensions smaller than the wavelength.

Three common types of nanostructures that can enable subwavelength confinement of
light are nanowires, nanospheres, and nanoscale waveguides.

Nanowires: These are nanoscale structures with high aspect ratios, typically elongated
in one dimension. Due to their small size, they can effectively guide and confine light
along their length. Nanowires made from different materials can exhibit various optical
properties, such as enhanced light-matter interactions, strong light confinement, and
efficient light propagation.

Nanospheres: Nanospheres are tiny spherical particles with diameters in the nanome-
ter range. When the size of the nanosphere is comparable to or smaller than the wave-
length of light, it can interact with light in unique ways. Nanospheres can scatter and
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manipulate light, and they have applications in areas such as sensing, imaging, and
optoelectronic devices.

Nanoscale Waveguides: These are waveguides or channels with dimensions at the
nanoscale. They are designed to guide and control the flow of light at subwavelength
scales. Nanoscale waveguides can be engineered using various materials, including
semiconductors, metals, or dielectrics. They enable the confinement and manipulation
of light for applications in nanophotonics, such as on-chip optical communication and
signal processing.

The ability to confine light at subwavelength scales using nanostructures opens up
exciting possibilities for various applications:

– Miniaturization of Optical Components: By confining light to dimensions
smaller than the wavelength, it becomes possible to create compact and minia-
turized optical components. This is particularly useful in the development of
integrated photonic circuits, where multiple optical functions can be integrated
on a single chip, leading to improved performance and reduced size.

– High-Resolution Imaging: Subwavelength confinement of light enables the de-
velopment of high-resolution imaging techniques. By using nanoscale structures
to focus light, it becomes possible to surpass the diffraction limit, which restricts
the resolution of traditional optical systems. This allows for detailed imaging of
nanostructures, biological samples, and other objects at the nanoscale.

– Nanophotonic Circuits: Nanostructures can be combined to create nanopho-
tonic circuits, which are analogous to electronic circuits but operate using light
instead of electrons. These circuits can perform functions such as signal modula-
tion, routing, and detection at the nanoscale. Nanophotonic circuits hold promise
for applications in optical computing, quantum information processing, and high-
speed data communication.

• Photonic Bandgap Effects: One fascinating property of nanostructures is their ability
to exhibit photonic bandgap effects. In physics, a bandgap refers to a range of energies
or wavelengths where certain states or frequencies of a wave are forbidden. In the case
of nanostructures, particularly those designed to interact with light, the concept of a
photonic bandgap arises. It refers to a range of wavelengths or colors of light that are
prohibited from propagating through the structure.

By carefully engineering the size, shape, and arrangement of nanostructures, researchers
can create a periodic arrangement of high and low refractive index regions within a ma-
terial. This periodicity gives rise to a photonic bandgap, where certain wavelengths of
light cannot propagate through the material. This effect is similar to the bandgap found
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in electronic materials, where certain energy levels are forbidden for electrons. The ex-
istence of photonic bandgaps in nanostructures enables precise control over the propa-
gation of light, allowing for the development of various photonic crystals and devices
with specific optical filtering and guiding properties. Photonic crystals are materials
or structures that possess a periodic variation in refractive index, which gives rise to a
photonic bandgap. These crystals can be designed to control the behavior of light in
specific ways. For example, they can be engineered to allow only certain wavelengths
of light to pass through while blocking others. This selective filtering of light is use-
ful in applications such as optical communications, where it is necessary to transmit
specific wavelengths of light while rejecting unwanted signals. In addition to filter-
ing properties, photonic crystals can also guide and manipulate light. By introducing
defects or irregularities into the crystal lattice, researchers can create waveguides and
optical cavities that confine and direct light within the structure. These properties are
valuable for developing photonic integrated circuits, sensors, lasers, and other devices
that rely on precise control of light.

Overall, the ability of nanostructures to exhibit photonic bandgap effects opens up
a wide range of possibilities for manipulating light at the nanoscale. This field of
research holds promise for applications in areas such as telecommunications, optical
computing, solar energy, sensing, and beyond, where the control and manipulation of
light are crucial for advancing technology.

• Nonlinear Optical Effects: At the nanoscale, the behavior of light starts to exhibit
nonlinear optical effects with greater prominence. This is primarily due to the in-
creased intensity of light and the unique properties of nanomaterials. Nonlinear opti-
cal effects refer to the phenomena that occur when the response of a material to light
is nonlinearly related to the incident light intensity. These effects can be utilized and
manipulated for various applications in the field of nonlinear optics.

One example of a nonlinear optical effect is harmonic generation. In this process,
when intense light interacts with a nonlinear material, it generates new light frequen-
cies that are integer multiples (harmonics) of the original frequency. For instance, if
the incident light has a frequency of ω, harmonic generation can produce light with
frequencies like 2ω, 3ω, and so on. This effect enables the generation of coherent light
at frequencies that are not directly provided by the light source. It finds applications in
areas such as laser systems, spectroscopy, and telecommunications. Frequency mix-
ing is another nonlinear optical effect. It involves the interaction of two or more light
waves with different frequencies, resulting in the generation of new frequencies that
are the sum or difference of the original frequencies. This process is commonly used
in frequency conversion applications. For example, it can be employed to convert light
from one wavelength to another, which is crucial for optical communication systems
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or for obtaining specific wavelengths required for certain experiments.

Nonlinear scattering is a phenomenon where the interaction of light with a nonlin-
ear material leads to the scattering of light at different frequencies. It can result in
various phenomena, such as stimulated Raman scattering and four-wave mixing. Non-
linear scattering processes have significant implications in all-optical signal process-
ing, where information is manipulated using only optical signals, without the need for
conversion to electronic signals. This field holds promise for applications in optical
computing, optical data storage, and high-speed signal processing. At the nanoscale,
the enhanced intensity of light and the unique properties of nanomaterials, such as their
strong light-matter interactions and size-dependent properties, provide opportunities to
exploit nonlinear optical effects further. Nanomaterials can be engineered to exhibit
enhanced nonlinear responses, making them ideal candidates for applications in non-
linear optics, frequency conversion, and all-optical signal processing. Their small size
allows for efficient light confinement and control, enabling the manipulation of light
at the nanoscale.

The special characteristics of nanophotonic structures offer more exciting and promising
prospects in the field of nanotechnology and material engineering. They offer the possibil-
ities of ultra-compact circuit design, high-resolution sensors, and high-speed computation
technologies.

1.2 Plasmonics

Plasmonics is the study of the detection, generation, and manipulation of optical signals at
the optical frequency on the nanometer scale [1]. Plasmonics, a rapidly growing interdisci-
plinary field, focuses on the detection, generation, and manipulation of optical signals at the
nanometer scale using the phenomenon of plasmons. Plasmons are collective oscillations of
electrons in the metal-dielectric interface that can be excited by external stimuli. This field
combines concepts from optics and nanotechnology to achieve enhanced control over light-
matter interactions, light confinement, and various optical phenomena. The foundation of
plasmonics lies in the interaction between light and free electrons in metallic nanostructures.
When light interacts with these structures, it can induce a collective oscillation of electrons
known as a plasmon. This plasmon oscillation creates a localized electromagnetic field at the
metal-dielectric interface, leading to the confinement of light within nanoscale dimensions.
This confinement allows for the manipulation and control of light at the subwavelength level,
opening up exciting possibilities for numerous applications.

One of the primary advantages of plasmonics is its ability to enhance light-matter interac-
tions. The intense electromagnetic fields associated with plasmons enable enhanced light
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absorption and scattering by nanostructures. By engineering the shape, size, and composi-
tion of these structures, researchers can tailor their plasmonic properties to achieve desired
optical effects. This enhanced light-matter interaction is beneficial in a wide range of ap-
plications, including sensing, spectroscopy, and solar energy conversion. Plasmonics also
provides a unique platform for the localization of light. Through the excitation of surface
plasmons, light can be trapped and confined within nanoscale regions, surpassing the diffrac-
tion limit of conventional optics. This property is particularly valuable in the development
of nanophotonic devices, such as waveguides, sensors, and light-emitting diodes, where the
ability to confine and manipulate light on the nanoscale is crucial. Moreover, plasmonic
structures can exhibit extraordinary optical phenomena, such as surface-enhanced Raman
scattering (SERS) [2] and plasmon-enhanced fluorescence. SERS enables highly sensitive
molecular detection by enhancing the Raman scattering signal of molecules in close proxim-
ity to plasmonic nanostructures. This technique has significant implications for chemical and
biological sensing, as it allows for the detection of trace amounts of substances. Plasmon-
enhanced fluorescence, on the other hand, enhances the emission of fluorophores placed near
plasmonic structures, leading to improved sensitivity in fluorescence-based assays and imag-
ing techniques. In addition to these applications, plasmonics also finds utility in the field of
nanophotonics. The ability to manipulate and control light at the nanoscale enables the de-
velopment of compact and efficient photonic devices. Plasmonic waveguides, for instance,
can guide light along subwavelength paths, facilitating the integration of optical components
on a chip. This miniaturization and integration of optical elements are crucial for advancing
technologies such as optical computing, data storage, and telecommunications. Researchers
in plasmonics continue to explore new materials and fabrication techniques to improve the
efficiency and functionality of plasmonic devices. Materials with unique plasmonic prop-
erties, including noble metals like gold and silver, as well as alternative materials such as
graphene, are being investigated. Advanced fabrication methods, such as electron beam
lithography and self-assembly techniques, enable precise control over the size, shape, and
arrangement of plasmonic nanostructures.

1.3 Surface Plasmon Polariton

Surface plasmon polariton (SPP) is a coupled electromagnetic oscillation of photons and
electrons. Transverse magnetic polarized light interacting with the metal-dielectric interface
induces SPP under specific conditions. The existence of surface plasmon was first predicted
by Rufus Ritchie in 1957 [3]. When an optical excitation is given in a metal-dielectric-
composed object, the electromagnetic wave propagates inside both the mediums and in the
metal-dielectric interface, and a surface wave is generated shown in Fig 1.1 [4]. SPP is gen-
erated when the momentum of the incident light matches the momentum of SPP mode [5].
The momentum can be matched using prism couplers [6–9], grating couplers [6–9], fiber
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Figure 1.1: Propagation of SPP in Metal-Dielectric Interface.

and waveguide couplers [10–13]. Plasmonic devices work on the principle of SPP wave
propagation, which is electromagnetic wave propagation along a metal-dielectric interface
because these waves have far shorter wavelengths than regular light waves, they can inter-
act with materials at the nanoscale [14]. Plasmonic devices, as a result, provide high-speed
data transmission and processing capabilities, as well as improved bandwidth [15]. One of
the most important properties of SPPs is their ability to overcome the diffraction limit [16],
which is the physical limit that restricts the resolution of conventional optical devices. This
means that SPPs can confine light in subwavelength dimensions, allowing for the develop-
ment of nanoscale plasmonic devices with unprecedented performance [16,17]. This wave’s
penetration depth is more extensive in the dielectric medium, which typically exceeds 100
nm, in contrast, the penetration depth for metals is generally less than 10 nm [18]. In ad-
dition, SPPs have been extensively used in sensing applications, such as biosensors, where
they can detect small changes in the refractive index of the surrounding medium. This is
possible because the amplitude of the SPP surface wave is extremely sensitive to changes in
the local environment, such as the binding of a biomolecule to the sensor surface [19]. This
property makes plasmonic sensors highly sensitive and selective, with potential applications
in various fields, including medical diagnosis and environmental monitoring. In addition, the
distinctive characteristics of SPPs make them suitable for the development of nanophotonic
devices, in which light may be modulated at the nanoscale.

These SPPs are transverse magnetic (TM) plane waves that propagate along the interface of
the two materials [20]. The dielectric constant of the dielectric and metal half-spaces are
represented by εd and εm, respectively. In this configuration, SPPs can be described as a
wave vector k that is related to the optical frequency through a dispersion relation [21],
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kx = k0 ×
√

ϵd × ϵm
ϵd + ϵm

(1.1)

where, k0 is the wave-vector of free space. Assuming that the interface between the two
materials is perpendicular to the z-axis and that the SPPs propagate along the x-axis, the
dispersion relation describes the relationship between the wave vector k and the frequency of
the light [22]. This relationship is crucial for understanding the characteristics of plasmonic
devices and is key to the behavior of SPPs. The dispersion relation may be used to compute
key parameters for SPPs such as propagation length, phase velocity, and group velocity. The
propagation length describes how far the SPPs can propagate along the interface before they
decay due to energy loss. The phase velocity is the velocity at which the SPP wavefronts
propagate, while the group velocity is the velocity at which the energy of the wave packet
propagates. Understanding the dispersion relation and these important parameters is crucial
for the design and optimization of plasmonic devices, as it allows for the calculation of the
optimal configuration and materials to use in a given application.

One of the major limiting factors of optical devices is the diffraction limit. It is the limita-
tion of optical resolution due to diffraction and it is proportional to the wavelength of the
light being observed. [23]. However, the unique properties of SPP can come in handy in
this scenario. Surface plasmon polariton is a surface wave, an electromagnetic wave that
propagates in the interface of two mediums. The excitation of SPP leads to strong elec-
tromagnetic field confinement and results in shorter wavelengths compared to light. And
so, they are able to overcome the diffraction limit [16]. Thus, SPP can have localized field
intensity and higher momentum. A shorter wavelength allows SPP to be confined in sub-
wavelength devices such as nanosensors [17]. In addition, SPP is sensitive to changes in
the environment [24]. It can detect the change of physical parameters such as temperature,
and pressure and detect the presence of unknown molecules. Owing to the unique prop-
erties of surface plasmon polariton, many nanoscale devices and applications are possible.
The principle of SPP propagation can be used in manufacturing optical waveguides [25–31],
sources [29, 32–35], SERS [36–44], near field optics [45–52], data storage [53–56], solar
cells [57–60], biosensors [10, 61–73] and chemical sensors.

1.4 Plasmonic Waveguide

The surface plasmon polariton (SPP) mentioned earlier requires guidance in a medium to
ensure controlled propagation. A plasmonic waveguide is a nanoscale guiding structure
that leverages the interaction between light and SPPs to confine and direct light. Unlike
traditional dielectric waveguides that rely on total internal reflection, plasmonic waveg-
uides exploit the high confinement and subwavelength propagation characteristics of SPPs
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at metal-dielectric interfaces. These waveguides enable light transmission with nanoscale
confinement, increased field intensity, and the potential for powerful light-matter interac-
tions through the support of SPP modes. Plasmonic waveguides have found applications
in various fields, including integrated optics, sensing, data transfer, and signal processing.
By utilizing these waveguides, highly compact and efficient photonic devices can be cre-
ated, offering the potential for future technological advancements. In contrast to dielectric
waveguides, which guide light through total internal reflection, plasmonic waveguides op-
erate based on the interaction between light and SPPs. SPPs are collective oscillations of
electrons that occur at the metal-dielectric interface when excited by incident light. These os-
cillations couple with the incident light to form a hybridized SPP mode, which travels along
the waveguide. The SPP mode is confined to the metal-dielectric interface and propagates
with a wavelength much smaller than the free-space wavelength of light. The unique prop-
erties of SPPs allow plasmonic waveguides to confine light to nanoscale dimensions. The
intense electromagnetic fields associated with SPPs are tightly confined within the waveg-
uide, enabling the transmission of light at subwavelength scales. This subwavelength con-
finement is particularly advantageous for miniaturizing photonic components and achieving
high device integration densities. Furthermore, the strong field confinement in plasmonic
waveguides leads to increased field intensity, enhancing light-matter interactions. This char-
acteristic is beneficial for various applications, such as sensing and spectroscopy, where the
interaction of light with nanoscale objects or molecules is of interest. Plasmonic waveguides
have demonstrated their potential in integrated optics, where they enable the routing and ma-
nipulation of light on chip-scale platforms. The subwavelength confinement and strong field
localization facilitate the design and fabrication of highly compact photonic circuits with
improved performance. Additionally, plasmonic waveguides have been employed in sensing
applications. The high sensitivity of SPPs to changes in the refractive index of the surround-
ing medium allows for ultrasensitive detection of biological and chemical substances. By
utilizing the evanescent field of the SPP mode, plasmonic waveguides can interact with ana-
lytes present in the surrounding medium, enabling label-free detection with high sensitivity.
Moreover, plasmonic waveguides have been explored for data transfer and signal processing.
The ability to confine light to nanoscale dimensions and guide it with low loss enables the
development of high-speed and compact photonic interconnects for on-chip communication.
The subwavelength confinement of plasmonic waveguides also offers the potential for en-
hancing nonlinear optical effects and all-optical signal processing, which can significantly
impact optical computing and data processing technologies

1.4.1 MIM Waveguide

Metal insulator metal (MIM) waveguide is a highly popular waveguide system in the field
of nanosensor designs. This waveguide configuration consists of a dielectric medium sand-



CHAPTER 1. INTRODUCTION AND BACKGROUND 12

wiched between two metal layers, allowing for the guidance of surface plasmon polariton
(SPP) waves along the metal-dielectric interface. The top view of MIM waveguide configu-
ration is shown in Fig. 1.2.

Figure 1.2: Configuration of MIM waveguide configuration.

The MIM waveguide possesses remarkable properties, including strong electromagnetic field
confinement, low propagation loss, effective interference, and straightforward fabrication,
making it an ideal choice for nanosensor applications [74–76]. The dispersion, propagation
length, and mode confinement of MIM waveguides depend on the selection of metals and
dielectric materials employed in their construction. As a result, MIM waveguides find exten-
sive usage in various fields, including optical communications, medical imaging, biosensors,
and quantum computing. The primary advantage of the MIM waveguide lies in its excep-
tional confinement ability, as the insulating layer restricts the propagation of electromagnetic
waves to a confined region. This confinement results in improved signal integrity and inter-
action with surrounding materials, which is particularly advantageous in applications that
require precise control over optical properties, such as integrated photonics and optical sens-
ing. However, it is important to note that the MIM waveguide does have certain limitations.
One such limitation is its relatively shorter propagation length compared to other waveg-
uide topologies. The propagation length refers to the distance a guided wave can travel
before experiencing significant attenuation. Despite this limitation, the MIM waveguide ex-
hibits lower propagation loss, indicating that guided signals encounter minimal attenuation
and result in improved signal quality with reduced transmission losses. This characteristic
makes the MIM waveguide an attractive option for the production of photonic devices. The
lower propagation loss of the MIM waveguide has garnered significant interest from both
researchers and industry professionals alike. The ability to fabricate photonic devices using
MIM structures facilitates the development of efficient and high-performing devices. Con-
sequently, there is a growing emphasis on research in the field of hybrid waveguides, aimed
at further enhancing their properties and optimizing performance. Ongoing investigations
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explore various aspects, including the utilization of new materials, design modifications,
and fabrication techniques. These efforts aim to advance the field of optics and enable the
development of efficient and versatile devices for applications in telecommunications, data
transmission, sensing, and more. Overall, MIM waveguide is a widely employed waveg-
uide system in nanosensor designs. The MIM waveguide has found applications in optical
communications, medical imaging, biosensors, and quantum computing. Its exceptional
confinement ability, despite the relatively shorter propagation length, makes it an attractive
choice for integrated photonics and optical sensing applications. Ongoing research into hy-
brid waveguides seeks to further optimize their properties and performance, focusing on ma-
terials, design, and fabrication techniques to enable the development of efficient and versatile
photonic devices for various fields and industries.

1.4.2 IMI Waveguide

The Insulator Metal Insulator (IMI) waveguide presents a fascinating arrangement of waveg-
uides that employs a metal layer positioned between two layers of dielectric material. This
unique configuration gives rise to intriguing properties and applications. Notably, the IMI
waveguide is capable of supporting long-range Surface Plasmon Polariton (SPP) waves, also
referred to as Long Range Surface Plasmons (LRSP) [77]. These LRSP waves exhibit a
remarkable ability to propagate over significant distances, making the IMI waveguide an
ideal choice for designing nanodevices that require extensive wave coverage. To visualize
the structure of the IMI waveguide, we can refer to Figure 1.3, which illustrates the top
view. The metal layer is positioned between the two layers of dielectric material, forming a
sandwich-like configuration. This arrangement imparts distinct characteristics to the waveg-
uide, differentiating it from the Metal Insulator Metal (MIM) waveguide topology. One of
the key advantages of the IMI waveguide topology is its ability to generate plasmons with an
exceptionally long propagation length. The plasmons, excited by incident light, can traverse
the waveguide over extended distances without significant attenuation or loss of energy. This
property is particularly advantageous for optical devices that operate on large spatial scales,
where the transmission of waves over long distances is crucial. The distribution of field lines
within the IMI waveguide structure contributes to its enhanced propagation capabilities. The
interaction between the electromagnetic waves and the metal-insulator interfaces leads to a
reduced attenuation of the waves, allowing for efficient transmission. As a result, the IMI
waveguide demonstrates superior propagation characteristics compared to other waveguide
configurations. However, despite its remarkable ability to support long-range wave propaga-
tion, the IMI waveguide structure faces limitations when it comes to confining electromag-
netic waves. In terms of confinement ability, the IMI topology falls short in comparison to
the MIM waveguide. This limitation can significantly impact the sensitivity and performance
of devices based on the IMI waveguide. The reduced confinement restricts the effective inter-
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action between the guided wave and the surrounding materials, potentially compromising the
device’s overall sensitivity and efficiency. In practical applications, the choice between the
MIM and IMI waveguide topologies depends on the specific requirements and objectives of
the designer or researcher. If confinement ability is of utmost importance, the MIM waveg-
uide proves to be a more suitable option. On the other hand, if the transmission of waves over
extended distances is a priority, the IMI waveguide’s extended propagation length becomes
advantageous. Careful evaluation and consideration of these factors are crucial to determine
the most appropriate waveguide topology for a given application. Overall, IMI waveguide
configuration offers unique properties and advantages. It enables the support of long-range
Surface Plasmon Polariton (SPP) waves, making it an excellent choice for nanodevices that
require extensive wave coverage. However, the IMI waveguide’s limited confinement ability
poses challenges in creating highly sensitive structures. The selection between the MIM and
IMI waveguide topologies depends on the specific requirements and priorities of the intended
application, with designers and researchers carefully assessing their objectives to choose the
most suitable waveguide topology.

Figure 1.3: Configuration of IMI waveguide.

1.4.3 DLSPP Waveguide

The Dielectric-loaded surface plasmon polariton (DLSPP) waveguides are a unique type
of waveguide configuration that combines dielectric and metallic elements to guide surface
plasmon polariton (SPP) waves. These waveguides have been experimentally demonstrated,
as reported in the study by Steinberger et al. [78]. They offer several advantages and are
particularly useful in the near-infrared regions. The DLSPP waveguide consists of a metallic
surface, typically made of materials like gold or silver, with a dielectric stripe embedded
on it. The dielectric stripe serves as a guiding structure for the SPP waves, confining and
directing their propagation. This configuration allows for the efficient guiding of SPP waves
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along the surface of the metallic structure.

One important characteristic of the DLSPP waveguide is its figure of merit (FOM), which de-
termines its performance and suitability for specific applications. The FOM of a waveguide
is a measure of the balance between the propagation length and the mode confinement. In
the case of thin dielectric loads, the DLSPP waveguide exhibits a high FOM. This means that
it enables long propagation lengths for the SPP mode in the near-infrared regions. This prop-
erty is desirable for applications requiring the efficient transmission of SPP waves over long
distances. On the other hand, when the dielectric load is thick, the decay length of the SPP
wave is reduced, sacrificing the mode confinement of the electromagnetic waves. This char-
acteristic makes the DLSPP waveguide suitable for applications that demand large-density
plasmonic devices, where high localization and compactness are required. To visualize the
structure of a DLSPP waveguide, an isometric view is typically used. Figure 1.4, as pre-
sented in the study by Grandidier et al. [79], demonstrates the arrangement and components
of a DLSPP waveguide. This representation helps in understanding the spatial configuration
and the interaction between the dielectric stripe and the metallic surface. Overall, the DLSPP
waveguides are a unique class of waveguide configurations that utilize a dielectric stripe em-
bedded on a metallic surface to guide SPP waves. These waveguides offer advantages such
as long propagation lengths in the near-infrared regions for thin dielectric loads and com-
pactness for thick dielectric loads. DLSPP waveguides show great potential for application
in integrated photonics [80,81]. This waveguide-based coupler and splitters are already been
experimentally proven [82, 83]. The dielectric material can be doped for active control of
SPP mode.

Figure 1.4: Isometric view of DLSPP waveguide.
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1.4.4 Slot Waveguide

Slot waveguides are plasmonic structures that utilize a nanoscale gap or slot between two
metal areas or a metal and a dielectric region. These waveguides enable the propagation
of surface plasmon polaritons (SPP) while providing subwavelength light confinement. The
optical mode supported by slot waveguides is highly confined within the slot itself, and its
propagation direction aligns with the slot. The fundamental SPP mode exhibited by slot
waveguides possesses a remarkably large propagation length. This attribute is crucial for
efficient transmission of light signals over long distances. The group velocity of this mode
is exceptionally high, nearly approaching the speed of light in the substrate. At optical com-
munication wavelengths, the propagation length can reach tens of micrometers [84]. These
remarkable characteristics render slot waveguides highly suitable for various optoelectronic
applications. The key advantage of slot waveguides lies in their ability to confine light within
a nanoscale region, far below the diffraction limit imposed by conventional dielectric waveg-
uides. This extreme confinement of light arises from the strong electromagnetic field con-
finement within the narrow slot. The top view of slot waveguide configuration is shown in
Fig. 1.5.

Figure 1.5: Configuration of slot waveguide.

By carefully engineering the dimensions of the slot and the surrounding materials, it is pos-
sible to achieve highly efficient light transmission and manipulation at the nanoscale. The
subwavelength confinement offered by slot waveguides opens up opportunities for enhancing
various optoelectronic devices. One significant application is in integrated photonic circuits,
where the tight confinement of light enables the integration of multiple functional compo-
nents onto a single chip. This integration leads to compact and efficient devices for data
communication, sensing, and signal processing. Moreover, the high group velocity of the
fundamental SPP mode in slot waveguides allows for rapid transmission of information.
This feature is particularly advantageous in applications requiring high-speed data transfer,
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such as optical interconnects and telecommunications. Slot waveguides can facilitate the de-
velopment of next-generation optical communication systems capable of transmitting large
volumes of data at unprecedented speeds. The long propagation length of the SPP mode
in slot waveguides is crucial for minimizing signal loss during transmission. This extended
propagation length ensures that the SPPs can travel over significant distances without signif-
icant attenuation. Consequently, slot waveguides are promising candidates for applications
involving signal routing and waveguiding, enabling the efficient and reliable transfer of light
signals across optical circuits. Furthermore, the unique properties of slot waveguides make
them attractive for various sensing applications. The strong confinement of light within the
slot enables enhanced interaction with analytes present in the vicinity of the waveguide.
This property can be harnessed for developing highly sensitive sensors capable of detecting
minute changes in the refractive index or the presence of specific molecules. Slot waveguides
offer a platform for label-free biosensing, environmental monitoring, and chemical analy-
sis, with potential applications in medical diagnostics and environmental sensing. Overall,
slot waveguides are plasmonic structures that exploit nanoscale gaps or slots to enable the
propagation of surface plasmon polaritons. These waveguides provide subwavelength light
confinement, possess long propagation lengths, high group velocities, and enable efficient
transmission and manipulation of light at the nanoscale. These unique features make slot
waveguides well-suited for integration in optoelectronic devices, such as integrated photonic
circuits, high-speed optical interconnects, and ultrasensitive sensors. The continued explo-
ration and development of slot waveguides hold great promise for advancing various fields,
including photonics, telecommunications, and biosensing.

1.4.5 Nanowire Waveguide

Waveguide structures made of metallic or dielectric nanowires with subwavelength dimen-
sions are referred to as nanowire waveguides. These waveguides enable the confinement
and propagation of light at the nanoscale, making them suitable for various applications in
nanophotonics. In metallic nanowire waveguides composed of materials like gold or sil-
ver, the confinement and direction of light are achieved through the phenomenon of surface
plasmon polaritons (SPPs) [85]. SPPs are formed when incident light interacts with free elec-
trons at the metal-dielectric interface. The resulting hybrid excitations propagate along the
nanowire, allowing for the localization and manipulation of light on the nanoscale. The sub-
wavelength diameter of nanowires is crucial for the significant confinement of the SPP mode.
This confinement leads to enhanced light-matter interactions and enables the manipulation
of light at the nanoscale. Nanowire waveguides offer advantages in terms of space, power,
and material requirements. Their small size allows for densely packed integration on a chip,
making them suitable for nanoscale optical circuits and devices. The tight confinement of
light within the nanowire structure reduces the power requirements for signal transmission,
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resulting in energy-efficient photonic systems. Furthermore, the use of nanowires enables the
utilization of small amounts of materials, making them cost-effective and compatible with
nanofabrication techniques. Nanowire waveguides operating at high speeds are well-suited
for applications requiring rapid signal processing or transmission. By confining light to sub-
wavelength dimensions, these waveguides can overcome the diffraction limit of conventional
optics, enabling the manipulation of light with high precision and resolution. Logic gates,
fundamental building blocks of digital circuits, can benefit from the confinement and ma-
nipulation of light offered by nanowire waveguides [86]. Nanowire waveguides provide a
compact and high-speed alternative to traditional electronic logic gates, offering advantages
such as faster operation and reduced power consumption. Nanowire waveguides also hold
promise in the development of photodetectors, which convert light signals into electrical sig-
nals [87]. By integrating nanowire waveguides with light-absorbing materials, efficient light
coupling and detection can be achieved. The tight confinement of light within the nanowire
enhances the absorption efficiency, leading to improved photodetection capabilities.

1.4.6 Hybrid Waveguide

A hybrid waveguide structure is a composite arrangement that combines different guiding
mechanisms or materials to achieve specific functionalities or effects. It comprises multiple
components, each with its own distinct characteristics, which are merged to form a unified
waveguide structure. For instance, a hybrid waveguide can be constructed by combining
a metal surface with a dielectric waveguide. Alternatively, it may consist of a dielectric
nanowire separated from a metallic surface by a gap. This configuration enables subwave-
length confinement and low propagation loss in two dimensions. Moreover, the hybrid mode
can be confined within a size significantly smaller than the diffraction limit [29]. Conse-
quently, hybrid waveguides can be tailored to meet the requirements of specific systems.
The Metal-Insulator-Metal (MIM) and Insulator-Metal-Insulator (IMI) waveguide topologies
exhibit contrasting characteristics in terms of confinement ability and propagation length.
While the MIM structure offers strong confinement, it has a shorter propagation length. On
the other hand, the IMI waveguide excels in achieving greater propagation length. To address
the need for a device that combines high confinement, good output, and a high propagation
constant, researchers have proposed hybrid waveguides. A hybrid waveguide topology typ-
ically involves two distinct dielectric mediums attached to a metallic surface. The dielectric
medium with a lower refractive index is positioned between the other dielectric medium
and the metallic surface. This arrangement establishes strong coupling between the lower
and upper surfaces, leading to enhanced confinement. Additionally, the hybrid waveguide
does not incorporate a double metallic layer, minimizing the potential for interference and
reducing the likelihood of shortening the propagation length. By merging the advantages
of MIM and IMI topologies, the hybrid waveguide provides a compelling solution. It of-
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fers improved confinement ability, allowing for precise control over the guided wave and
its interaction with surrounding materials. Simultaneously, the hybrid waveguide exhibits a
higher propagation length, enabling wave transmission over longer distances with minimal
attenuation. The distinctive characteristics of the hybrid waveguide topology have garnered
significant interest among researchers. This area of exploration holds substantial potential
for advancing the field of optics and expanding the capabilities of optical devices. By capi-
talizing on the strengths of both MIM and IMI structures, the hybrid waveguide serves as an
attractive platform for developing innovative and high-performance optical components.

In this thesis, we have numerically investigated plasmonic refractive index nanosensors. Re-
searchers have used MIM waveguides extensively for designing RI sensors. Hence, the MIM
waveguide has been used in the RI sensor as the guiding medium for SPP propagation.

1.5 Present and Future of Plasmonics

The computation technology that we use today is the culmination of a long and continu-
ous evolution process involving mathematics, engineering, and innovations. Throughout
history, various tools and devices have been used for computation, each representing a sig-
nificant advancement in its time. In ancient times, the abacus served as a primitive computa-
tional tool, allowing users to perform basic arithmetic calculations. The abacus, which dates
back thousands of years, consisted of beads or stones placed on rods or wires, with each
bead representing a specific value. While limited in its capabilities, the abacus provided
a foundation for numerical computation and helped humans better understand mathemati-
cal concepts [88]. As technology progressed, analog computers emerged as an upgrade to
abacus-based computation. These machines utilized physical phenomena, such as electrical
voltages or mechanical movements, to perform calculations. Analog computers were capa-
ble of solving complex mathematical equations, providing faster and more accurate results
than the abacus [89]. However, they were limited in terms of scalability and precision, as
they relied on physical components and continuous values. The invention of the transistor in
the mid-20th century marked a significant milestone in computation technology. Transistors
are small electronic devices that can control the flow of electrical current, serving as fun-
damental building blocks for modern electronics. The development of transistors paved the
way for the creation of more complex computational devices, such as microprocessors and
processors [90].

Over the years, there has been a relentless march of material development and technological
advancements, leading to the continuous shrinking of transistor sizes. This reduction in size
has followed a trend described by Moore’s Law, which states that the number of transistors
on integrated circuits doubles approximately every two years, while the size of the transistors
halves during the same period. Consequently, this trend has enabled the creation of smaller
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and faster processors and electronic devices. However, as transistors approach the nanome-
ter scale, new challenges arise. The complexity of integrated circuit (IC) manufacturing
increases as the size of transistors nears the atomic scale. At such small sizes, quantum ef-
fects, such as direct quantum tunneling, can lead to undesirable phenomena like gate leakage
current. When electrons can tunnel through the gate of a transistor, it can cause operational
issues and compromise the reliability of the circuit [91]. Therefore, researchers and engi-
neers face the task of finding innovative solutions to mitigate these challenges and sustain
the progress of computation technology. In addition to the transistor-related challenges, the
interconnectivity between transistors within a processor presents another bottleneck. Copper
has been commonly used as the conductor for connecting transistors, but it faces limitations
when dealing with a large number of transistors in a complex architecture. As processors
continue to evolve and integrate more components, the need for efficient and reliable in-
terconnects becomes increasingly crucial [92]. Another area of concern is the integration
of optical transmission with microprocessors. Fiber optic cables have revolutionized data
transmission by efficiently transmitting signals over long distances and at high speeds. How-
ever, their integration with microprocessors, which operate at much smaller scales, poses
a significant challenge. The size disparity between optical transmission components and
microprocessors has made it difficult to combine the two technologies seamlessly [93]. In
this context, surface plasmon polaritons (SPPs) have emerged as a potential solution to ad-
dress the existing challenges in computation technology. SPPs are electromagnetic waves
that propagate along the surface of a metal-dielectric interface, enabling efficient transfer
of information at the nanoscale. By exploiting the unique properties of SPPs, researchers
aim to develop novel interconnect and communication technologies that can overcome the
limitations of traditional approaches [94].

Plasmonic devices, such as refractive index (RI) sensors, have garnered significant attention
due to their potential applications in various fields, including medical science, environmen-
tal science, and military defense. These devices utilize the properties of plasmons, which
are collective oscillations of free electrons on a metal surface, to manipulate and control
light at the nanoscale. This ability to manipulate light has opened up new possibilities for
advancements in several key areas. One area where plasmonic devices show great promise
is biosensing. The refractive index sensors based on plasmonics offer highly sensitive and
label-free detection of biological molecules. By measuring the changes in the refractive in-
dex of the surrounding medium, these sensors can detect and analyze biological analytes
such as proteins, DNA, and viruses. This has enormous implications for medical science, as
it enables rapid and accurate detection of diseases, including early-stage cancers and infec-
tious agents. Plasmonic biosensors have the potential to revolutionize diagnostics, leading
to improved patient care and better disease management. Chemical sensing is another field
that can benefit from plasmonic devices. Plasmonic sensors can detect and analyze various
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chemical substances, including hazardous materials, pollutants, and gases. Their high sensi-
tivity and selectivity make them valuable tools for environmental monitoring and pollution
control. These sensors can be deployed in industrial settings, urban environments, and even
remote locations to provide real-time data on air and water quality. By enabling early detec-
tion and monitoring of chemical hazards, plasmonic devices can help mitigate environmental
risks and safeguard human health. In the realm of military defense, plasmonic devices offer
intriguing possibilities. Plasmonic cloaking, based on the manipulation of light, has been
proposed as a potential technology for creating invisibility. By designing materials with spe-
cific plasmonic properties, it may be possible to control the propagation of light waves and
redirect them around an object, rendering it invisible to detection. While still in the realm of
theoretical research, plasmonic cloaking has the potential to revolutionize stealth technology
and enhance military capabilities. Plasmonics also holds great potential for advancing solar
energy technology. Plasmonic solar cells, for instance, have been developed to improve the
efficiency of solar panels. These cells incorporate plasmonic nanoparticles or structures that
can enhance light absorption and trapping within the solar cell, leading to increased energy
conversion efficiency. By harnessing plasmonic effects, solar panels can generate more elec-
tricity from sunlight, making solar power a more viable and sustainable energy source. This
advancement in solar energy technology can contribute to reducing greenhouse gas emissions
and combating climate change. The potential of plasmonics is indeed promising, and future
manufacturing of plasmonic devices can have a positive impact on society and civilization.
With ongoing research and development, plasmonic devices can be optimized for various ap-
plications, leading to breakthroughs in fields such as healthcare, environmental monitoring,
and renewable energy. The integration of plasmonic devices into existing technologies and
systems has the potential to enhance their performance and capabilities, ultimately benefiting
humanity. However, it is important to note that there are still challenges to overcome in the
practical implementation of plasmonic devices. Fabrication techniques need to be refined to
enable large-scale manufacturing of these devices with consistent performance. Integration
of plasmonic components with existing technologies also requires careful engineering and
optimization. Additionally, the cost-effectiveness and scalability of plasmonic devices need
to be addressed to facilitate their widespread adoption.
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Chapter 2

Literature Review

SPPs are a collective plasma oscillation that propagates in a metal-dielectric interface. They
possess some important characteristics such as electromagnetic enhancement around nano-
particles, and resonant frequency which renders them a good alternative for information
transmission. Researchers have further investigated the properties of SPPs and come up with
new nano-scale devices which may not only accelerate the development of processors but
also other applications.

One of the revolutionary inventions of SPP-based plasmonic nanosensors is the metal-insulator-
metal (MIM) waveguide incorporated refractive index (RI) nanosensor. This nanosensor de-
tects the change in refractive index and provides optical output by means of SPP modulation.
It offers strong electromagnetic confinement, fast and label-free detection, rapid detection,
and easy fabrication [95]. It is possible to enhance the performance of MIM waveguide-
based RI sensors by fine-tuning them in terms of geometric design or material. As a result
highly localized electromagnetic fields can be achieved and hence higher sensitivity can be
achieved. Higher sensitivity results in more detection of minute changes. Thus, achieving
higher sensitivity by proper and careful optimization is essential for biosensing applications.
One of the drawbacks of MIM-waveguide-based RI sensors is low sensitivity compared to
fiber optic sensors. The fiber optic sensors are bulkier in size compared to the RI sensors.
Thus researchers have put effort into modifying the sensor with a view to enhancing the sen-
sitivity. One of the strategies adopted by the researchers is the introduction of resonators and
coupling them with the MIM waveguide. The resonators come in different shapes e.g. cir-
cular ring cavities, triangular cavities, rectangular cavities, and other polygon and complex
structured cavities. The inclusion of these cavities increases the coupling of electromagnetic
field localization and results in higher sensitivity. Researchers improve the sensitivity of RI
sensors by modifying the resonator structure with geometric designs and coupling it with
the MIM waveguide [96]. By using the properties of SPP and innovative resonator designs,
researchers are continuously developing new plasmonic nanosensor structures with higher
sensitivity and overcoming the limitations of MIM waveguides.
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Following the continuous research and development of plasmonic RI sensors, many sensor
designs have been proposed featuring different shapes of ring resonators. Butt et al. [97]
proposed a sensor design of a square ring resonator incorporated with a MIM waveguide
and obtained a sensitivity of 1200 nm/RIU. Tang, Yue, et al. [98] proposed an RI sensor
where a MIM waveguide is coupled with rectangular and ring resonators and obtained a
sensitivity of 1125 nm/RIU. MR Rakhshani et al. [99] proposed a novel design of a rectan-
gular resonator with nanodots and slot cavities and obtained a sensitivity of 892 nm/RIU.
Furthermore, Rakhshani et al. presented a RI sensor by combining a MIM waveguide with
a square resonator that has an array of silver nanorods embedded in it, and they measured
a maximum sensitivity of 2320 nm/RIU [100]. Based on the published proposed papers,
it is observed that square-shaped ring resonators demonstrate comparatively low sensitiv-
ity. Therefore, investigations of resonator structures of other geometrical shapes have been
carried out. Xie, Yi-Yuan, et al. [101] proposed a topology of a MIM waveguide with a
hexagonal cavity with a sensitivity of 1562.5 nm/RIU. Ghorbani et al. [102] proposed the
topology of a MIM waveguide coupled with an octagonal resonator and the resulting sensi-
tivity is 1540 nm/RIU. Zhang et al. proposed a concentric double-ring resonator that has a
sensitivity of 1060 nm/RIU and a figure of merit (FOM) of 203.8 [103]. Yan et al. developed
a structure of a MIM waveguide coupled with the stub and the notched ring, which has a
sensitivity of 1071.4 nm/RIU [104]. Rahmatiyar et al. [105] obtained a maximum sensitivity
and FOM of 1295 nm/RIU and 159.6, respectively, for refractive index sensing, by designing
a ring resonator-based plasmonic sensor with tapered defects. Apart from regular geometric
shapes, resonators consisting of complex geometric shapes have been designed and perfor-
mance has been investigated. L Wang et al. [106] proposed the topology of a T-shaped
resonator with a MIM waveguide and achieved a sensitivity of 680 nm/RIU. Researchers
have been working on various nanosensor designs consisting of resonators of complex geo-
metric structures. They are working on different resonator structures that are shown in Fig
2.1.

In Table 2.1, a comparison of the performance of plasmonic sensors is shown, including their
sensitivity and Figure of Merit (FOM). It’s worth noting that all the sensors listed in the table
use a Metal-Insulator-Metal (MIM) design with silver as the metal part. However, when we
look at the summarized data in Table 2.1, we can see that the sensitivity of these MIM-based
refractive indexes (RI) sensors are not good enough for optimal performance. To make lab-
on-chip devices more efficient and effective, it’s important to address this limitation and aim
for better sensitivity in these sensors.
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Figure 2.1: Different proposed nanosensor designs. (a) Circular Ring Containing a Rectan-
gular Cavity, (b) Hexagonal Ring Cavity, (c). Square Cavity, (d) Rectangular Ring Resonator,
(e) U-shaped Resonator, (f) Triangular Resonator, (g) Ring Cavity and Baffles (h) T-shaped
Resonator, (i) U-shaped Cavity, (j) Double Square Ring Resonator (k) Rectangular and Cir-
cular Ring Resonators, (l) Elliptical Ring Resonator, (m) Square Ring and Triangle Cavity,
(n) Racetrack Cavity, (o) V-ring Cavity With Groove.
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Table 2.1: Comparison of Performance Metrics for Recent MIM-Based Plasmonic Refractive
Index Sensors

Reference Year Structure Sensitivity FOM
Zou et al. [107] 2014 Ring Resonator 3960 -
Huang et al. [108] 2014 Disk Cavity 1320 -
Wu et al. [109] 2014 Ring Resonator 3460 -
Binfeng et al. [110] 2014 Bragg Grating 1550 -
Ni et al. [111] 2015 Tooth-shaped Cavity 733 30.5
Zafar et al. [112] 2015 Pair of Stub Resonators 1060 176.7
Xie et al. [101] 2015 Hexagonal 1562 38.6
Yan et al. [113] 2015 Ring Resonator 868 43.9
Chen et al. [114] 2015 Stub and Groove Res-

onator
1260 -

Li et al. [115] 2015 Rectangular 800 -
Chen et al. [116] 2015 Rectangular Ring Res-

onator
1000 -

Wu et al. [117] 2015 Single Defect Nanocavity 1800.4 -
Wen et al. [118] 2015 Pair of Slot-cavity Res-

onators
903 -

Ahmadivand et al. [119] 2015 Concentric Split Nanoring
Resonators

497 118.5

Chen et al. [120] 2015 Side Cavity and Baffle 1280 -
Zhang et al. [121] 2016 Asymmetric Cavity - 74.3
Wang et al. [122] 2016 Ring Cavity 2000 -
Pang et al. [123] 2016 Oblique Rectangular 750 53.3
Zhang et al. [124] 2016 Double Rectangular Cav-

ity
596 7.5

Chen et al. [125] 2016 Fillet Cavity 1496 124.6
Gaur et al. [126] 2016 Bragg Grating 1535 152
Wang et al. [127] 2016 Circular Cavity and

Groove Resonator
1450 -

Chen et al. [128] 2016 Nano-disc Resonator 1555 87.9
Rakhshani et al. [129] 2016 Hexagonal Ring Cavity 4270 22
Binfeng et al. [130] 2016 Circular Cavity 1277 -
Binfeng et al. [131] 2016 Square Cavity 938 -
Li et al. [132] 2016 T-shape 1090 -
Chen et al. [133] 2016 Side-coupled Cavity 1820 -
Zhang et al. [134] 2016 Rectangle Insulator Cavity - 57
Wen et al. [135] 2016 Slot Cavities and Grooves 1131 -
Sherif et al. [136] 2016 Rectangular Cavity 1550 -
Chen et al. [137] 2017 Rectangular Cavity 1612 -
Lin et al. [138] 2017 Disk and Ring Cavity 1100 -
Mai et al. [139] 2017 Couple of Slot Cavity and

Groove
800 -

Yang et al. [140] 2017 Square Cavity 1120 -
Huang et al. [141] 2017 Dual Rectangular Cavity 1200 92
Yang et al. [142] 2017 Dual Rectangular Cavity 1400 -
Zhang et al. [143] 2017 Dual Side Cavity and

Groove Resonator
1900 -
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Reference Year Structure Sensitivity FOM
Wu et al. [144] 2017 Hexagonal Resonator 560 178
Zhou et al. [145] 2017 Trapezoidal Cavity 750 65.2
Zhao et al. [146] 2017 Ring Cavity and Baffles 718 -
Akhavan et al. [147] 2017 Elliptical Ring Resonator 780 -
Tang et al. [98] 2017 Rectangular and Ring Res-

onator
1125 74

Rakhshani et al. [100] 2017 Square Resonator with
Nanorods

2320 -

Yan et al. [104] 2017 Notch Ring Resonator 1071.4 12.5
Rakhshani et al. [148] 2017 Nanorods in Racetrack

Resonator
2610 52

Butt et al. [97] 2018 Square Ring Resonator 1200 19.7
Zhang et al. [103] 2018 Concentric Ring Res-

onator
1060 203.8

Zafar et al. [149] 2018 Double Elliptical Res-
onator

1100 224

Jankovic et al. [150] 2018 Triangular Resonator 986 -
Zhang et al. [151] 2018 Ring Resonator 1160 -
Ghorbani et al. [102] 2018 Octagonal Ring Cavity 1540 -
Yi et al. [152] 2018 U-shaped Cavity 1000 -
Wang et al. [106] 2018 T-shaped Resonator 680 8.68
Lai et al. [150] 2018 Hexagonal Resonator 780 -
Wen et al. [153] 2018 End-Coupled Slot Cavity

Resonator
950 -

Shi et al. [154] 2018 Double Tooth-Shaped
Cavities Side-Coupled to
Ring Cavity

1000 -

Khan et al. [155] 2018 Double L-Shaped Cavity 1360 -
Guo et al. [156] 2018 Tangent-Ring Resonators 880 -
Chen et al. [157] 2018 Ring Resonator 825 -
Liu et al. [158] 2018 Semiring-Stub-Waveguide 600 120
Zhao et al. [159] 2018 Groove and Stub Res-

onators
2000 -

Wang et al. [160] 2018 Ring and Stub Resonator 2000 -
Ren et al. [161] 2018 Side-Coupled U-Shaped

Resonators
917 180

Mahboub et al. [162] 2018 Ring Resonator 586.8 62.6
Dong et al. [163] 2018 Arch Bridge Cavity 1500 -
Butt et al. [164] 2019 Square Ring with Nan-

odots
1240 20

Salah et al. [165] 2019 Double Teeth 2602.5 -
Wang et al. [166] 2019 Circular Ring with Baffle 1114.3 55.71
Lu et al. [167] 2019 Two Side-Coupled Rect-

angular Resonator
1295 -

Zhang et al. [168] 2019 Tooth-Coupled Ring Res-
onator

1200 -

Butt et al. [169] 2019 Square Ring Resonator 1367 25
Zhang et al. [170] 2019 Two Stubs and Ring Res-

onator
1268 280

Chou Chau et al. [171] 2019 T-shaped Resonator 8280 -
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Reference Year Structure Sensitivity FOM
Li et al. [172] 2019 Semi-ring Cavity 1405 -
Chen et al. [173] 2019 Square Convex Ring Res-

onator
1120 -

Yu et al. [174] 2019 Ring Cavity 2000 -
Yu et al. [174] 2019 Circular Cavity 2000 -
Rakhshani et al. [175] 2019 Square Resonator 6400 -
Yang et al. [176] 2019 circular Split-ring Reso-

nance Cavity
1500 65.2

Fang et al. [177] 2019 Semi Ring Rectangular
Composite Cavity

1260.5 -

Chen et al. [178] 2019 Two Rectangular Cavities 985 54
Fang et al. [177] 2019 Rectangular Cavity and In-

verted U-shaped Groove
1059.2 -

Cheng et al. [179] 2019 T-shaped, ring and split-
ring Resonator

1900 -

Chen et al. [180] 2019 Defect Cavity 652 -
Rahmatiyar et al. [105] 2020 Ring Resonator with De-

fects
1295 159.6

Kazanskiy et al. [181] 2020 Square Ring with Nan-
odots

907 -

Butt el al. [182] 2020 Bow Tie Resonator 2300 -
Qi et al. [183] 2020 Umbrella Resonator 1600 193
Asgari et al. [184] 2020 Double Square Ring Res-

onator
1250 32.8

Achi et al. [185] 2020 Racetrack Cavity 2380 -
Butt et al. [95] 2020 Square Ring Resonator 2464 -
Qi et al. [183] 2020 Semi-annular Cavity and

Cross-shaped Cavity
1600 193

Guo et al. [186] 2020 Rectangle Cavity Without
Long Side

1840 51.11

Yang et al. [187] 2020 Circular Ring Cavity With
Stub

1420 76.76

Liu et al. [188] 2020 D-shaped Cavity 1510 -
Li et al. [189] 2020 Tooth-shape and Semi-

ring Cavity
1062 -

Sharma et al. [190] 2020 Split Ring Resonators 1965 328
Wang et al. [191] 2020 Isosceles Triangular Cav-

ity
1200 -

Yang et al. [192] 2020 Cross-shaped Cavity 1100 -
Chauhan et al. [193] 2020 Ring Resonator 1200 -
Sagor et al. [194] 2020 Three Parallel Rectangular

Cavity
1556 14.83

Wang et al. [195] 2020 Circle With Inner Core and
Stub

1183.3 -

Chen et al. [196] 2020 Compact Resonant Cavity 1100 -
Wang et al. [195] 2020 Ring Resonator 1600 -
Rakshani et al. [197] 2020 Two Concentric Double-

square Resonators
1380 104
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Reference Year Structure Sensitivity FOM
Chen et al. [198] 2021 Circular Split-ring Res-

onator
1180 -

Amoosoltani et al. [199] 2021 Two Sequential Ring Res-
onator

1000 133

Butt et al. [200] 2021 L-shaped Resonator 1065 251.17
Zhu et al. [201] 2021 U-shaped Cavity 825 -
Hu et al. [202] 2021 Triangular Resonator 1250 88.68
Sagor et al. [203] 2021 Two Unequal Rectangular

Cavities
2625.87 26.04

Chau et al. [204] 2021 Elliptical-shaped Res-
onator

2600 -

She et al. [205] 2021 Circular Resonator Em-
bedded With Defective
Metal Nanocube

10200 -

Chen et al. [206] 2021 Circular Split-ring Reso-
nance Cavity

1328.8 4.8

Zhang et al. [207] 2021 Circular Ring Containing
Rectangular Cavity

2300 57.5

Wu et al. [208] 2021 Defective Ring Cavity 1600 -
Liu et al. [209] 2021 Side-coupled Rectangular

Cavity
1550.38 -

Bahri et al. [210] 2021 Rectangular Cavities 3010 -
Xiao et al. [211] 2021 Inverted U-shaped and Tri-

angular Groove Cavities
840 -

Rakshani et al. [212] 2021 Two Square Nanorods Ar-
rays and One Rectangular
Resonator

1090 -

Liu et al. [213] 2021 Connected Concentric
Double Rings Resonator

2260 56.5

Yu et al. [214] 2021 Racetrack Resonant Cav-
ity

1503.7 26.8

Yu et al. [215] 2021 Split Annular Cavity Con-
nected With Rectangular
Resonator

1000 -

Chao et al. [216] 2021 Circular Ring With Air
Path

2900 -

Zhou et al. [217] 2021 Two Stub Resonators and
Ring Resonator

1650 117.8

Shao et al. [218] 2021 Double Ring Resonator 1885 77
Shi et al. [219] 2021 Half-ring Resonance Cav-

ity
1723 51

Harhouz et al. [220] 2021 Oval Resonator 2844.95 -
Chao et al. [221] 2021 Rectangular and Circular

Ring Resonators
3400 36

Su et al. [222] 2021 Elliptical Ring Resonator 1550 43.05
Li et al. [223] 2021 X-shaped Resonant Cavity 1303 -
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Reference Year Structure Sensitivity FOM
Rohimah et al. [224] 2022 r-shaped Resonator 1333 -
Wang et al. [225] 2022 Square Ring and Triangle

Cavity
2259.56 -

Li et al. [226] 2022 Whistle-shaped Cavity 1229 -
Zhang et al. [227] 2022 U-shaped Ring Resonator 2020 53.16
Bensalah et al. [228] 2022 Hexagonal Irregular Ring

Resonator
2417 38

Fan et al. [229] 2022 Taiji Resonator 2016 345
Guo et al. [230] 2022 Cross-shape Cavity Res-

onator
1000 -

Yan et al. [231] 2022 Internal Z-ring Resonator 2234 49.65
Ren et al. [232] 2022 Double Notch and Double

Convex Circle
2740 52.69

Najjari et al. [233] 2022 Waveguide With Four
Teeth

1078 -

Tavana et al. [234] 2022 Semi-circular Resonant
Cavity and Circular Split-
Ring Resonator

579 12.46

Rohimah et al. [235] 2022 Obround-shaped Res-
onator

1636 -

Zhang et al. [227] 2022 U-Shaped Ring Resonator 2020 53.16
Zhou et al. [236] 2022 Rectangular Root and

Double-ring with Rectan-
gular Cavity

2280 76.7

Harhouz et al. [237] 2022 Oval Resonator 3787,9 -
Wang et al. [238] 2022 V-ring Cavity With

Groove
2765 50.28

Dong et al. [239] 2022 Ring Resonator 7550 302
Shen et al. [240] 2022 Protractor Type Half Ring

Cavity
1600 50

Zhou et al. [241] 2022 Double Rectangles and
Annular Cavity

1990 63.2

Wang et al. [242] 2022 Petal With flower-core
Ring Resonator

2000 47.62

Liu et al. [243] 2022 Elliptical, Half-ring and
Half-ring With opening
Cavity

1048.6 -

Wu et al. [244] 2022 Circular Ring Cavity With
Stub

2520 61.46

Tathfif et al. [245] 2022 Concentric Triple Ring
Resonator

7530.49 -

Wu et al. [246] 2022 Special Square and Ring
Cavity

2350 -

Pan et al. [247] 2022 Rectangular and Semi-ring
Resonators

1280 -
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Chapter 3

Methodology

3.1 Electromagnetic Wave Theory

3.1.1 Maxwell’s Fundamental Equations

Maxwell’s equations are a set of fundamental equations in electromagnetism that provide a
complete framework for understanding the interaction and generation of electric and mag-
netic fields, derived by James Clerk Maxwell. These equations unify the laws of electricity
and magnetism and offer profound insights into electromagnetic phenomena. Constitutive
equations are also essential in describing how matter behaves when exposed to electric and
magnetic fields. These equations define the relationship between electric and magnetic fields
and material properties such as electric permittivity and magnetic permeability. By including
constitutive equations, Maxwell’s equations can be applied to various materials, allowing for
a more in-depth understanding of electromagnetic phenomena in different media.

The wave equation, derived from Maxwell’s equations, governs the behavior of electromag-
netic waves as they travel through space or different materials. It describes the fundamental
principles underlying the propagation of electromagnetic waves in both time and space. By
solving the wave equation, we can predict and analyze the characteristics of electromagnetic
waves, such as their speed, direction, and intensity, as they move through various media. The
wave equation includes different modes of propagation, known as TE (Transverse Electric),
TM (Transverse Magnetic), and TEM (Transverse Electromagnetic). These modes are dis-
tinguished by the specific properties of the electric and magnetic fields during propagation.
For instance, in TE mode, the electric field is perpendicular to the direction of propagation,
while in TM mode, the magnetic field is perpendicular to the direction of propagation. The
TEM mode represents cases where both electric and magnetic fields are entirely perpendic-
ular to the direction of propagation. Understanding and applying Maxwell’s equations and
the wave equation, along with characterizing different modes, is crucial for comprehending
and predicting the behaviour of electromagnetic waves and their interaction with matter in
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various physical systems and technological applications.

Maxwell’s laws encompass four fundamental electromagnetic phenomena: Faraday’s law,
Maxwell-Ampere’s law, Gauss’s law of electric field, and Gauss’s law of magnetic field.
These laws establish the relationship between electric and magnetic fields and provide a
deep understanding of electromagnetic phenomena. The laws can be expressed in both in-
tegral and differential forms, providing versatile approaches to analyzing electromagnetic
problems. In this section, we focus on the differential form of Maxwell’s equations, which
is used in the finite element method (FEM) for numerical analysis. By expressing Maxwell’s
equations in differential form, we can effectively apply FEM to analyze electromagnetic
problems involving time-varying electric and magnetic fields. For time varying electric and
magnetic fields, Maxwell’s equations can be expressed as [248, 249],

• Gauss’s Law for Electric Fields:

∇ ·D = ρ (3.1)

where ρ is the charge density.

D = εE + P, relates the electric displacement field (D) to the electric field (E) and
the polarization of the material (P), which indicates that the electric displacement is a
combination of the electric field and the polarizability of the material. If there are no
external charges and no electric currents present, then equation 3.1 can be expressed
as:

∇ ·D = 0 (3.2)

This law provides a fundamental relationship between electric charges and the electric
field they create. It helps to understand the behaviour of electric fields, the interaction
of charges with electric fields, and the distribution of charges in various systems. It
is one of the four fundamental equations of electromagnetism, collectively known as
Maxwell’s equations, and plays a crucial role in analyzing and solving electromagnetic
problems.

• Gauss’s Law for Magnetic Fields:

∇ ·B = 0 (3.3)

where ∇ · B represents the divergence of the magnetic field B. The law implies that
the total magnetic flux through any closed surface is always zero. This means that the
number of magnetic field lines entering a closed surface is equal to the number of lines
exiting it. It also implies that the magnetic field lines form closed loops, circulating
around current-carrying wires or magnetic materials.
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• Faraday’s Law:

∇× E = −∂B

∂t
(3.4)

where ∇×E represents the curl of the electric field E and ∂B
∂t

is the time rate of change
of the magnetic field B. This equation describes how a changing magnetic field in-
duces an electric field. The induced electric field forms closed loops and is directly
proportional to the rate of change of the magnetic field. This phenomenon is the ba-
sis for electromagnetic induction and is responsible for various practical applications,
such as electric generators, transformers, and electromagnetic wave propagation. The
law implies that a changing magnetic field produces a circulating electric field, which
can induce electric currents in conductors. Conversely, if an electric circuit experi-
ences a changing magnetic field, it can generate an electromotive force (EMF) that
drives electric current through the circuit.

• Ampere-Maxwell Law:

∇×H = J+
∂D

∂x
(3.5)

where J is the current density. The Ampere-Maxwell law incorporates an additional
term compared to Ampere’s law, which only considers conduction currents. The added
term, ∂D

∂x
, accounts for the displacement current. The displacement current arises

from the time-varying electric field and is essential for maintaining the consistency
of Maxwell’s equations and ensuring their compatibility with the principle of conser-
vation of charge. The law states that the circulation of the magnetic field is directly
related to the total current, including both the conduction current and the displacement
current. It demonstrates that a changing electric field can induce a magnetic field,
similar to how a changing magnetic field induces an electric field, as described by
Faraday’s law.

3.1.2 Formulation of Electromagnetic Wave Equations

Propagation of electromagnetic (EM) waves in a vacuum or different media with respect
to time and space can be described by the wave equation, which is a second-order partial
differential equation. The following derivation outlines the process of obtaining the wave
equation from Maxwell’s equations::

∇× (∇× E) = −∂B
∂t

(3.6)

Here, B = µH

∇× (∇× E) = ∇×
(
−µ

∂H
∂t

)
(3.7)

We know that, ∇× (∇× E) = ∇(∇ · E)−∇2E and ∇× E = ∂E
∂t

.
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Now to simplify Equation 3.7 , we can express it as follows:

∇(∇ · E)−∇2E = −µε
∂2E
∂t2

(3.8)

This is the wave equation for the electric field, where µ is the magnetic permeability and ε

is the electric permittivity of the medium. The wave equation describes the behavior of EM
waves by relating the spatial and temporal variations of the electric field. It indicates that the
second derivative of the electric field with respect to time is proportional to the Laplacian
of the electric field and the product of the magnetic permeability and electric permittivity.
Solving the wave equation allows us to determine the characteristics of EM waves, such as
their propagation speed, wavelength, and frequency. Gauss’s law is being applied to derive
wave equations for the electric and magnetic fields.

According to Gauss’s law, the divergence of the electric field (E) is zero (∇E = 0) in a
region with a constant permittivity over space. Based on this, the wave equation for the
electric field (E) is obtained as follows:

∇2E− µε
∂2E

∂t2
= 0 (3.9)

Similarly, the wave equation for the magnetic field (H) can be derived as:

∇2H− µε
∂2H

∂t2
= 0 (3.10)

Here, ∇2 represents the Laplacian operator, which describes the spatial variation of the field.
∂2E
∂t2

and ∂2H
∂t2

represent the second partial derivatives of E and H with respect to time, re-
spectively. µ is the magnetic permeability of the medium, and ε0 is the permittivity of free
space.

If the variation of the dielectric profile, which is related to the electric field, is negligible over
distance, the wave equation for the electric field can be expressed as follows:

∇2E− ε

c2
∂2E

∂t2
= 0 (3.11)

This equation is a simplified form that assumes a constant dielectric profile and incorporates
the speed of light in the medium.

3.1.2.1 Electromagnetic Wave propagation

In the context of Maxwell’s equations, when matter is present, specifically when there are
free electrons and atoms containing protons and electrons. Maxwell’s equations describe
the fundamental principles of electromagnetism, relating electric and magnetic fields to their
sources. One of Maxwell’s equations, known as Gauss’s law for electric fields, states that
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the divergence of the electric field (E) is proportional to the charge density (ρ) divided by the
electric constant (ε0). Mathematically, it can be expressed as follows:

∇ · E =
ρ

ε0

Here, ∇ · E represents the divergence of the electric field, which measures how much the
electric field spreads out or converges at a given point in space. In the presence of matter, the
equation you provided suggests that the divergence of the electric field (∇·E) may no longer
be zero. Instead, it becomes proportional to the charge density (ρ) divided by the electric per-
mittivity of the medium (ε0). The term ρ represents the charge density, which is the amount
of electric charge per unit volume. The electric permittivity (ε0) is a fundamental constant
that characterizes the electrical properties of the medium in which the electromagnetic field
exists. It determines how the electric field interacts with matter.

When matter is present, the presence of free electrons and atoms with protons and electrons
affects the behavior of the electric field, resulting in a nonzero divergence. This modification
reflects the influence of charges within the medium on the electric field distribution. It is
important to note that the modified form of the equation you provided is valid in the presence
of matter. In vacuum or situations where matter is not present, the standard form of Gauss’s
law for electric fields (∇ · E = 0) holds true, but it does not hold universally.

In materials, the relationship describing the curl of the magnetic field changes. The modified
equation is as follows:

∇×B = ε0µ0
∂E

∂t
+ µ0Jf +∇×M+

∂P

∂t
(3.12)

This equation introduces additional terms enclosed within the square brackets, which are
related to the properties of matter. These terms include:

• Free electric current density (Jf ): It represents the density of electric current flowing
freely in the material. This term accounts for the presence of charges that are not bound
to any specific atoms or molecules but can move through the material.

• Magnetization current density (∇×M): It describes the current induced in the material
due to the presence of a magnetic field. When a material is subjected to a magnetic
field, the magnetic moments of its constituent atoms or molecules align, creating a
magnetization. This alignment gives rise to a circulating current that contributes to the
overall magnetic field.

• Polarization current density (∂P
∂t

): It represents the current induced in the material due
to the time-varying polarization. Polarization refers to the separation of positive and
negative charges within the material in response to an applied electric field. When the
polarization changes over time, it gives rise to a polarization current.
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By including these additional terms in the equation, it explicitly shows how electromagnetic
waves behave differently when propagating through materials compared to vacuum. The
presence of these terms indicates the interaction between light and matter, where the prop-
erties of the material affect the propagation of electromagnetic waves. We know that, in the
absence of magnetization and free current density,

∇× E = −∂B

∂t
(3.13)

∇×B = ε0µ0
∂E

∂t
+ µ0

∂P

∂t
(3.14)

By taking the curl of equation 3.13, we obtain:

∇× (∇× E) = − ∂

∂t
(∇×B) (3.15)

By taking the negative time derivative of equation 3.14, we find:

− ∂

∂t
(∇×B) = −ε0µ0

∂2E

∂t2
− µ0

∂2P

∂t2
(3.16)

When comparing equations 3.15 and 3.16, we observe that the following relationship holds
true:

∇× (∇× E) = −ε0µ0
∂2E

∂t2
− µ0

∂2P

∂t2
(3.17)

We know, the general vector relation is like ∇× (∇× F) = −∇2F+∇(∇ · F). Similar to
this relation we have:

−∇2E+∇(∇ · E) = −ε0µ0
∂2E

∂t2
− µ0

∂2P

∂t2
(3.18)

Nonetheless, when dealing with homogeneous isotropic neutral materials stimulated by light,
the resulting fields retain their divergence-free characteristic. Based on these assumptions,
we have formulated a wave equation 3.19 that bears resemblance to the equation observed in
a vacuum. However, it includes an additional term associated with polarization:

−∇2E = −ε0µ0
∂2

∂t2
(E+

P

ε
) (3.19)

In materials exhibiting linear, isotropic, and instantaneous polarization response, P(t) =

ε0χrE(t), the relationship between the electric field and its spatial and temporal derivatives
can be expressed in a simplified form as follows.

∇2E = ε0µ0 (1 + χr)
∂2E

∂t2
(3.20)

The equation states that when an electric field changes quickly over time, it also changes
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rapidly in space and the susceptibility of a material represents its ability to polarize in re-
sponse to an external electric field. A higher susceptibility implies a more pronounced po-
larization response, which, in turn, results in shorter wavelengths.

3.1.2.2 Wave Relation with Refractive Index

A scalar plane wave of the form E(t, z) = Er cos(kz − ωt) is substituted into the simplified
equation 3.20. Here, E(t, z) represents the electric field as a function of time (t) and position
(z), Er is the magnitude of the electric field, k is the wave vector, and ω is the angular
frequency. When we substitute this plane wave into the equation 3.20, we obtain a modified
expression that relates the temporal and spatial derivatives of the electric field. The plane
wave assumption allows us to simplify the equation and analyze the behavior of the electric
field in terms of its oscillations in time and space. We can explore the characteristics of the
electric field within the material. The cosine function represents the oscillating nature of the
wave, with kz representing the phase term that describes the position of the wave in both
space and time and ωt representing the phase term that describes the temporal component.

∇2 (Er cos(kz − ωt)) = ε0µ0 (1 + χr)
∂2

∂t2
(Er cos(kz − ωt)) (3.21)

If we take double spacial derivative in the left side of equation 3.21, then we’ll get -k2.
Similarly, if we take double time derivative in the right side of equation 3.21, then we’ll get
-ω2.

Now, if we divide both sides of the equation by the common terms, we will obtain the
following expression:

ω

k
≡ vp =

c√
1 + χr

(3.22)

The impact of the polarizability of a material on the propagation of light waves.

• When χr = 0 (no polarizable material): In this case, the equation 3.22 simplifies to
ω
k
≡ vp = c, which means the wave propagates with a phase velocity equal to the

speed of light in vacuum, denoted by c. In other words, when there is no polarizable
material present, the speed of light is not affected, and it behaves as it does in empty
space.

• When χr ̸= 0 (light propagating inside a material with nonzero χ): In this scenario,
the equation 3.22 shows that the speed of the wave (represented by vp) is reduced by a
factor of

√
1 + χr. The term χr quantifies the influence of the polarizable material on

the wave propagation. Additionally, the wavelength of the light wave is also affected.
When light passes through a material with nonzero χ, the wavelength becomes shorter
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or reduced compared to its wavelength in vacuum. The reduction factor
√
1 + χr leads

to a decrease in the wavelength.

ω

k
=

ω

2π/λ
=

c√
1 + χr

⇒ λ =
2πc

ω

1√
1 + χr

=
λ0√
1 + χr

(3.23)

Inside a polarizable material, both the speed of light and the wavelength experience a reduc-
tion by the same factor “

√
1 + χr”. This factor is known as the refractive index, denoted by

’n’. In the scenario of an idealized instantaneous response, the relationships can be repre-
sented as follows:

v =
c√

1 + χr

≡ c

n
(3.24)

where v is the reduced speed of light, c is the speed of light in vacuum, χr is the electric
susceptibility of the material, and n is the refractive index. This equation illustrates that the
speed of light inside the material is reduced compared to its speed in vacuum. In a similar
manner, the wavelength within the material can be expressed as follows:

λ =
λ0√
1 + χr

=
λ0

n
(3.25)

where λ is the reduced wavelength, λ0 is the wavelength in vacuum, χr is the electric sus-
ceptibility, and n is the refractive index. As frequency (f) remains constant for a given light
source, we see that the wavelength (λ) inside the material is reduced compared to its wave-
length in vacuum. The equations 3.25 and 3.24 show that for a polarizable material with
an instantaneous response, the speed of light and the wavelength are both reduced by the
refractive index factor

√
1 + χr. The refractive index is defined as the ratio of the speed of

light in vacuum to the reduced speed of light inside the material, or alternatively, the ratio of
the wavelength in vacuum to the reduced wavelength inside the material.

3.1.3 Formulation of Wave Propagation Mode

Suppose we consider the wave propagating along the x direction in the Cartesian coordinate
system, assuming that there is no spatial variation in the y direction. The electric field (E)
and magnetic field (H) are expressed as vector quantities in terms of their components in a
Cartesian coordinate system. The electric field (E) can be expressed in terms of its Cartesian
components in the following manner:
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E = Exâx + Eyây + Ezâz (3.26)

where Ex, Ey, and Ez represent the magnitudes of the electric field components in the x, y,
and z directions, respectively. The âx, ây, and âz are unit vectors pointing in the positive x, y,
and z directions, respectively. In a similar fashion, the magnetic field (H) can be decomposed
into its Cartesian components as follows:

H = Hxâx +Hyây +Hzâz (3.27)

Here, Hx, Hy, and Hz represent the magnitudes of the magnetic field components in the x,
y, and z directions, respectively.

By assuming a harmonic time dependence, ∂
∂t

= −jω and solving Ampere’s law and Fara-
day’s law, we obtain the following expression:

∂Ez

∂y
− ∂Ey

∂z
= jωµ0Hx (3.28)

This equation 3.28 relates the spatial variations of the electric field components in the y and z

directions to the spatial variation of the magnetic field component in the x direction. It states
that the change in electric field in the y direction with respect to changes in the z direction is
proportional to the rate of change of the magnetic field in the x direction. Here, j represents
the imaginary unit, ω is the angular frequency, µ0 is the permeability of free space, and Hx

is the x component of the magnetic field.

∂Ex

∂z
− ∂Ez

∂x
= jωµ0Hy (3.29)

∂Ey

∂x
− ∂Ex

∂y
= jωµ0Hz (3.30)

These equations describe similar relationships as Equation 3.28, but for different pairs of
electric and magnetic field components. Equation 4.18 states that the change in electric
field in the x direction with respect to changes in the z direction is proportional to the rate
of change of the magnetic field in the y direction. Equation 3.30 states that the change in
electric field in the y direction with respect to changes in the x direction is proportional to
the rate of change of the magnetic field in the z direction.

∂Hz

∂y
− ∂Hy

∂z
= jωε0Ex (3.31)

∂Hx

∂z
− ∂Hz

∂x
= jωε0Ey (3.32)

∂Hy

∂x
− ∂Hx

∂y
= jωε0Ez (3.33)
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These equations relate the spatial variations of the magnetic field components to the spatial
variation of the electric field components. Equation 3.31 states that the change in magnetic
field in the z direction with respect to changes in the y direction is proportional to the rate
of change of the electric field in the x direction. Equation 3.32 states that the change in
magnetic field in the x direction with respect to changes in the z direction is proportional to
the rate of change of the electric field in the y direction. Equation 3.33 states that the change
in magnetic field in the y direction with respect to changes in the x direction is proportional
to the rate of change of the electric field in the z direction. Here, ε0 is the permittivity of free
space.

As the propagation is in the x direction in the form of ejβx, where β represents the propaga-
tion constant, the derivative with respect to x can be expressed as ∂

∂x
= −jβ. Moreover, as

there is no spatial variation along the y direction, the derivative with respect to y, denoted as
( ∂
∂y

) becomes zero. Hence, the equation can be simplified as follows:

∂Ey

∂z
= jωµ0Hx (3.34)

∂Ex

∂z
− jβEz = jωµ0Hy (3.35)

jβEy = jωµ0Hz (3.36)
∂Hy

∂z
= jωε0Ex (3.37)

∂Hx

∂z
− jβHz = jωε0Ey (3.38)

jβHy = jωε0Ez (3.39)

By characterizing the solutions into TM and TE modes, we can distinguish between two
types of electromagnetic wave behavior based on their polarization properties. TM modes
represent wave configurations where the electric field is confined to a specific plane perpen-
dicular to the wave’s direction of travel and the magnetic field lines form loops around the
direction of propagation. On the other hand, TE modes describe wave configurations where
the magnetic field is confined to a plane perpendicular to the direction of propagation, while
the electric field lines extend in the direction of propagation.

3.1.4 Unveiling the Primary Propagation Mode of Surface Plasmon Po-
laritons: A TM or TE Conundrum

3.1.4.1 Transverse Magnetic Mode

Electric field Ex and Ez for TM modes are respectively,
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Ex = −j
1

ωε0ε

∂Hy

∂z
(3.40)

Ez = − β

ωε0ε
Hy (3.41)

The transverse magnetic (TM) wave equation can be represented as:

∂2Hy

∂z2
+ (k2

0 − β2)Hy = 0 (3.42)

For z > 0, the TM solutions for metal and dielectric will be:

Hz(z) = A2e
jβxe−k2x (3.43)

Ex(z) = jA2
1

ωε0ε
k2e

jβxe−k2z (3.44)

Ez(z) = −A1
β

ωε0ε
ejβxe−k2z (3.45)

For z < 0, the transverse magnetic (TM) solutions for both the metal and dielectric can be
expressed as follows:

Hy(z) = A1e
jβxe−k1z (3.46)

Ex(z) = −jA1
1

ωε0ε
k1e

jβxe−k1z (3.47)

Ez(z) = −A1
β

ωε0ε
ejβxe−k1z (3.48)

The continuity of the tangential components of the magnetic field (Hy) and electric field
(Ez) at the interface between a metal and a dielectric. The continuity condition gives rise to
the following equation:

A1 = A2 (3.49)

This equation states that the amplitudes of the Hy field on the metal side (A1) and the dielec-
tric side (A2) are equal. A1 and A2 represent the magnitudes of the magnetic field compo-
nents on their respective sides.

Moreover, there exists a relationship between the wave numbers in the dielectric (k1) and the
metal (k2) as expressed by the equation:

k2
k1

= − εd
εm

(3.50)

Here, εd and εm are the dielectric permittivity and the metal permittivity, respectively. The
negative sign indicates that the phase of the wave is reversed when passing from the metal
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to the dielectric. Based on these conditions, the surface wave known as the Surface Plasmon
Polariton (SPP) exists at the metal-dielectric interface. The SPP (Surface Plasmon Polariton)
possesses a propagation constant represented as β. This constant, denoted as β, can be
calculated by utilizing the subsequent expressions:

k2
2ε = β2 − k2

0εd (3.51)

This equation relates the wave number (k1) in the dielectric, the permittivity of the metal
(εm), the propagation constant (β), and the free space wave number (k0).

Similarly, The relationship between the wave number (k2) in the metal and β can be ex-
pressed as:

k2
1ε = β2 − k2

0εm (3.52)

The propagation constant (β) can be obtained by solving these equations, and it is determined
by the permittivities of the metal and the dielectric (εm and εd), as well as the wave number
in free space (k0). These equations describe the dispersion relation for the propagation of
Surface Plasmon Polaritons (SPPs) at the metal-dielectric interface.

β = k0

√
εmεd

εm + εd
(3.53)

So, SPP can be propagated in TM mode

3.1.4.2 Transverse Electric Mode

The equations for the magnetic field components Hx and Hz for TE (Transverse Electric)
modes can be expressed as follows:

Hx = −j
1

ωµ0

∂Ey

∂z
,

Hz = β
1

ωµ0

Ey

The TE (Transverse Electric) wave equation can be expressed as follows:

∂2Ey

∂z2
+
(
k2
0ε− β2

)
Ey = 0 (3.54)

For negative values of z, (z > 0), the transverse electric (TE) solutions for both metals and
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dielectrics can be expressed as follows:

Ey(z) = A2e
jβxe−k2z, (3.55)

Hx(z) = −jA2
β

wµ0

k2e
jβxe−k2z, (3.56)

Hz(z) = −A2
β

wµ0

k2e
jβxe−k2z, (3.57)

For negative values of z, (z < 0), the transverse electric (TE) solutions for both metal and
dielectric materials can be described as follows:

Ey(z) = A1e
jβxe−k1z, (3.58)

Hx(z) = −jA1
β

wε01
k1e

jβxe−k1z, (3.59)

Hz(z) = −A1
β

wε0ε1
k2e

jβxe−k1z, (3.60)

In electromagnetics, the continuity equations for the electric field (Ey) and magnetic field
(Hx) components are important in analyzing the behavior of electromagnetic waves at in-
terfaces between different media. The continuity conditions ensure that the fields are con-
tinuous across the boundary and help determine the existence of surface modes and surface
plasmon polaritons (SPPs) for different polarization states. The continuity condition for the
electric field in the y-direction (Ey) and the magnetic field in the x-direction (Hx) can be
expressed as follows:

A1(k1 + k2) = 0 (3.61)

where A1 is the amplitude of the incident wave, and k1 and k2 are the wave vectors in the
two media separated by the interface. This equation implies that either A1 is zero or the sum
of k1 and k2 is zero for the continuity to be satisfied.

For TE polarization, the electric field is perpendicular to the plane of incidence, meaning
Ey = 0. In this case, the continuity equation reduces to k1 + k2 = 0. Since the real part of
a wave vector represents its phase velocity and determines whether the wave is evanescent
(decaying) or propagating, having a positive real part for k1 and k2 is necessary for wave
confinement.

Consequently, for TE polarization, if A1 = A2 = 0 (both the incident and transmitted waves
are absent), the continuity condition is satisfied, and no surface modes exist.

So, SPP can not be propagated in TE mode
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3.2 Material Modeling

At high frequencies, the properties of materials, such as the relative permittivity (εr) and
refractive index (n), become frequency-dependent. In order to mathematically describe this
frequency dependency, various models have been developed, including the Drude model,
Lorentz model, and Lorentz-Drude model. These models offer a means to accurately charac-
terize plasmonic materials like Silver and Gold, which are widely utilized. The appropriate
tabulated values are used to model their behavior. Numerical simulation tools like COM-
SOL Multiphysics Software employ the finite element method, which discretizes the system
boundary into a triangular mesh and approximates the field within that boundary. To sim-
ulate transparent boundaries for incoming and outgoing signals, scattering boundary condi-
tions are implemented. Scattering parameters are then utilized to evaluate important quan-
tities such as transmittance and reflectance in two-port electromagnetic wave-based devices.
Through mode analysis and boundary mode analysis, the fundamental mode propagation
can be predicted, allowing for the calculation of parameters like the propagation constant
and other associated properties.

3.2.1 Lorentz Model

The Lorentz material model, also referred to as the Lorentzian or Lorentz-Oscillator model,
is a widely employed framework for understanding how materials react to electromagnetic
fields. It is an important material model for comprehending the behavior of dielectric materi-
als and has diverse applications in physics, such as optics, electromagnetics, and condensed
matter physics. In the Lorentz model, the fundamental premise is that particles or clusters of
particles present in a material can be represented as harmonic oscillators. These oscillators
possess inherent resonant frequencies and interact with the incident electromagnetic field,
resulting in a complex dielectric response. At the core of this model lies the assumption that
the distribution of electronic charges within the material undergoes oscillations around an
equilibrium position in response to an applied electric field.

Atoms consist of a central, positively charged nucleus containing protons and neutrons. The
nucleus carries a total electric charge of +eZ, where Z represents the atomic number. Sur-
rounding the nucleus, a neutral atom contains Z electrons. These electrons are bound to the
nucleus through Coulomb interaction forces and orbit around it, following the spatial dis-
tribution principles described by quantum mechanics. In atoms with high atomic numbers,
some of the electrons are tightly bound to the nucleus and orbit it at a close proximity. These
electrons are referred to as core electrons. Other electrons occupy larger orbits, encircling
both the positively charged nucleus and the core electrons that are tightly bound. Conse-
quently, these outer electrons experience a reduced net positive charge from the nucleus,
resulting in weaker Coulomb binding forces acting upon them. The outermost electrons,
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known as valence electrons, are responsible for maintaining the overall neutrality of the
atom. These electrons experience the least attractive forces from the nucleus and are there-
fore more easily movable. As a consequence, valence electrons often contribute the most to
the polarization response of atoms, as they are the most responsive to external influences and
are involved in interactions with other atoms or molecules.

The Lorentz model is a simplified mechanical model of an atom that incorporates key as-
sumptions to understand its behavior. This model is based on four main assumptions.

Firstly, the Lorentz model assumes that the movement of the atom’s core can be neglected.
This assumption is reasonable because the core mass is significantly larger than the elec-
tron mass by over three orders of magnitude. Therefore, the core’s motion has minimal
impact on the overall behavior of the atom. Secondly, the model considers only the valence
electrons, disregarding the behavior of core electrons. It assumes that the core electrons
are tightly bound and unresponsive to the electromagnetic wave. This assumption implies
that the valence electrons are the primary particles involved in the atom’s interactions. The
third assumption of the Lorentz model is that the valence electrons are bound to the core by
an effectively harmonic binding potential. In the absence of an external electric field, the
electrons reach a steady state and occupy a minimum-energy configuration around the core.
Deviations from this equilibrium position result in a restoring force that acts to bring the
electrons back to equilibrium. This restoring force is assumed to be linearly dependent on
the displacement from equilibrium, following Hooke’s Law:

F = Kx (3.62)

Here, K represents the spring constant, which quantifies the strength of the binding force.
The linear force response in the Lorentz model implies that the potential energy increases
quadratically as the position of the electrons increases, leading to a harmonic binding po-
tential. Lastly, the Lorentz model assumes that the atom responds isotropically, meaning it
responds equally in all directions, and only along the applied driving force. This assumption
allows the electron’s position to be described using a scalar r(t), which represents the distance
from the core. By assuming isotropic behavior, the model simplifies the atom’s response to
external forces and facilitates analysis.

In summary, when an alternating electric field is applied, then it behaves like a spring. We
can express all the forces by the following equation,

Facceleration + Fdamping + Frestoration = Fext

m
∂2x

∂t2
+mγ

∂x

∂t
+mω2

0x = qE
(3.63)

By applying Fourier analysis to Equation 3.63, we obtain the following expression:
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m(−jω)2x(ω) +mγ(−jω)x(ω) +mω2
0x(ω) = qE(ω),

−m

ω2
x(ω)− jmγωx(ω) +mω2

0x(ω) +mω2
0x(ω) = qE(ω),

[−ω2 + ω2
0 − jγω]x(ω) =

q

m
E(ω),

[ω2
0 − ω2 − jγω]x(ω) =

q

m
E(ω)

(3.64)

The equation 3.64 allows us to obtain the function x(ω),

x(ω) =
q

m

E(ω)

ω2
0 − ω2 − jγω

(3.65)

The equation expressing the dipole moment (µ) can be written as follows:

µ = qx(ω), µ =
q2

m

E(ω)

ω2
0 − ω2 − jγω

(3.66)

The polarization P(ω) is determined by the product of the number of dipoles and Equation
3.64,

P(ω) = Nµ,

P(ω) =
Nq2

m

E(ω)

ω2
0 − ω2 − jγω

(3.67)

The general formula for polarization is as follows:

P = ε0χ(ω)E(ω) (3.68)

Upon comparing Equation 3.67 and Equation 3.68, we can observe the following relation-
ship:

P = ε0χ(ω)E(ω) =
Nq2

m

E(ω)

ω2
0 − ω2 − jγω

(3.69)

The susceptibility can be determined using Equation 3.69,

χ(ω) =
Nq2

mε0

1

ω2
0 − ω2 − jγω

(3.70)

We again know that,
χ(ω) = εr(ω)− 1 (3.71)

Finally, we have obtained that,
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εr(ω)− 1 =
Nq2

mε0

1

ω2
0 − ω2 − jγω

,

εr(ω) = 1 +
Nq2

mε0

1

ω2
0 − ω2 − jγω

(3.72)

The expression Nq2

ε0m
in Equation 3.72 represents the plasma frequency, denoted as ω2

p . So it
can be derived as follows:

εr(ω) = 1 +
ω2
p

ω2
0 − ω2 − jγω

(3.73)

We can separate the real and imaginary components of the permittivity, denoted as εr(ω) as
follows:

ε′r(ω) = 1 + ω2
p

(ω2
0 − ω2)

(ω2
0 − ω2)2 + γ2ω2

(3.74)

ε′′r(ω) = ω2
p

ωγ

(ω2
0 − ω2)2 + γ2ω2

(3.75)

The graphical representation of real and imaginary are shown in Fig. 3.1 where ωp = 2, ω0 =
2, and γ = 0.3.

Figure 3.1: a. The real part of permittivity b. The imaginary part of permittivity.

The real part of the dielectric function, ε′(ω), represents the dispersion or frequency-dependent
behavior of the material, while the imaginary part, ε′′(ω), accounts for the energy loss or ab-
sorption in the material. The complex dielectric function can be used to calculate various
important material properties. The refractive index (n) and the complex propagation con-
stant (k) of a material can be obtained from the dielectric function as follows:

n(ω) =

√
1

2

(√
ε′(ω)2 + ε′′(ω)2 + ε′(ω)

)
(3.76)
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k(ω) =

√
1

2

(√
ε′(ω)2 + ε′′(ω)2 − ε′(ω)

)
(3.77)

3.2.2 Drude Model

The Drude material model, commonly referred to as the Drude-Lorentz model, is a classi-
cal framework used to elucidate the response of metals and conductors when subjected to
electromagnetic fields. It offers a simplified representation of the electrical conductivity and
optical characteristics exhibited by these materials. According to the Drude model [250],
the conduction electrons in a metal behave as a free electron gas and experience collisions
with the lattice ions. In the Drude model, the macroscopic current density (J) in a material
is related to the applied electric field (E) through Ohm’s law:

J(t) = σE(t) (3.78)

where J(t) represents the current density as a function of time, E(t) is the applied electric
field, and σ is the electrical conductivity of the material. The Drude model incorporates the
concept of relaxation time (τ ), which represents the average time between electron collisions.
It assumes that after each collision, the electron’s velocity is randomized, resulting in a net
zero drift velocity on average. The relaxation time is inversely proportional to the scattering
rate of electrons and can be related to the electrical conductivity as follows:

σ =
ne2τ

m
(3.79)

where n is the number density of conduction electrons, e is the elementary charge, and m

is the effective mass of the conduction electrons. In metals, the majority of electrons exist
in a state of freedom, as they are not strongly bound to the atomic nuclei. Unlike in other
materials, the restoring force acting on these electrons can be considered negligible due to
the weak interaction with the surrounding lattice. Consequently, the concept of a natural
frequency (ω0) becomes irrelevant in the context of metals. To describe the behavior of
electrons in metals under the influence of electromagnetic fields, the Drude model emerges
as a useful framework. The Drude model can be derived from the more general Lorentz
model by setting (ω0 = 0). This modification accounts for the absence of a characteristic
natural frequency in metals. By neglecting the influence of a natural frequency (ω0 = 0) in
the Lorentz model, the Drude model captures the unique properties exhibited by metals. In
this simplified model, the restoring force component associated with the harmonic motion of
electrons is disregarded. Instead, the Drude model focuses on the collective behavior of free
electrons in response to external fields, particularly emphasizing their electrical conductivity
and optical properties. The expression for the complex dielectric function, denoted as ε(ω),
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of a Drude material can be represented as follows:

ε(ω) = 1 +
ω2
p

−ω2 − iγω
,

ε(ω) = 1−
ω2
p

ω2 + iγω

(3.80)

where ωp is the plasma frequency, and γ is the collision frequency.The plasma frequency can
be expressed as follows:

ωp =

√
ne2

ε0m
(3.81)

and the collision frequency can be expressed as the reciprocal of the relaxation time:

γ =
1

τ
(3.82)

Now, we can split the real and imaginary parts from the permittivity (εr(ω)) as follows:

ε′r(ω) = 1−
ω2
p

ω2 + γ2
(3.83)

ε′′r(ω) =
γω2

p

ω(ω2 + γ2)
(3.84)

The real part of the dielectric function, ε′(ω), represents the dispersion or frequency-dependent
behavior of the material, while the imaginary part, ε′′(ω), accounts for the energy loss or ab-
sorption in the material. The complex dielectric function can be used to calculate various
optical properties of Drude materials. For example, the refractive index (n) and the propaga-
tion constant (k) can be derived as follows:

n(ω) =

√
1

2

(√
ε′(ω)2 + ε′′(ω)2 + ε′(ω)

)
(3.85)

k(ω) =

√
1

2

(√
ε′(ω)2 + ε′′(ω)2 − ε′(ω)

)
(3.86)

These properties describe how light interacts with Drude materials, such as the reflection,
transmission, and absorption of light. The Drude model is a simplified representation of the
behavior of metals and conductors, neglecting some quantum effects and material-specific
details. In metals, the valence electrons are delocalized and can move freely throughout the
crystal lattice. This mobility gives rise to the phenomenon of electrical conductivity, which
is a fundamental property of metals. The plasma frequency (wp) directly relates to this
conductivity through the relationship between the frequency and the dielectric response of
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Figure 3.2: Real and Imaginary Part of Drude Model

the material. At frequencies below wp, metals exhibit high reflectivity because the incident
photons are unable to excite the conduction electrons. This phenomenon is responsible for
the shiny appearance of metals. However, above the plasma frequency, metals become more
transparent, leading to reduced reflectivity and increased absorption of light.

3.2.3 Lorentz-Drude Model

The Drude model is a classical model widely employed to elucidate the behavior of conduc-
tors and metals in the presence of electromagnetic fields. It offers a simplified yet insightful
understanding of electrical conductivity and optical properties in these materials. Despite
its simplicity, the Drude model serves as a fundamental framework for comprehending the
response of conductors to external perturbations. However, it has limitations in capturing the
detailed frequency-dependent behavior of real materials.

To address this limitation, the Lorentz-Drude model has been developed and found to pro-
vide excellent agreement with experimental observations across a broad range of materials.
It has been successfully employed to reproduce experimental data related to important opti-
cal properties such as the refractive index, absorption spectra, and other characteristics. The
remarkable agreement between the Lorentz-Drude model and experimental data validates its
effectiveness in describing and predicting the behavior of real materials. The Lorentz-Drude
model incorporates the interactions between electrons within a material, which play a pivotal
role in determining the material’s response to electromagnetic fields, particularly in metals
and conductors. By considering electron-electron interactions, the model can capture the
collective behavior of electrons and describe phenomena such as plasmon resonances, which
are crucial for understanding the optical properties of these materials. In materials, the di-
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electric response exhibits a frequency-dependent behavior due to the electron behavior under
the influence of electromagnetic fields. The Lorentz-Drude model successfully accounts for
this frequency dependence by incorporating resonance frequencies and damping coefficients
associated with the oscillators. This enables a more realistic representation of the dielectric
properties of materials over a wide range of frequencies. A key aspect of the Lorentz-Drude
model lies in the consideration of damping coefficients associated with the oscillators, which
encapsulate the energy dissipation and absorption processes that occur when materials inter-
act with electromagnetic fields. By incorporating damping, the model accurately describes
the attenuation and absorption of electromagnetic waves within a material, offering insights
into the energy dissipation mechanisms at play. The Lorentz-Drude model, with its ability
to incorporate electron-electron interactions, frequency-dependent responses, and damping
effects, provides a comprehensive framework for studying the optical properties of materials.
It offers a deeper understanding of phenomena such as plasmonic resonances and provides
valuable insights into the absorption and attenuation of electromagnetic waves within mate-
rials. This model serves as a powerful tool for the design and characterization of materials
with tailored optical properties for a range of applications in photonics, optoelectronics, and
beyond. The expression for the electric field density D in the frequency domain, considering
both models, can be reformulated as follows:

D(ω) = ε0

(
1 +

ωp

jγω − ω2
+

ω2
p

ω2
0 + jωγ − ω2

)
E(ω) (3.87)

where ε0 is the vacuum permittivity, ωp is the plasma frequency, Γ is the damping factor, ω
is the angular frequency, ω0 is the resonant frequency, and E(ω) is the electric field in the
frequency domain. The real and imaginary part of the dielectric constant is shown in Fig.
3.2.

The formulation of the dielectric constant (εr) in the Lorentz-Drude model can be expressed
as follows [251]:

εr(ω) = 1−
Ω2

p

ω(ω − iΓ0)
+

k∑
j=1

fjω
2
p

(ω2
j − ω2) + iωΓj

(3.88)

In the context of this study, the symbols ωj , ωp, fj , Γj , and Γ0 represent the resonance
frequency, plasma frequency, oscillator strength, damping frequency, and damping constant,
respectively. It is worth noting that Ωp specifically refers to the plasma frequency of free
electrons, while the symbol k is used to represent the oscillation number. The real part of the
dielectric function, ε′(ω), represents the dispersion or frequency-dependent behavior of the
material, while the imaginary part, ε′′(ω), accounts for the energy loss or absorption in the
material.
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3.3 Formulation of Surface Plasmon Polariton

3.3.1 Propagation and Decaying Property of SPP

Surface plasmon polaritons (SPPs) are electromagnetic waves that propagate along the in-
terface between a metal and a dielectric material. They arise from the coupling between
electromagnetic waves and collective oscillations of free electrons at the metal-dielectric in-
terface, known as surface plasmons. SPPs have attracted significant attention due to their
ability to confine light at the nanoscale, which has important implications for various fields
such as nanophotonics, sensing, and surface-enhanced spectroscopy. The provided equation
describes the propagation of an electromagnetic wave with a complex dielectric constant. It
is derived by incorporating the complex dielectric constant into Maxwell’s equations. The
outcome of this derivation can be summarized by the following expression:

∇2E(x, t) = µε
∂2

∂t2
E(x, t) (3.89)

where E represents the electric field, and ∇2 and ∂2

∂t2
denote the Laplacian and second partial

derivative with respect to time, respectively.

Now, µ can be replaced as µ0µr and ε can be replaced as ε0εr in Equation 3.89,

∇2E(x, t) = µ0µrε0εr
∂2

∂t2
E(x, t) (3.90)

We know that,

c =
1

√
µ0ε0

(3.91)

n =
√
µrεr (3.92)

Based on Equation 3.90, the following expression can be derived as follows:

∇2E(x, t) =
n2

c2
∂2

∂t2
E(x, t) (3.93)

A class of solutions to the wave equation, characterized by propagation along the x-axis, can
be mathematically represented as follows:

E(x, t) = E0exp(ikx− iwt) (3.94)

where E0 is the electric field amplitude, k is the wavevector, and ω is the angular frequency.

By substituting Equation 3.94 into Equation 3.93 and considering the left-hand side portion
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of the equation, we obtain:
∂2E

∂x2
= −k2E (3.95)

Similarly, for the portion on the right-hand side, we will obtain:

∂2E

∂t2
= −ω2E (3.96)

The dispersion law for the plane wave can be derived from equations 3.95 and 3.96 as fol-
lows:

−k2E =
n2

c2
(−ω2E)

k2 =
n2

c2
(ω2)

k = ±ω

c
n

k = ±ω

c
(n′ + in′′)

(3.97)

The complex refractive index, denoted as n, can be expressed as n′+ in′′, where n is the real
part of the refractive index, and n′′ is the imaginary part of the refractive index. Now after
substituting the wave vector value into Equation 3.94:

E = E0 exp(ikx− iwt),

E = E0 exp
(
i
(ω
c
(n′ + in′′)x− iwt

))
,

E = E0 exp
(
i
ω

c
n′x− ω

c
n′′x− iwt

)
,

E = E0 exp
(
i
ω

c
n′x− iwt

)
exp

(
−ω

c
n′′x
)
,

E = E0 exp (iβx− iwt) exp
(
−ω

c
n′′x
)
,

(3.98)

where the 1st exponential term exp(−iβx − iwt) represents the propagation of the wave
with propagation constant β. The 2nd exponential term exp(−w

c
n′′x) represents the decay

of the electric field amplitude as the wave propagates in the x-direction away from the metal-
dielectric interface and it represents the absorption and energy loss in the SPP mode as it
propagates along the interface. The graphical representation can be seen in Fig. 3.3.
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Figure 3.3: Propagation property of SPP.

3.3.2 Understanding SPP Propagation at Metal-Insulator Interface

Figure 3.4: Wave Vector of SPP propagtion in Metal-Insulator Interface.

Figure 3.4 depicts the wave vector of Surface Plasmon Polariton (SPP) propagation at the
metal-insulator interface. The representation of the wave vector in the metal and dielectric is
as follows:

Kd = (K1x, 0,−K1z)

Km = (K2x, 0,−K2z)

For the metal, we can express it as follws:

K2
2x +K2

2z =
n2ω2

c2
= εmK

2
0 (3.99)

This equation represents the relationship between the wave vector components K2x and K2z,
the refractive index n, the angular frequency ω, the speed of light c, and the permittivity εm

of the metal. Additionally, we have the following:
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K2
2z = εmK

2
0 −K2

2x (3.100)

Equation 3.100 provides a specific expression for K2
2z in terms of K2

2x and εm.

We know that for metals, the permittivity (εm) is negative, and if K2
2x is positive, then K2

2z

will be negative, indicating an imaginary value. This imaginary component in the wave
vector implies an evanescent behavior, suggesting that the wave decays exponentially within
the metal. Such behavior is a characteristic of surface plasmon polaritons (SPPs), which are
collective electron oscillations at the metal-dielectric interface.

So, based on the obtained results, we can conclude that when the wave vector components in
the metal, K2

2x and K2
2z, have opposite signs due to the negative permittivity (εm) of metals,

the wave cannot propagate through the metal. Instead, it experiences total internal reflection
at the metal-dielectric interface. Therefore, light incident on a metal will be predominantly
reflected rather than transmitted through the material.

3.3.3 Determining the Resonant Wavelength for SPPs

Assuming a TM mode wave, where the magnetic field propagates in the y-axis direction, the
magnetic field within the metal and dielectric can be described as follows:

H1y = h1e
ik1xxe−k1zz (3.101)

H1y = h1e
ik1xxe−k1zz (3.102)

Here, h1 represents the amplitude of the magnetic field, k1x represents the wave vector com-
ponent in the x-axis direction, and k1z represents the wave vector component in the z-axis
direction. The wave vector in its generalized form can be expressed as follows:

Kiz = (K2
ix − εiK

2
0)

1/2 (3.103)

Now, for dielectric,
K1z = (K2

1x − εdK
2
0)

1/2 (3.104)

Now, for metal,
K2z = (K2

2x − εmK
2
0)

1/2 (3.105)

As, εd is positive and εm is negative, so Eq. 3.104 and 3.105, we’ll get that SPP decays faster
in metal than dielectric.

According to the Ampere-Maxwell law,
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∇×H = µ0J+
∂D

∂t
(3.106)

Here, the current density J = 0. Hence, the equation can be expressed as follows:

∇×H =
∂D

∂t
(3.107)

Now, we know that D = εE and E = E0 exp(ikx − iωt). By replacing these expressions,
the equation can be reformulated as follows:

∇×H = −iωεE (3.108)

The relationships stated below can be expressed using the curl equation:

∇×H =

 x̂ ŷ ẑ
∂
∂x

∂
∂y

∂
∂z

0 Hz 0

 = −iωεE

-
d

dz
Hyx̂+

d

dx
Hyẑ = −iωϵE

-K1zH1yx̂+ iK1xH1yẑ = −iωϵE

-ωϵE = iK1zH1yx̂−K1xH1yẑ

-E1 =
H1y

ϵdω
(iK1zx̂−K1xẑ)

Similarly, we can determine E2,

E2 =
H2y

ϵmω
(−iK2zx̂+K1xẑ)

At the initial point (z = 0), when considering the interface between the two media, we can
assume that H1y and H2y are almost equal. Consequently, E1 and E2 will also be equal. By
equating the x component, we can derive the following equation:
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K1z

ϵd
= −K2z

ϵm
K1z

K2z

= − ϵd
ϵm

(3.109)

To support the existence of Surface Plasmon Polaritons (SPPs), the ratio of K2
1z (from Eq.

3.104) to K2
2z (from Eq. 3.105) needs to be equal. This leads to the following expression:

K2
1x = K2

2x = K2
x (3.110)

The wave vector expression for propagation in the x-direction becomes:

K2
1x =

(
ϵmϵd

ϵm + ϵd

)
K2

0 (3.111)

As the wave vector K approaches infinity, at resonance:

K → ∞

Therefore, it means that,

ϵm + ϵd = 0

ϵm = −ϵd

Let’s assume that ϵd = 1, so we can conclude that:

ϵm = −1

1−
w2

p

w2
= −1

w2
p

w2
= 2

After solving the equation for w, we obtain:

w =
wp√
2

Likewise, when considering the resonant wavelength λ, we can express it as follows:

λ =
λp√
2
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3.3.4 Formulation of Dielectric Loss

When a dielectric is subjected to an alternating field, the three components of polarizations,
namely electronic, ionic, and orientational polarizations, contribute to a complex dielectric
constant. The dielectric constant now comprises both real and imaginary components and is
expressed as follows:

εr = ε′r − jε′′r (3.112)

In this section, we aim to demonstrate that the imaginary part of the dielectric constant gives
rise to the absorption of energy by the material from the alternating field.

Consider a parallel plate capacitor with a dielectric material having the dielectric constant ε,
with ε′ and ε′′ representing the real and imaginary parts, respectively. Let the capacitor be
subjected to an alternating field E0 cos(ωt), and at any instant, the charge density per unit
area of the plates be ±Q(t), and the flux density be D(t). According to Gauss’s law, we
obtain:

D(t) = Q(t) (3.113)

The current density is then given by the time derivative of D(t):

J(t) =
dD(t)

dt
(3.114)

Since E(t) represents the electric field intensity at any instant t, it can be written as Re[Ee].
Therefore, for a complex dielectric constant, we can express the flux density D(t) as follows:

D(t) = Re[ϵ0ϵrE0e
jωt] (3.115)

Or,
D(t) = ϵ0ϵrRe[E0e

jωt] (3.116)

By substituting Equation 3.112 into Equation 3.116, we can express the current density J(t)

as follows:

J(t) = ε0Re[ε′r − jε′′r ]jωE0e
jωt = [ωε0ϵ

′′
rE0 cos(ωt)− ωε0ϵ

′
rE0 sin(ωt)] (3.117)

Note that the imaginary part ϵ′′ of the dielectric constant determines the current component
that is in phase with the applied alternating field, while the real part ϵ′ of the dielectric
constant is out of phase by 90° with the applied field.

The instantaneous power per unit volume absorbed by the material is given by J(t)E(t).
Therefore, the power absorbed by the material per second per unit volume can be expressed
as:
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W(t) =
1

2π

∫ 2π

0

J(t)E(t) d(wt) (3.118)

Substituting the value of J(t) from Equation 3.117, we obtain:

W(t) =
1

2π

∫ 2π

0

[ωϵ0ϵ
′′
rE

2
0 cos

2(ωt)− ωϵ0ϵ
′
rE

2
0 sin

2(ωt)] d(wt) (3.119)

Simplifying the integral, we obtain:

W(t) =
ω

2
ϵ0ϵ

′′
rE

2
0 (3.120)

This equation clearly shows that the energy absorbed by the dielectric material from the
alternating field is directly proportional to the imaginary part of the dielectric constant ϵ′′,
and it is referred to as dielectric loss.

It is customary to characterize the dielectric losses in a dielectric material at a particular
frequency and temperature using a factor known as the loss tangent tan δ. The loss tangent
is expressed as follows:

tan δ =
ϵ′′r
ϵ′r

(3.121)

The loss tangent provides a measure of the dissipation of energy in the dielectric material
and is commonly used to quantify the dielectric loss at a given frequency and temperature.

3.4 Simulation Modeling

Most of the physical phenomena, such as wave propagation, fluid dynamics, and thermal
analysis, are inherently time and space-dependent. These phenomena can be mathematically
described by partial differential equations (PDEs). However, when dealing with complex
geometries and inhomogeneous media, finding analytical solutions to these PDEs becomes
exceedingly difficult. To overcome this challenge, numerical methods are employed to ap-
proximate the solutions by discretizing the system boundaries. In this regard, computer
programs play a vital role in aiding these numerical approximations.

3.4.1 Finite Element Method

One popular numerical approach used to solve PDEs is the finite element method (FEM).
The FEM is known for its accuracy and efficiency, particularly when dealing with irregular
shapes. The method involves dividing the domain of interest into smaller, interconnected
regions called finite elements. By discretizing the domain, the PDEs can be transformed
into a system of algebraic equations that can be solved using computational algorithms. The
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FEM’s ability to handle complex geometries and inhomogeneous media is achieved through
the local approximation of the unknown functions within each finite element. These approx-
imations, often represented by piecewise polynomials, enable the FEM to accurately capture
the behavior of the physical system under consideration. Compared to other numerical ap-
proaches such as the finite difference method and the method of moments, the FEM offers
several advantages [252]. Firstly, the FEM can handle irregular shapes more effectively, as
the finite elements can be tailored to match the geometry of interest. Secondly, the FEM
allows for the use of different types of finite elements within a single simulation, accom-
modating variations in material properties or geometric features. Finally, the FEM’s ability
to adaptively refine the mesh can enhance accuracy in regions of interest while reducing
computational costs in less critical areas.

In general, the finite element method (FEM) can be divided into four steps [253]:

1. Discretization of the Solution Boundary: The first step in FEM involves dividing the
solution boundary into a finite number of elements. Each element is a small subdomain
that collectively covers the entire solution domain. This process is known as meshing
or discretization. By discretizing the domain, the continuous problem is transformed
into a discrete problem that can be solved numerically.

2. Derivation of Governing Equations: Once the solution boundary has been discretized,
the next step is to derive the governing equations for a typical element. These equa-
tions are derived by applying the principles of physics and considering the behavior
of the physical system within each element. Depending on the type of problem be-
ing analyzed, different governing equations may be used, such as the Navier-Stokes
equations for fluid dynamics or the heat equation for thermal analysis.

3. Assembly of Element Equations: After obtaining the governing equations for each
element, the next step is to assemble all the elements in the solution boundary. This
involves combining the individual element equations to form a system of equations
that represents the behavior of the entire system. By assembling the equations, the
interactions between neighboring elements are taken into account, allowing for a com-
prehensive analysis of the system as a whole.

4. Solution of the System Equations: The final step in FEM is to solve the system of
equations obtained from the assembly step. This involves resolving the equations to
obtain the numerical solution for the problem at hand. Various numerical techniques
can be employed to solve the system equations, including direct methods like Gaussian
elimination or iterative methods like the conjugate gradient method. The choice of
solution method depends on factors such as the size and complexity of the system, as
well as the desired accuracy and computational efficiency.
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The four steps outlined above provide a general framework for performing finite element
analysis. By following these steps, engineers and scientists can analyze complex physical
phenomena and obtain numerical solutions for a wide range of problems.

Let us consider a generalized wave equation given by:

∇2V + k2V = g, (3.122)

where V represents the unknown field potential that needs to be determined using a numeri-
cal method, g denotes the source term, and k represents the wavenumber of the media.

To simplify the problem, we will consider the Laplace’s equation, which is a special case of
the generalized wave equation, given by:

∇2V = 0, (3.123)

assuming k = g = 0.

The Laplace’s equation represents a steady-state condition where the field potential V does
not vary with time. It is commonly used to solve problems where there are no sources or
sinks of the field within the domain. By assuming k = g = 0, we eliminate any external
sources or wave propagation effects, simplifying the problem to finding the solution for the
Laplace’s equation. Solving the Laplace’s equation is important in various fields, including
electrostatics, heat conduction, and fluid flow, as it allows us to determine the distribution of
the field potential in the absence of sources or time-varying phenomena. Numerical meth-
ods, such as the finite element method mentioned earlier, can be employed to discretize the
domain and solve the resulting system of equations obtained from the discretization process.
These methods enable us to approximate the solution to the Laplace’s equation and obtain
the field potential V.

3.4.1.1 Discretization of the Solution Boundary

In this section, we will consider a very simple 2D system boundary represented by three
triangular finite elements, as shown in Figure 3.5. This example will help illustrate the
application of the finite element method (FEM) in approximating the solution within the
region.

To approximate the solution within the region, we will use the following expression:

V(x, y) ≈
N∑
e=1

Ve(x, y), (3.124)

where V(x, y) represents the true solution, Ve(x, y) represents the solution within each finite
element e, and N denotes the number of finite elements. In this specific problem region, we
will keep N equal to 3.
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Figure 3.5: 2D system boundary represented by three triangular finite elements.

By dividing the region into smaller triangular elements and approximating the solution within
each element, we can construct a piecewise representation of the true solution V(x, y) us-
ing the individual solutions within each finite element. This approach allows us to capture
the behavior of the solution in a more localized manner and accurately represent complex
geometries. The choice of triangular elements in this example is common in 2D FEM anal-
ysis due to their simplicity and ability to approximate irregular shapes effectively. However,
it’s important to note that in practice, more complex meshing techniques and higher-order
elements are often used to achieve higher accuracy and better representation of the true so-
lution. The solution Ve(x, y) within a triangular element e can be expressed as a polynomial
function. Specifically, for a triangular element, Ve(x, y) can be approximated as follows:

Ve(x, y) = a+ bx+ cy, (3.125)

where a, b, and c are constant values that need to be determined to accurately represent Ve at
any point within the element. The expression in Equation (3.125) represents a linear variation
of Ve within the triangular element. This linear approximation is commonly employed due
to its simplicity and efficiency, particularly in the context of FEM. By assuming a linear
variation, the electric field Ee within the element can be approximated as well. Since the
electric field is the negative gradient of the potential, it can be expressed as follows:

Ee = −∇Ve. (3.126)

This assumption implies that the electric field is uniform within the element, meaning it does
not vary significantly across the element. This assumption simplifies the calculation of the
electric field within the element and is a common approximation made in FEM analysis.
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It’s important to note that while a linear approximation is used in this example, higher-
order polynomial approximations can be employed for more accurate representations of the
solution within each element. Additionally, other shape functions, such as quadratic or cubic
functions, can also be utilized to improve the accuracy of the approximation.

In summary, within a triangular element, the solution Ve(x, y) can be approximated by a
polynomial function. The linear approximation is commonly employed, allowing for effi-
cient calculations. The assumption of a uniform electric field within the element simplifies
the analysis and is often made in FEM applications.

3.4.1.2 Governing Equation Formulation

In the formulation of the governing equation for the finite element method, let’s consider a
single element from Figure 3.5 as shown in Figure 3.6.

Figure 3.6: A single triangular element with three nodes.

To represent the potentials at the three nodes, we can use a vector notation:

[Ve] =

Ve1

Ve2

Ve3

 (3.127)

where Ve1, Ve2, and Ve3 represent the potentials at nodes 1, 2, and 3, respectively.

The potentials at the nodes can be expressed using a matrix notation:
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[Ve] =

1 x1 y1

1 x2 y2

1 x3 y3


ab
c

 (3.128)

where x1, x2, and x3 are the x-coordinates of the nodes, and y1, y2, and y3 are the y-
coordinates of the nodes. The coefficients a, b, and c represent the constants that need to
be determined to fully define the potentials within the element. By solving the above equa-
tion, we can obtain the values of a, b, and c, which will allow us to determine the potentials
at any point within the element.

a

b

c

 =

1 x1 y1

1 x2 y2

1 x3 y3


−1Ve1

Ve2

Ve3

 (3.129)

Replacing the constant into Eq. 3.124, we obtain

Ve =
3∑

i=1

αi(x, y)Vei (3.130)

In the given context, the element shape functions α1, α2, and α3 can be expressed as follows:

α1 =
1

2A
[(x2y3 − x3y2) + (y2 − y3)x+ (x3 − x2)y] , (3.131)

α2 =
1

2A
[(x3y1 − x1y3) + (y3 − y1)x+ (x1 − x3)y] , (3.132)

α3 =
1

2A
[(x1y2 − x2y1) + (y1 − y2)x+ (x2 − x1)y] (3.133)

where A represents the area of the element (e). The area A is given by:

A =
1

2
[(x2 − x1)(y3 − y1)− (x3 − x1)(y2 − y1)] .

In the above equations, αi represents the element shape function for node i, which describes
the variation of the solution within the element. These shape functions are derived based
on the element geometry and are used to interpolate the values of the solution at different
points within the element. The area A is calculated using the coordinates of the three nodes
(x1, y1), (x2, y2), and (x3, y3). The area value is positive when the nodes are numbered
counterclockwise, which is the convention commonly followed. These shape functions and
the element area are fundamental components in the finite element method. They are used
to express the solution within the element and play a crucial role in the formulation of the
governing equations and the overall analysis.

By employing the Laplace equation, the corresponding per unit length energy can be ex-
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pressed as follows:

We =
1

2

∫
ε|Ee|2dS =

1

2

∫
ε|∇Ve|2dS (3.134)

where ε is the permittivity of the medium, Ee denotes the electric field within the element,
and Ve represents the potential at any point within the element. The energy We is obtained
by integrating the square of the electric field magnitude or the square of the gradient of the
potential over the element domain. This energy quantity is often used in finite element anal-
ysis to evaluate the behavior and properties of the electrical field within the system. In the
equation, |Ee| represents the magnitude of the electric field, and |∇Ve| represents the mag-
nitude of the gradient of the potential. The integration is performed over the element domain,
which is determined by the shape and size of the element. The permittivity ε characterizes
the electrical properties of the medium, and it is a material-specific constant that relates the
electric field to the electric displacement within the medium. Calculating the energy We

provides valuable insights into the behavior and distribution of the electric field within the
element.

From Eq. 3.130, we obtain:

∇Ve =
3∑

i=1

Vei∇αi (3.135)

Matrix form of the derived equation, placing Eq. 3.134 into Eq. 3.135 is,

We =
1

2
ε[Ve]

t[C(e)][Ve] (3.136)

In this context, the superscript t denotes the transpose of Ve,

C
(e)
ij =

∫
(∇αi · ∇αj)dS (3.137)

The symbol Ce represents the element coefficient matrix, which is defined as follows:

|C(e)| =

C
(e)
11 C

(e)
12 C

(e)
13

C
(e)
21 C

(e)
22 C

(e)
23

C
(e)
31 C

(e)
32 C

(e)
33

 (3.138)

Each element C(e)
ij in the matrix corresponds to a particular physical property or parameter

that characterizes the behavior of the finite element model.

It’s important to note that in a larger mesh with multiple elements, the potentials at the shared
nodes between adjacent elements must be compatible to ensure continuity of the solution
across the boundaries. This is typically achieved through the assembly of the global system
of equations and applying appropriate boundary conditions.
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3.4.1.3 Assembly of Element Equations

To address the overall boundary solution, N number of elements from a single element can
be accumulated. The total energy of the accumulated elements is represented as follows:

W =
N∑
e=1

We =
1

2
ε[V]T [C][V], (3.139)

where [V] is a column vector representing the accumulated nodal potentials:

[V] =



V1

V2

V3

...
Vn


,

and n denotes the total number of nodes in an element. N is the total number of elements
within the solution boundary, and [C] presents the global coefficient matrix consisting of the
element coefficient matrix.

Considering the global numbering, the global coefficient matrix of size 5×5 is expressed as:

[C] =


C11 C12 C13 C14 C15

C21 C22 C23 C24 C25

C31 C32 C33 C34 C35

C41 C42 C43 C44 C45

C51 C52 C53 C54 C55


Here, Cij presents the coupling of i and j. For an element, the inter-element boundary
potentials are identical. Hence, Cij will have involvement from the associated elements of
node i and j.

The global coefficient will be zero without direct correspondence with the nodes. The global
coefficient matrix is symmetric, given by:

Cij = Cji.

The expression of the global coefficient matrix in terms of the element coefficient matrix is:

[C] =


C

(1)
11 +C

(2)
11 C

(1)
13 C

(2)
12 C

(1)
12 +C

(2)
13 0

C
(1)
31 C33(1) 0 C32(1) 0

C
(2)
21 0 C

(2)
22 +C

(3)
11 C

(2)
23 +C

(3)
13 C

(3)
12

C
(1)
21 +C

(2)
31 C

(1)
23 C

(2)
32 +C

(3)
31 C

(1)
22 +C

(2)
33 +C

(3)
33 C

(
323)

0 0 C
(3)
21 C

(3)
23 C

(3)
22
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Here, Cij represents the coupling between nodes i and j. The subscripts (1), (2), and (3)

refer to the respective elements. The global coefficient matrix is formed by combining the
coefficients of the element matrices. The diagonal elements of the global matrix are the
sum of the corresponding diagonal elements of the element matrices, while the off-diagonal
elements involve the interactions between the elements. The matrix is symmetric due to the
symmetry property of the coefficients.

3.4.1.4 Solution of the System Equations

To meet the requirements of the Laplace equations, the solution region should have minimum
total energy. So, partial differentiation of each node value will yield zero. Hence,

∂W

∂Vk

= 0, k = 1, 2, . . . , n. (3.140)

By performing the partial derivative of W in terms of V1, we can obtain:

∂W

∂Vk

= 0 = V1C11 +V2C12 +V3C13 +V4C14 +V5C15. (3.141)

So, the generalized expression is

∂W

∂Vk

= 0 =
n∑

i=1

ViCik. (3.142)

Considering node 1 as independent, from Equation 3.141, it is formulated as

V1 = − 1

C11

5∑
i=2

ViCik.

Hence, the generalized form is

Vk = − 1

Ckk

n∑
i=1
i ̸=k

ViCik.

Here, k denotes the independent node. Without the connection between node i and k, Cik

is zero. Nodes directly connected with k will have Vk. The initial values of the potential
will remain unchanged, while unknown potentials will be set to zero. During the numerical
calculation, all the free nodes are approximated using the initial values in the first iteration.
In the subsequent iterations, the approximated values are replaced with the initial values.
This iteration continues until a tolerable error in the approximation is achieved.

Electric field energy is the energy associated with an electric field in a specific region of
space. It represents the potential energy stored in the electric field due to the arrangement
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of charges or the presence of electric potential differences [254]. The electric field energy
density, represented by WE , is the amount of energy per unit volume stored in the electric
field [255]. It is calculated using the formula:

WE =
1

2
ϵ0|E|2 (3.143)

where ϵ0 is the vacuum permittivity and E is the magnitude of the electric field vector. This
equation shows that the electric field energy density is directly proportional to the square of
the electric field magnitude and inversely proportional to the vacuum permittivity. The factor
of 1

2
arises because the electric field energy results from the interaction between charges, and

each charge contributes equally to the total energy. To calculate the total electric field energy
within a specific volume, one must integrate the energy density over that volume. The total
energy U is given by:

U =

∫∫∫
WE dV (3.144)

where the triple integral is taken over the entire volume of interest. The concept of elec-
tric field energy is essential in various applications and phenomena. It helps us understand
the behavior of electric fields and their effects on charged particles and systems. For exam-
ple, in capacitors, electric field energy is stored in the electric field between the capacitor
plates when a potential difference is applied. This energy can be released when the capacitor
discharges. Electric field energy is also crucial in studying the interaction between electric
fields and matter. It provides insights into the forces experienced by charged particles, their
dynamics in electric fields, and the behavior of dielectric materials in electric fields.

3.5 Boundary Conditions

3.5.1 Scattering Boundary Conditions

Scattering Boundary Condition is a condition applied at the simulation window to create a
transparent boundary for the incoming and outgoing (scattered) signals. It allows the simula-
tion to accurately model the behavior of waves interacting with the boundary. The outgoing
(scattered) wave, for which the simulation window is perfectly transparent, can be expressed
in different coordinate systems.

In the case of a plane wave, the outgoing wave can be written as:

E = ESCe
−jk(n·r) + E0e

−jk(K·r) (3.145)

where ESC is the scattered field, E0 represents the incident plane wave propagating along the
k direction, and n is the unit normal vector pointing outwards from the simulation window.
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The term ESCe
−jk·nr represents the scattered wave, while E0e

−jk·Kr represents the incident
wave. This plane scattered wave condition allows the transparent transmission of the inci-
dent wave at any angle, while the outgoing (scattered) waves are perfectly transparent for
the perpendicularly incident wave and partially transparent for obliquely incident outgoing
(scattered) waves.

In the case of a cylindrical wave, the outgoing wave can be expressed as:

E = ESCe
−jk

(n·r)√
r + E0e

−jk(K·r) (3.146)

where
√
r accounts for the cylindrical wave nature. This cylindrical scattered wave condition

ensures the transparent behavior of the outgoing waves while considering the cylindrical
coordinate system.

Similarly, in the case of a spherical wave, the outgoing wave can be described as:

E = ESCe
−jk

(n·r)
rs + E0e

−jk(K·r) (3.147)

where rs represents the spherical wave nature. This spherical scattered wave condition allows
the transparent behavior of the outgoing waves while considering the spherical coordinate
system.

In all these expressions, the scattered field ESC and the incident field E0 play crucial roles
in determining the behavior of the waves at the simulation window. The transparent bound-
ary condition ensures that the incoming waves are not reflected or absorbed at the boundary
but instead continue to propagate through the simulation region. It allows the accurate sim-
ulation of wave interactions and propagation in a larger domain. The scattering boundary
condition is particularly useful for simulating electromagnetic wave propagation, acoustic
wave propagation, and other wave phenomena. By considering the appropriate coordinate
system and expressing the outgoing (scattered) waves in terms of the scattered field and in-
cident field, the condition enables the simulation to accurately capture the behavior of waves
at the boundary. It enables the simulation of wave propagation and scattering phenomena in
a finite computational domain, allowing researchers to study the behavior of electromagnetic
waves in various practical scenarios. The significance of scattering boundary conditions in
solving electromagnetic wave problems can be understood through the following points:

1. Realistic Simulation: Electromagnetic waves often encounter boundaries in real-
world scenarios, such as objects, structures, or open spaces. By applying scattering
boundary conditions, researchers can simulate these scenarios and accurately capture
the interaction between waves and boundaries. This enables the study of wave propa-
gation, scattering, and diffraction phenomena, providing insights into the behavior of
electromagnetic waves in complex environments.

2. Transparent Boundary: Scattering boundary conditions provide a transparent bound-
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ary for incoming and outgoing waves. This means that incident waves are not reflected
or absorbed at the boundary but continue to propagate through the computational do-
main. This transparent behavior allows researchers to focus on the interaction of waves
with the objects or structures of interest, without disturbances caused by spurious re-
flections.

3. Conservation of Energy: Scattering boundary conditions ensure that energy is con-
served in the computational domain. By allowing the transmission of incident waves
through the boundary, they maintain the balance between incident, transmitted, and
scattered fields. This conservation of energy is essential for obtaining accurate and
physically meaningful results in electromagnetic simulations.

4. Numerical Stability: When solving electromagnetic wave problems numerically, scat-
tering boundary conditions help maintain numerical stability. They prevent wave re-
flections and associated numerical artifacts that could lead to instabilities or inaccu-
racies in the simulation. By incorporating transparent boundaries, scattering bound-
ary conditions enhance the convergence and reliability of numerical methods used for
solving Maxwell’s equations.

5. Flexible Modeling: Scattering boundary conditions offer flexibility in modeling dif-
ferent types of boundaries and geometries. They can be applied to various boundary
shapes, such as planar, curved, or irregular surfaces, allowing researchers to simulate a
wide range of scenarios encountered in practical electromagnetic wave problems. This
flexibility enables the investigation of wave interactions with complex objects, such as
antennas, scattering structures, or waveguides.

6. Wave Scattering Analysis: Scattering boundary conditions facilitate the analysis of
wave scattering phenomena. By studying the characteristics of the scattered field, re-
searchers can extract valuable information about the interaction between electromag-
netic waves and objects. This analysis includes determining scattering cross-sections,
identifying resonance phenomena, and studying the influence of different object ge-
ometries and materials on wave scattering behavior.

3.5.2 Port Boundary Conditions

Ports are the boundary conditions applied in electromagnetic devices to present input and
output terminals. Scattering parameters are associated with these boundary conditions. To
ensure consistent power flow through the respective ports, the fields E1, E2, E3, etc. are
normalized. The power flow can be determined using the time-average Poynting vector,
given by:
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Sav =
1

2
Re(E×H∗) (3.148)

The total power radiating from the port can be calculated by considering the orthogonal
component of the Poynting vector, denoted by n. The expression for the power flow is:

n · Sav = n · 1
2

Re(E×H∗) (3.149)

Under the cutoff frequency, the radiated power is zero, making it impossible to normalize
the fields. However, in this region, the S-parameters can be considered trivial, and therefore,
their calculation is not required.

For TE waves, the electric field is given by

E = −ZTEE×H (3.150)

Here, ZTE represents the wave impedance, which is defined as

ZTE =
ωµ

β
(3.151)

In this equation, ω represents the angular frequency of the wave, µ denotes the permeability,
and β is the propagation constant. The power flow through the port can be expressed as

n · Sav = n · 1
2

Re(E×H∗)

= −1

2
Re(E · (n×H∗))

=
1

2ZTE

|E|2 (3.152)

In this equation, n represents the normal vector, Sav is the time-average Poynting vector,
E and H are the electric and magnetic fields respectively. Equation 3.152 shows that the
power flow through the port is equal to half of the wave impedance ZTE times the magnitude
squared of the electric field |E|2. For TM waves, the magnetic field is given by

H =
1

ZTM

n× E (3.70) (3.153)

Here, ZTM represents the wave impedance, which is defined as

ZTM =
β

ωϵ
(3.154)

In this equation, β represents the propagation constant, ω denotes the angular frequency of
the wave, and ϵ is the permittivity. The power flow through the port can be expressed as
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n · Sav =
1

2
n · Re(E×H∗)

=
1

2ZTM

n · Re(E× (n× E∗))

=
1

2ZTM

|n× E|2 (3.155)

In this equation, n represents the normal vector, Sav is the time-average Poynting vector, E
is the electric field. Equation 3.155 shows that the power flow through the port is equal to
half of the wave impedance ZTM times the magnitude squared of the vector n× E.

3.6 Performance Metrices

3.6.1 Transmittance

Transmittance refers to the power transmitted through the sensor structure relative to the in-
cident power. When light interacts with a refractive index sensor, a portion of the incident
power is reflected, a portion is transmitted, and a portion is absorbed. The transmittance
specifically quantifies the transmitted power. It is calculated as the ratio of the power trans-
mitted through the sensor to the power incident on the sensor. Usually in a refractive index
sensor, there is a waveguide. In the waveguide, from one side electromagnetic waves enter
which is called as input port and from another side of the waveguide, all these waves leave
and that is called the output port. Integral of the energy flux density in each port is known as
the power at each port. Mathematically, Transmittance can be expressed as:

T = Pout/Pin,

Pout =

∫
PoavxdS2,

Pin =

∫
PoavxdS1

(3.156)

Poavx is the x-axis component of time-averaged power. A component of the E field acting
along the surface in the same direction as the wave vector is required to generate a surface
plasmon. SPR can only be induced when the polarization state is normal/perpendicular to
the boundary between metal and dielectric. In practice, the TM-polarized incident wave can
flow through the bus waveguide port and be measured at the output port.

In terms of S-parameter, transmittance can be defined as the square of the transmission coef-
ficient from input port to output port. Mathematically, transmittance can be expressed as:
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T = |S21|2 (3.157)

Figure 3.7: Transmittance of a sensor

Fig. 3.7 shows the transmittance curve for a refractive index value of a sensor. This transmit-
tance curve value can vary depending on the design of the sensor. At the wavelength where
resonance occurs, we can see dips in the transmittance curves. In the figure, we can see three
dips all together. First one has the biggest dip because at that wavelength the resonance be-
tween the waveguide and sensor is the most. Second dip is a bit small because the resonance
is not that strong but the third dip is bigger than the second one.

3.6.2 Sensitivity

The sensitivity of a refractive index sensor relates to its ability to detect minor changes in the
refractive index of the surrounding medium. It is a critical design and performance metric
that quantifies the sensor’s measurement precision. A refractive index sensor’s sensitivity is
normally assessed by the shift in the resonance wavelength per unit change in the refractive
index of the material being sensed. The perceived mediums are dielectric in nature, and each
substance has various dielectric materials. A material’s refractive index can also change
depending on physical conditions, such as temperature. On the other hand, the resonance
wavelength of a sensor is the wavelength at which SPPs are well coupled with the resonator,
which results in a standing wave field pattern. It is the specific wavelength at which the
sensor exhibits maximum sensitivity to changes in the refractive index.

The formula of the refractive index sensor’s sensitivity is given below:
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S =
∆λres

∆n
(3.158)

Here, ∆λ represents the shift in resonance wavelength where the transmission curve shows
a valley. ∆n represents the change in the refractive index of the dielectric material that is
being sensed. The unit of sensitivity is expressed in nm/RIU.

Figure 3.8: Sensitivity

From Fig. 3.8, we can see that there are three transmittance curves shown for three different
refractive indexes. The blue curve shows the transmittance curve of a dielectric material that
has a refractive index value of 1. It has a resonance wavelength of 937 nm which means
that at that value, there will be a valley in the transmission curve showing a strong resonance
between the waveguide and the resonator. The orange curve shows the transmittance curve
of a dielectric material that has a refractive index value of 1.1. It has a resonance wavelength
of 987 nm which means that at that value there will be a valley in the transmission curve
showing a strong resonance between the waveguide and the resonator. The yellow curve
shows the transmittance curve of a dielectric material that has a refractive index value of 1.2.
It has a resonance wavelength of 1037 nm which means that at that value there will be a
valley in the transmission curve showing a strong resonance between the waveguide and the
resonator.

Now for the curve of blue and orange, the shift in resonance wavelength is (987-937) = 50
nm and the change in refractive index is (1.1-1)=0.1. So, the sensitivity value is (50/0.1) =
500 nm/RIU. For the curve of orange and yellow, shift in resonance wavelength is (1037-
987) = 50 nm and change in refractive index is (1.2-1.1)=0.1. So, the sensitivity value is
(50/0.1) = 500 nm/RIU. And for the curve of blue and yellow, shift in resonance wavelength
is (1037-937) = 100 nm and change in refractive index is (1.2-1)=0.2. So, the sensitivity
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value is (100/0.2) = 500 nm/RIU. This is how sensitivity is calculated from the transmittance
curve given for different refractive indexes.

3.6.3 Figure of Merit

The figure of merit (FOM) is a data used to assess the overall performance of Refractive
index sensors. It combines the sensor’s sensitivity to refractive index changes with its sensing
resolution to provide an in-depth evaluation of its capabilities. The FOM is defined as the
ratio of the sensitivity (S) to the full width at half maximum (FWHM) of the transmittance
curve. Whenever the sensitivity of a RI sensor increases, it is usually assumed that FOM
will also increase but that is not always the case. Whenever the sensitivity of a RI sensor is
increased due to changes in its design, a trade off occurs with the FWHM value. The FWHM
value also usually increases. As a result, the FOM value usually degrades or remains the
same. It reduces the sensing resolution and affects the ability to precisely measure changes
in the refractive index. So when we are considering the performance parameters of a RI
sensor, FOM value should also be considered with the sensitivity value. Mathematically,
FOM can be expressed as:

FOM =
S

FWHM
(3.159)

Sensitivity is defined as the ability of the sensor to detect minor changes in the refractive
index of the surrounding medium as it has been described in the previous section. On the
other hand Full width half maximum refers to the width of a transmittance curve at the
average value of the whole transmittance curve.

Figure 3.9: Calculation of FWHM for Symmetrical Curve
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Figure 3.10: Calculation of FWHM for Asymmetrical Curve

In Fig. 3.9, we can see a symmetrical transmittance dip in the figure. Let us assume that the
sensitivity value of this transmittance curve is 500 nm/RIU. Now in this curve, The highest
value of the transmittance curve Tmax is 0.889 and the lowest value Tmin is 0.296. So the
average or at the half point of the transmittance curve, the value is (0.889+0.296)/2 = 0.593.
So at the transmittance value of 0.593, whatever the value of the width of the transmittance
curve is, it is called the full width at half maximum.

The value of FWHM for an asymmetrical curve is a bit different. In Fig. 3.10, we can see that
The transmittance curve is not symmetrical. The highest value of transmittance is different at
two sides. The left side has a higher value of maximum transmittance and the right side has
a lower value than the left side. So all the calculation is the same as before but for the value
of maximum transmittance Tmax, we will consider the lower value because up to the lower
value, the transmittance curve exists on both sides but after that up to the higher value, no
transmittance curve exists on the right side. So the highest value of the transmittance curve
Tmax is 0.725 and the lowest value Tmin is 0.015. So the average or at the half point of the
transmittance curve, the value is (0.725+0.015)/2 = 0.37. So at the transmittance value of
0.37, whatever the value of the width of the transmittance curve is, it is called the full width
at half maximum for the asymmetrical transmittance curve.

3.6.4 Quality Factor

The Q factor, commonly referred to as the quality factor, is a dimensionless metric that
describes the sharpness or selectivity of resonant dips. The ratio of the resonant peak wave-
length to the full width at half maximum (FWHM) bandwidth is described as the Q factor.
Mathematically, Q factor can be expressed as:
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Figure 3.11: High Q-factor

Q =
λres

FWHM
(3.160)

The resonance peak wavelength of a sensor is the value of wavelength where SPPs are well
coupled with the resonator which results in a standing wave field pattern. It is the specific
wavelength at which the sensor exhibits maximum sensitivity to changes in the refractive
index. Due to the resonance between the waveguide and the resonator a dip is observed in the
transmittance curve. This dip has a specific sharpness and and as a result in a sensor which is
more selective in detecting changes in the refractive index of the surrounding medium. This
means that the sensor can more effectively distinguish small changes in the refractive index
of the medium being measured.

Fig. 3.11 and 3.12 both show three transmittance curves of different refractive indexes. In
both cases the resonant peak wavelengths are almost the same but for the first one the FWHM
values are more compared to the later three ones. As a result, the later ones show more
sharpness and their quality to detect small changes in the refractive index of the medium is
more. So simply the three curves in the later portions shows more quality factor.
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Figure 3.12: Low Q-factor

3.6.5 Sensing Resolution

A refractive index sensor’s sensing resolution refers to the smallest change in refractive index
that the sensor can detect or resolve. It is a key measure of the sensor’s performance and
sensitivity to changes in the refractive index of the medium in which it is placed. A sensor
with a higher sensing resolution can detect smaller changes in refractive index, whereas a
sensor with a lower sensing resolution would need to detect bigger changes in refractive
index.

Sensing resolution is the ratio of the minimum ratio of the optical spectral analyzer to the
value of sensitivity. Mathematically, sensing resolution can be expressed as:

SR =
∆λ

S
(3.161)

where, ∆λ is the minimum resolution of the optical spectrum analyzer. Commercially, the
value of the optical spectral analyzer is usually assumed to be 0.001 nm. Higher the value of
sensing resolution, more the capability of detecting small changes.

3.6.6 Excitation Ratio

The excitation ratio (ER) is defined as the difference between the maximum and minimum
values of transmittance value. It quantifies the dynamic range or the extent of change in the
sensor’s transmittance value. A higher excitation ratio indicates a larger difference between
the maximum and minimum transmittance values, which implies that the sensor can detect
and respond to a broader range of refractive index changes. It is generally desired as it
allows for more accurate and precise measurements. Mathematically, Excitation Ratio can
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be expressed as:

ER = Tmax − Tmin (3.162)

Figure 3.13: Excitation Ratio for Symmetrical Curve

Figure 3.14: Excitation Ratio for Asymmetrical Curve

Fig. 3.13 shows the transmittance curve of the sensor for a specific refractive index value
which is symmetrical in nature. Now if we want to know the excitation ratio value for this
case then the maximum transmittance value is Tmax = 0.889 and minimum value is Tmin=
0.296. So the excitation ratio for this case is (0.889-0.296) = 0.593. For the case of an
asymmetrical curve it is a bit different. Fig. 3.14, we can see that The transmittance curve
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is not symmetrical. The highest value of transmittance is different at two sides. The left side
has a higher value of maximum transmittance and the right side has a lower value than the left
side. So all the calculation is the same as before but for the value of maximum transmittance
Tmax, we will consider the lower value because up to the lower value, the transmittance curve
exists on both sides but after that up to the higher value, no transmittance curve exists on the
right side. So the highest value of the transmittance curve Tmax is 0.725 and the lowest
value Tmin is 0.015. So the excitation ratio for this case is (0.725-0.015) = 0.71.

3.7 RI Sensor Fabrication Process

The fabrication process of refractive index (RI) sensors involves a series of intricate steps
aimed at creating plasmonic nanosensors that can detect and quantify minute changes in
the refractive index of the surrounding medium. These sensors harness the remarkable phe-
nomenon known as localized surface plasmon resonance (LSPR), which occurs when plas-
monic nanoparticles interact with electromagnetic waves, leading to strong resonant scatter-
ing and absorption. The RI sensor fabrication process encompasses a comprehensive range
of techniques and methodologies, carefully orchestrated to optimize sensor performance and
sensitivity. It typically commences with the synthesis of plasmonic nanoparticles, where
materials with excellent plasmonic properties, such as gold or silver, are often chosen due
to their ability to exhibit intense plasmonic responses in the desired wavelength range. The
nanoparticles are then functionalized to enhance their stability, biocompatibility, and func-
tionality by modifying their surface with specific ligands, antibodies, or DNA strands. In
parallel, the substrate upon which the plasmonic nanosensors will be constructed undergoes
meticulous preparation, involving thorough cleaning and potential surface modifications to
facilitate nanoparticle adhesion and introduce specific surface chemistries. The subsequent
step involves the controlled deposition of the plasmonic nanoparticles onto the prepared sub-
strate, employing various techniques such as spin coating, dip coating, or drop-casting, with
parameters carefully adjusted to optimize nanoparticle density and uniformity. To achieve
enhanced sensing capabilities and tailored functionalities, advanced patterning techniques,
including electron beam lithography or photolithography, are often employed to precisely
define the geometry and arrangement of the plasmonic nanosensors, enabling the creation of
sensor arrays or specific patterns. Optionally, a protective layer, such as a polymer or silica
coating, can be applied to encapsulate the plasmonic nanosensors, shielding them from en-
vironmental factors, improving stability, and preventing nanoparticle aggregation. Through-
out the fabrication process, rigorous characterization techniques such as scanning electron
microscopy (SEM), atomic force microscopy (AFM), and spectroscopic measurements are
employed to analyze the morphology, structure, and optical properties of the fabricated RI
sensors. Subsequently, the sensors’ performance is evaluated using diverse testing methods
such as surface-enhanced Raman spectroscopy (SERS), surface plasmon resonance (SPR),
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or localized surface plasmon resonance (LSPR). The optimization and iteration phase fol-
lows, where the fabrication process and sensor design are refined and improved based on
the characterization and testing results. This iterative approach ensures the development of
highly sensitive and versatile RI sensors, primed for a wide array of applications ranging
from biosensing and environmental monitoring to chemical analysis and beyond. There are
several methods of the fabrication process that are used in plasmonic nanosensor production.
Some of the mostly used processes are discussed,

3.7.1 Nanoimprint Lithography (NIL)

Nano-imprint lithography (NIL) is a cutting-edge nanofabrication technique that has revo-
lutionized the field of nanoscale patterning. It offers a cost-effective, high-resolution, and
large-scale manufacturing approach, making it particularly advantageous for applications in
plasmonic refractive index (RI) sensor fabrication.

Nano-imprint lithography is a nanofabrication technique that enables the replication of in-
tricate nanoscale patterns onto a substrate. It relies on a process akin to molding, where a
mold, or template, with the desired pattern is pressed into a polymer material, creating a
precise replica of the pattern. NIL can be categorized into two main approaches: thermal
NIL (T-NIL) and UV-curable NIL (UV-NIL). T-NIL involves heating the polymer material
above its glass transition temperature, allowing it to flow and conform to the mold’s surface.
UV-NIL, on the other hand, employs a UV-curable resist, which is exposed to UV light dur-
ing the imprinting process to initiate cross-linking and solidify the pattern. Both techniques
offer high-resolution patterning capabilities, with feature sizes reaching sub-10 nm scales.

The process of nano-imprint lithography consists of several key steps, including mold fabri-
cation, imprinting, and pattern transfer. The following outlines a generalized description of
the process:

• Mold Fabrication: The mold, also known as the template, is fabricated using ad-
vanced techniques such as electron beam lithography or focused ion beam milling.
The mold can be made from materials such as silicon, quartz, or nickel, and it contains
the desired nanoscale pattern.

• Imprinting: A polymer material, typically a thermoplastic or UV-curable resist, is
applied onto a substrate, forming a thin film. The mold is then pressed into the polymer
material with controlled force and temperature, ensuring proper contact and pattern
transfer. In thermal NIL, the polymer is heated to facilitate flow, while in UV-NIL, UV
light is used to cure the resistance and create a solidified replica of the mold pattern.

• Pattern Transfer: After imprinting, the mold is carefully separated from the polymer
material, leaving behind a patterned layer adhered to the substrate. Additional pro-
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cessing steps such as etching or deposition may be employed to transfer the pattern to
the underlying substrate or modify the patterned layer.

Nano-imprint lithography plays a pivotal role in the fabrication of plasmonic RI sensors,
enabling the precise patterning required for enhanced sensing performance. Plasmonic RI
sensors exploit the phenomenon of localized surface plasmon resonance (LSPR), where the
interaction between light and plasmonic nanoparticles results in highly sensitive refractive
index measurements. By integrating NIL into plasmonic RI sensor fabrication, the following
benefits can be achieved:

• Enhanced Sensor Performance: Nano-imprint lithography allows for the creation of
well-defined patterns, enabling precise control over the arrangement and geometry of
plasmonic nanoparticles. This precise control enhances the interaction between light
and nanoparticles, resulting in improved sensitivity and selectivity of the RI sensor.

• Scalability and Reproducibility: NIL offers a highly scalable fabrication process,
allowing for the mass production of plasmonic RI sensors. The replication of patterns
using molds ensures reproducibility, enabling consistent sensor performance across
multiple devices.

• Versatile Sensor Design: Nano-imprint lithography enables the patterning of plas-
monic sensors with diverse geometries and arrangements, facilitating the development
of sensor arrays and customizable architectures. This versatility allows for the de-
sign and optimization of plasmonic RI sensors tailored to specific applications, such
as biosensing, environmental monitoring, or chemical analysis.

Nano-imprint lithography has emerged as a powerful technique for nanoscale patterning, rev-
olutionizing the field of plasmonic RI sensor fabrication. Its ability to achieve high-resolution
patterns, scalability, and reproducibility makes it a valuable tool in the development of sen-
sitive and versatile RI sensors. As research and advancements in nano-imprint lithography
continue, we can anticipate even more remarkable achievements in the field of plasmonic
sensing, paving the way for innovative applications and breakthroughs in various scientific
and technological domains.

3.7.2 Electron Beam Lithography (EBL)

Electron beam lithography (EBL) is a cutting-edge nanofabrication technique that has rev-
olutionized the field of nanoscale patterning. With its exceptional resolution and precision,
EBL enables the creation of intricate patterns at sub-10 nanometer scales, making it an in-
valuable tool in plasmonic refractive index (RI) sensor fabrication.
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Electron beam lithography is a nanofabrication technique that utilizes a focused beam of
electrons to pattern a substrate with extraordinary precision. By selectively exposing a resist
material to the electron beam, EBL enables the creation of high-resolution patterns, surpass-
ing the limitations of optical lithography. EBL systems typically employ a scanning electron
microscope (SEM) equipped with a sophisticated electron beam column, capable of gener-
ating fine electron beams with diameters as small as a few nanometers.

The process of electron beam lithography involves several key steps, including resist coat-
ing, electron beam exposure, development, and pattern transfer. The following outlines a
generalized description of the process:

• Resist Coating: A resist material is applied onto a substrate, typically using spin
coating or vapor deposition techniques. The resist serves as a photosensitive layer,
capable of undergoing chemical changes upon exposure to the electron beam.

• Electron Beam Exposure: The resist-coated substrate is loaded into the electron
beam lithography system. A finely focused electron beam is scanned across the sur-
face of the resist, selectively exposing specific areas according to the desired pattern.
The electron beam’s intensity, dwell time, and scanning speed are precisely controlled
to achieve the desired pattern resolution and accuracy.

• Development: After electron beam exposure, the resist undergoes a development pro-
cess to remove either the exposed or unexposed areas, depending on the resist type.
This step reveals the desired pattern in the resist material, creating a mask for subse-
quent processing steps.

• Pattern Transfer: The patterned resist can serve as a mask for transferring the pattern
onto the underlying substrate. Techniques such as etching or deposition are employed
to remove or deposit material selectively, replicating the pattern in the substrate.

Electron beam lithography plays a crucial role in the fabrication of plasmonic RI sensors, en-
abling the precise and intricate patterning required for enhanced sensing performance. Plas-
monic RI sensors exploit the phenomenon of localized surface plasmon resonance (LSPR),
where the interaction between light and plasmonic nanoparticles results in highly sensitive
refractive index measurements.

Electron beam lithography stands as a powerful technique for nanoscale patterning, revolu-
tionizing the field of plasmonic RI sensor fabrication. Its unmatched resolution, precision,
and versatility empower researchers and engineers to push the boundaries of plasmonic sens-
ing, enabling highly sensitive and tailored RI sensors. As advancements in electron beam
lithography continue to unfold, we can expect even greater strides in the development of
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plasmonic RI sensors, opening up new avenues for groundbreaking applications in biosens-
ing, environmental monitoring, and beyond

3.7.3 Focused Ion Beam Milling (FIB)

Focused Ion Beam (FIB) milling is a cutting-edge nanofabrication technique that has revo-
lutionized the field of nanoscale patterning. With its exceptional precision and control, FIB
milling enables the creation of intricate patterns at sub-10 nanometer scales, making it an
invaluable tool in the fabrication of plasmonic refractive index (RI) sensors.

Focused Ion Beam milling is a nanofabrication technique that utilizes a focused beam of
ions to selectively remove material from a substrate. Unlike traditional lithography methods,
FIB milling allows for direct, maskless patterning with unparalleled precision. The primary
ion species employed in FIB milling is typically gallium (Ga+), due to its high milling rate
and controllability. The FIB milling process involves several key steps, including substrate
preparation, ion beam scanning, and pattern transfer. The following provides a generalized
description of the process:

• Substrate Preparation: The substrate to be patterned is first prepared by cleaning and
possibly coating it with a protective layer. The choice of substrate material depends on
the specific application, such as silicon, glass, or polymers.

• Ion Beam Scanning: The substrate is loaded into the FIB milling system, which
typically combines an ion column with a scanning electron microscope (SEM) for
imaging and precise control. A finely focused ion beam is scanned across the surface of
the substrate, selectively milling away material in accordance with the desired pattern.
The ion beam’s acceleration voltage, current density, and dwell time are precisely
controlled to achieve the desired milling depth and accuracy.

• Pattern Transfer: After the FIB milling process, the patterned resist can serve as a
mask for transferring the pattern onto the underlying substrate. Techniques such as
etching or deposition are employed to remove or deposit material selectively, replicat-
ing the pattern in the substrate.

Focused Ion Beam milling plays a vital role in the fabrication of plasmonic RI sensors,
enabling precise and intricate patterning required for enhanced sensing performance. Plas-
monic RI sensors exploit the phenomenon of localized surface plasmon resonance (LSPR),
where the interaction between light and plasmonic nanoparticles results in highly sensitive
refractive index measurements.

Focused Ion Beam milling stands as a powerful technique for nanoscale patterning, revolu-
tionizing the field of plasmonic RI sensor fabrication. Its unmatched precision, control, and
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three-dimensional capabilities empower researchers and engineers to push the boundaries of
plasmonic sensing, enabling highly sensitive and tailored RI sensors. As advancements in
FIB milling continue to unfold, we can expect even greater strides in the development of
plasmonic RI sensors, opening up new avenues for groundbreaking applications in biosens-
ing, environmental monitoring, and various other scientific and technological domains.

3.7.4 Reactive Ion Etching (RIE)

Reactive Ion Etching (RIE) is an advanced nanofabrication technique that has transformed
the field of precision etching. With its exceptional control and selectivity, RIE enables the
fabrication of intricate patterns and structures at the nanoscale. This technique plays a vital
role in plasmonic refractive index (RI) sensor fabrication, offering precise etching capabili-
ties necessary for the development of high-performance sensors.

Reactive Ion Etching is a dry etching technique that employs chemically reactive ions to
selectively remove material from a substrate. It is particularly advantageous due to its
anisotropic etching characteristics, allowing for high aspect ratio features and precise control
over etching depth. RIE is typically performed in a low-pressure plasma environment, where
a mixture of reactive gases, such as oxygen, fluorine, or chlorine, is introduced to enhance
the etching process. The choice of gas depends on the material being etched and the desired
etch characteristics.

The process of Reactive Ion Etching involves several key steps, including substrate prepa-
ration, plasma generation, and etch profile control. The following provides a generalized
description of the process:

• Substrate Preparation: The substrate to be etched is prepared by cleaning and possi-
bly coating it with a protective layer. The choice of substrate material depends on the
specific application, ranging from silicon to metal films or dielectrics.

• Plasma Generation: The prepared substrate is loaded into the RIE system, which
typically consists of a vacuum chamber with specialized electrodes. A radio frequency
(RF) or microwave power source is applied to generate a low-pressure plasma within
the chamber. The reactive gas is introduced into the plasma, leading to the formation
of chemically reactive ions.

• Etch Profile Control: The reactive ions bombard the substrate surface, resulting in
the selective removal of material. Etching selectivity is achieved through the use of
mask layers or by adjusting the composition of the reactive gas mixture. The etch rate
and profile can be controlled by optimizing process parameters such as gas flow rates,
pressure, power, and substrate temperature.
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Reactive Ion Etching plays a crucial role in the fabrication of plasmonic RI sensors, enabling
precise and controlled etching necessary for enhanced sensing performance. Plasmonic RI
sensors exploit the phenomenon of localized surface plasmon resonance (LSPR), where the
interaction between light and plasmonic nanoparticles results in highly sensitive refractive
index measurements.

Reactive Ion Etching stands as a powerful technique for precision etching, revolutionizing
the field of plasmonic RI sensor fabrication. Its exceptional control, selectivity, and ability
to create intricate structures empower researchers and engineers to push the boundaries of
plasmonic sensing, enabling highly sensitive and tailored RI sensors. As advancements in
Reactive Ion Etching continue to unfold, we can expect even greater strides in the devel-
opment of plasmonic RI sensors, opening up new avenues for groundbreaking applications
in biosensing, environmental monitoring, and various other scientific and technological do-
mains.

3.7.5 Atomic Layer Deposition (ALD)

Atomic Layer Deposition (ALD) has emerged as a groundbreaking nanofabrication tech-
nique, offering exceptional control over thin film deposition with atomic-scale precision.
This technique has revolutionized various fields, including plasmonic refractive index (RI)
sensor fabrication, by enabling the deposition of conformal and uniform coatings on complex
three-dimensional structures.

Atomic Layer Deposition is a vapor-phase deposition technique that enables the controlled
growth of thin films on substrates with atomic-scale precision. Unlike other deposition meth-
ods, ALD operates by sequentially exposing the substrate to alternating precursor gases in a
self-limiting manner. Each precursor deposition step consists of precisely dosed and timed
pulses, ensuring a controlled atomic layer thickness growth. The self-limiting nature of ALD
enables precise control over film thickness, composition, and uniformity. The ALD process
involves several key steps, including substrate preparation, precursor exposure, and purging.
The following provides a detailed description of the process:

• Substrate Preparation: The substrate to be coated is prepared by cleaning and pos-
sibly surface treatment to enhance film adhesion. The choice of substrate material
depends on the specific application, ranging from silicon to metal films or dielectrics.

• Precursor Exposure: The prepared substrate is loaded into the ALD reactor, which
typically consists of a vacuum chamber equipped with precursor delivery systems. The
chamber is evacuated, and the substrate is heated to the desired temperature for optimal
precursor reactivity. The first precursor is introduced into the chamber, selectively
adsorbing onto the substrate surface in a self-limiting manner. The excess precursor
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is removed by purging with an inert gas, leaving a monolayer of the precursor on the
substrate surface.

• Second Precursor Exposure and Repeat Cycles: The chamber is purged again to
remove any remaining precursor and reaction by-products. The second precursor is
introduced into the chamber, reacting with the adsorbed monolayer from the previ-
ous step to form a solid film. Excess second precursor and reaction by-products are
purged from the chamber. The above steps are repeated in a cycle until the desired film
thickness is achieved.

ALD plays a critical role in the fabrication of plasmonic RI sensors, enabling precise and
controlled deposition of functional films necessary for enhanced sensing performance. Plas-
monic RI sensors exploit the phenomenon of localized surface plasmon resonance (LSPR),
where the interaction between light and plasmonic nanoparticles results in highly sensitive
refractive index measurements.

Atomic Layer Deposition stands as a powerful technique for precise thin film deposition, rev-
olutionizing the field of plasmonic RI sensor fabrication. Its atomic-scale control, conformal
coating capabilities, and versatility empower researchers and engineers to push the bound-
aries of plasmonic sensing, enabling highly sensitive and tailored RI sensors. As advance-
ments in ALD continue to unfold, we can expect even greater strides in the development of
plasmonic RI sensors, opening up new avenues for groundbreaking applications in biosens-
ing, environmental monitoring, and various other scientific and technological domains. The
precise and controlled deposition provided by ALD paves the way for further advancements
in plasmonic sensing, fueling innovations in the field of optical sensing and paving the path
toward highly efficient and versatile RI sensors of the future.

3.7.6 Molecular Beam Epitaxy (MBE)

Molecular Beam Epitaxy (MBE) stands as a pioneering technique in the realm of nanoscale
material growth, offering unparalleled control over thin film deposition. By leveraging the
precise manipulation of molecular beams, MBE enables the fabrication of high-quality crys-
talline structures with atomic-scale precision. In the context of plasmonic refractive index
(RI) sensor fabrication, MBE plays a pivotal role, allowing for the development of tailored
materials and heterostructures that enhance sensing performance.

Molecular Beam Epitaxy is a technique that enables the controlled growth of thin films and
heterostructures with atomic-scale precision. Unlike other deposition methods, MBE oper-
ates under ultra-high vacuum conditions to ensure a clean and controlled growth environ-
ment. In MBE, molecular or atomic beams are directed towards a heated substrate, where
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they undergo adsorption, diffusion, and desorption processes, resulting in the formation of
epitaxial layers with exceptional crystalline quality and well-defined interfaces. The MBE
process involves several key steps, including substrate preparation, molecular or atomic beam
generation, and growth control. The following provides a detailed description of the process:

• Substrate Preparation: The substrate to be epitaxially grown is carefully prepared,
undergoing cleaning processes to remove contaminants and achieve a pristine surface.
The choice of substrate material is critical, considering factors such as lattice matching,
crystal structure, and desired functionalities.

• Molecular or Atomic Beam Generation: In MBE, molecular or atomic beams are
generated using effusion cells or electron beam evaporators. The source materials
are heated, causing the evaporation or sublimation of the desired molecular or atomic
species. The evaporated species form a beam and are directed toward the substrate
surface.

• Growth Control: The substrate is heated to a temperature appropriate for the desired
material growth. The molecular or atomic beams impinge on the heated substrate sur-
face, where they undergo various surface reactions. Adsorption, diffusion, and incor-
poration processes lead to the growth of crystalline layers with atomic-scale precision.
The growth is carefully controlled by adjusting the fluxes of the molecular or atomic
beams, substrate temperature, and growth time.

Molecular Beam Epitaxy plays a vital role in the fabrication of plasmonic RI sensors, en-
abling the precise growth of tailored materials and heterostructures necessary for enhanced
sensing performance. Plasmonic RI sensors harness the phenomenon of localized surface
plasmon resonance (LSPR), where the interaction between light and plasmonic nanostruc-
tures results in highly sensitive refractive index measurements.

Molecular Beam Epitaxy stands as a powerful technique for precise material growth, pushing
the frontiers of plasmonic RI sensor fabrication. Its atomic-scale control, tailored material
growth capabilities, and interface engineering empower researchers and engineers to ad-
vance the field of plasmonic sensing, enabling highly sensitive and tailored RI sensors. As
advancements in MBE continue to unfold, we can expect even greater strides in the devel-
opment of plasmonic RI sensors, opening up new avenues for groundbreaking applications
in biosensing, environmental monitoring, and various other scientific and technological do-
mains. The precision and versatility offered by MBE pave the way for further advancements
in plasmonic sensing, fueling innovations in the field of optical sensing and propelling the
development of highly efficient and versatile RI sensors of the future.
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Chapter 4

Advancements in Sensor Technology:
Design, Optimization, and Real-world
Implementations

4.1 Importance of Design and Optimization

It is crucial to carefully design and optimize the structural parameters of refractive index
sensor designs in order to maximize the performance parameters of these sensors. Scientists
and engineers strive to achieve significant advancements in the interaction between light and
matter within these sensors by carefully selecting and designing parameters and configu-
rations, particularly through the incorporation of baffles, stubs, and nanorods. These recent
advancements in refractive index sensors have opened up a wide range of applications, with a
specific focus on detecting biological and chemical substances and measuring various phys-
ical quantities. While the designing of sensors is very important for good performance, it
is equally important to consider the tolerance level of the fabrication methods used as well.
So it is important to optimize the geometric parameters of the sensor for maximizing sensor
performance and meeting the tolerance limit of fabrication technology at the same time. The
geometric parameters encompass the size, shape, and placement of the sensor, as well as
the overall structure. The performance of the sensor also depends on the materials used in
the sensor. Researchers diligently work towards enhancing the efficacy and efficiency of the
interaction between light and matter within the sensor by carefully selecting and enhancing
the sensor’s geometric parameters, leading to improved sensitivity and detection capabilities.

One of the methods of improving the performance of the refractive index is integrating
nanorods alternatively known as nanodots into their structures. They possess unique opti-
cal characteristics that can enhance the sensor’s performance. These elongated nanoscale
structures exhibit significant localized surface plasmon resonance, allowing for enhanced
electromagnetic confinement and interaction with the analytes. By incorporating nanorods
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into the sensor’s design, researchers can significantly enhance its sensitivity to variations in
the refractive index of the surrounding medium, leading to improved sensing capabilities.
The size and number of nanorods are directly correlated with the sensitivity of the sensor. It
is also important to place the nanorods in the correct places of the sensor in order to maxi-
mize the light-matter interaction. Integration of nanorods can increase the sensitivity of the
sensor by up to 61% compared to a sensor without nanorods [104,126,166]. Another method
of improving sensor performance is to introduce baffles in the cavity. Baffles can introduce
additional SPP modes which is known as gap plasmon resonance. The discontinuity of the
cavity structure significantly enhances SPP wave by the excitation of EM wave [221].

The integration of nanorods and baffles into refractive index sensors has opened up a wide
array of applications. These sensors have the ability to detect various biological substances,
such as proteins, DNA, and cells, monitor chemical processes, detect chemical pollutants
and heavy metal ions in water, and also investigate and monitor food quality. Their enhanced
sensitivity and selectivity make them invaluable tools in biological research, environmental
monitoring, healthcare, and industrial operations.

While sensor design is essential the tolerance of the manufacturing procedure must also be
taken into consideration. Fabrication procedures might cause a deviation from the designed
structure and introduce impurities in the sensor. These flaws can be caused by various rea-
sons such as material restrictions, process variances, or equipment constraints. As a result,
it is critical to tune the structural characteristics to guarantee that the sensor can still offer
remarkable results despite these manufacturing limitations. Optimizing geometric structure
necessitates a thorough understanding of the fabrication process and its possible drawbacks.
Researchers may adapt the sensor’s design to compensate for any deviations that may arise
during production by taking fabrication tolerances into account. This procedure may in-
clude altering the sensor’s size, materials, or geometries to guarantee that its performance
stays strong and dependable. Additionally, optimization strategies can solve scalability and
cost-effectiveness challenges. The structural characteristics may be tuned for large-scale
manufacture while ensuring consistent performance across several sensors. This scalability
is critical for practical applications requiring the deployment of a large number of sensors in
real-world environments.

4.2 Real-world Scope of Plasmonic Refractive Index Sen-
sor

In order to successfully use refractive index-based sensors with optimized structural param-
eters, several important factors must be considered, along with their many potential appli-
cations. It is worth noting that real-world implementation of these sensors requires collab-



CHAPTER 4. ADVANCEMENTS IN SENSOR TECHNOLOGY: DESIGN,
OPTIMIZATION, AND REAL-WORLD IMPLEMENTATIONS 90

oration between researchers, engineers, and industry experts. Additionally, advancements
in manufacturing processes, material science, and integration techniques play a crucial role
in achieving higher output and cost efficiency. These sensors offer improved performance,
reliability, and advanced functionalities that can address critical challenges and lead to sig-
nificant societal and technological advancements. To delve further into this subject, here are
several aspects worth exploring:

• Medical Applications: The refractive index sensors can be used in various biomedi-
cal applications, such as point-of-care diagnostics, disease detection, and monitoring.
These sensors can detect specific biological substances like proteins, DNA, or cells
with high sensitivity and precision. For example, in the field of cancer diagnostics,
refractive index sensors can detect biomarkers indicative of specific types of cancer,
enabling early detection and personalized treatment. Refractive index sensors can also
be used for blood glucose monitoring, blood group classification, detecting protein
concentration in cells and urine, detecting contamination in biological components,
etc.

• Food Quality Monitoring: To ensure the safety and quality of foods, these sensors
can detect contaminants, allergens, or adulterants in food and beverages which in terms
allowing for rapid and reliable detection of potential risks and ensuring compliance
with food safety regulations. For instance, RI sensors can be used in detecting adulter-
ation in honey, lactose in milk, protein in meat products, fat in dairy products evalu-
ating the freshness of fruit and vegetables, sugar concentration in chocolate and sweet
products, etc.

• Environmental Monitoring: RI sensors can detect and monitor pollutants, toxins,
and hazardous substances in air, water, or soil which can provide real-time data on the
presence and concentration of these substances, aiding in environmental assessment,
pollution control, and ensuring public safety as in detecting chemical pollution and
heavy metal ions in water, soil moisture, salinity of seawater etc.

• Industrial Processes and Manufacturing: RI sensors can detect changes in the re-
fractive index of chemical solutions, enabling real-time monitoring of reactions and
ensuring product quality and consistency. The sensor can be used in monitoring chem-
ical solutions, liquid concentration measurement, drug concentration measurement,
monitoring the refractive index of adhesives and sealants, fuel quality investigation
etc.

• Security and Defense: These sensors can detect and identify dangerous substances,
explosives, and biological agents, helping to improve early warning systems and secu-
rity measures.



CHAPTER 4. ADVANCEMENTS IN SENSOR TECHNOLOGY: DESIGN,
OPTIMIZATION, AND REAL-WORLD IMPLEMENTATIONS 91

• Energy and Optoelectronics: Optimized RI sensors are useful in the development of
efficient energy systems and optoelectronic devices. They can be embedded into solar
cells to boost light absorption and energy conversion efficiency. These sensors can also
help with the design and optimization of photonic devices such as optical waveguides,
sensors, and integrated circuits.

• Agriculture & Precision Farming: Refractive index sensors allow precision farming
techniques in the agriculture industry. These sensors may be used to monitor soil
composition, moisture levels, and nutrient concentrations by adjusting the structural
characteristics as in crop quality assessment, detecting the presence of pesticides, and
monitoring temperature and humidity for ensuring an ambient environment for plants.
This data may assist farmers in making smart choices about irrigation, fertilization, and
crop management, resulting in increased yields, resource efficiency, and sustainability.

• Structural Integrity Monitoring: Refractive index sensors can be integrated into in-
frastructure systems for structural integrity monitoring. By optimizing the structural
parameters, these sensors can detect changes in the refractive index of materials used
in bridges, buildings, or pipelines. This enables the early identification of structural de-
fects, cracks, or corrosion, facilitating timely maintenance and preventing catastrophic
failures.
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4.3 Sensor Design with Modified Rectangular Resonator
with Baffles and Nanorod

4.3.1 Designing Structure and Methodology

The top view of the initially proposed structure has been illustrated in a two-dimensional
(2D) diagram in Fig. 4.1. Refractive index sensing depends on the light-matter interaction
between the waveguide and the material being sensed [256]. Table 4.22 provides the details
of the geometric parameters used in designing the sensor.

Figure 4.1: Initial structure of the sensor.

Table 4.1: Geometric properties of the resonator at the initial stage.

Name of the Parameter Symbol Value (nm)
Length of the resonator L 400
Height of the connector H 200

Gap between resonator and waveguide g1 20
Width of the waveguide w1 45
Width of the resonator w2 55
Width of the connector w3 110

Typically, silver and gold are employed for refractive index sensing. Silver is preferred due
to its higher sensitivity compared to gold [257]. The numerical simulation is executed us-
ing COMSOL Multiphysics 5.6 software. In the review article by Butt et al. [18], it was
discovered that nearly all MIM sensors are simulated in 2D. When the height of a device
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Figure 4.2: Relationship between height (h) and effective refractive index neff (both real and
imaginary parts) for n = 1.

exceeds 800 nm, the 2D results can be extrapolated to a 3D scenario, and the performance
characteristics are nearly identical [258]. In scenarios where the height of the device is
greater than 800 nm, 2D device analysis can provide accurate results without the need for
time-consuming and computationally costly 3D simulations. Danaie et al. [258], Hassan et
al. [259] and Zhang et al. [103] demonstrated that the outcomes of 2D and 3D simulations
coincide as the effective refractive index becomes constant after a certain height. With the
variation of height, both Re(neff ) and Im(neff ) change, which in turn, affects the sensitiv-
ity and loss in the system [103]. To investigate this effect, the height (h) of our proposed
structure is varied at a wavelength of 1615 nm and filled the cavity with a dielectric whose
refractive index is 1. The resulting effect on neff is plotted in Fig. 4.2, which shows that both
Re(neff ) and Im(neff ) gradually decrease with a decrease in modal power at the metal in-
terface. This decrease stabilizes after a certain height (approximately 500 nm). As the height
increases, Im(neff ) decreases and approaches to a very small value. The stabilization of
neff results in lower system loss and longer propagation length, which is desirable for many
optical applications [259].

The scattering boundary condition in the simulation setup absorbs the outgoing waves and
prevents unwanted reflections, avoiding interference in the simulated results and producing
reliable data. Extra-fine triangular meshing is used to improve the simulation’s resolution
and accuracy, breaking down the simulation into finer-grained components [260]. The finite



CHAPTER 4. ADVANCEMENTS IN SENSOR TECHNOLOGY: DESIGN,
OPTIMIZATION, AND REAL-WORLD IMPLEMENTATIONS 94

element method (FEM) is implemented in this framework so that the electromagnetic wave
equations involving material interfacing can be solved numerically. To solve partial differ-
ential equations (PDEs), FEM breaks down the solution domain into discrete, elementary
components, resembling the behavior of waves as they interact with different materials, and
facilitating in-depth analysis of complex systems [261].

The Lorentz-Drude model provides a useful theoretical framework to analyze the structural
properties of metals, including their electronic structure and optical response, and is widely
employed in materials science to investigate metals behavior at the atomic and molecular
levels. The model illustrates the behavior of electrons through a set of equations that take
into consideration the impact of collisions between electrons and the lattice vibrations of the
metal. The Lorentz-Drude model enables the calculation of an essential parameter known
as the complex dielectric function, ε̂r(ω) (4.1), which describes how the material responds
to electromagnetic radiation at different frequencies by considering two types of electrons:
free electrons and bound electrons. The first term in the model, ϵ̂(f)r (ω) (4.2), represents the
response of the free electrons, which can be explained by the Drude model, and the second
term, ε̂(b)r (ω) (4.3), represents the response of the bound electrons, which can be explained
by the Lorentz model. The real part characterizes the ability of the material to hold energy
when subjected to an electric field, while the imaginary part describes the material’s ability
to dissipate energy [262].

ε̂r(ω) = ε̂(f)r (ω) + ε̂(b)r (ω) (4.1)

ε̂(f)r (ω) = 1−
Ω2

p

ω(ω − iΓ0)
(4.2)

ε̂(b)r (ω) =
k∑

j=1

fjω
2
p

ω2
j − ω2 + iωΓj

(4.3)

where, fj is the oscillator strength of the j-th oscillator in the material, ωj is to the natural
frequency of the j-th oscillator in the material, ω is the frequency of the electromagnetic
radiation, ωp is the plasma frequency of the material, Γj is the damping constant associated
with the j-th harmonic oscillator of the materia, Γ0 is the damping constant at zero frequency,
and Ωp is the plasma frequency of free electrons in the material. All the parameters with their
respective values have been provided in Table 4.2 [262].

As the width of the waveguide is much smaller than the incident wavelength, other modes
cannot propagate or be sustained in the waveguide, and the waveguide can only support the
most fundamental transverse magnetic (TM) mode [263]. SPPs are excited in TM mode
from the input port A in Fig. 4.1. The subsequent equation (4.4) provides a way to express
the dispersion relation for the TM mode.
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Table 4.2: Lorentz-Drude parameters for Silver (Ag).

Parameters Values
Plasma frequency (ℏωp) 9.010 eV
Collision frequency (Γ0) 0.048 eV

Oscillator strength (fj)

f0 0.845
f1 0.065
f2 0.124
f3 0.011
f4 0.840
f5 5.646

Resonant frequency (ωj)

ω1 0.816 eV
ω2 4.481 eV
ω3 8.185 eV
ω4 9.083 eV
ω5 20.29 eV

Damping frequency (Γj)

Γ0 0.048 eV
Γ1 3.886 eV
Γ2 0.452 eV
Γ3 0.065 eV
Γ4 0.916 eV
Γ5 2.419 eV

ϵd

√
n2

eff − ϵm + ϵm

√
n2

eff − ϵd tanh

(
Wπ

√
n2

eff − ϵd
λ

)
= 0 (4.4)

where, ϵd is the permitivity of the dielectric, while ϵm is the permitivity of the material, neff

is the effective refractive index, W is the width of the waveguide, and λ corresponds to the
wavelength of the guided light [264].

The Maxwell equations and waveguide boundary conditions can be used to calculate the
(neff) in the MIM structure. The following equations can be solved to obtain the expression
for (neff):

kdϵm tanh

(
kdW

2

)
+ ϵdkm = 0 (4.5)

kd,m =
√

β2
SPP − ϵd,mk2

0 (4.6)

neff =
βSPP

k0
(4.7)

where, kd and km refer to the transverse propagation constants of the dielectric and metal
layers, respectively, and βSPP is the propagation constant. The term k0 represents the wave
vector in free space, which is defined as the reciprocal of the wavelength of the excitation
light, λ, and k0 = 2π

λ
[263]. The effective refractive index (ηeff ) depends on the MIM
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waveguide structure, geometry, and materials of the waveguide being used [265].

The resonant wavelength of a plasmonic resonator can be determined using standing wave
theory, which relates the effective length of the resonator to the resonant wavelength (λres)
and the mode order (m). Specifically, the resonant wavelength can be calculated using the
following equation (4.8):

λres =
2neffL

m− ϕref

π

(4.8)

where, L is the resonator’s effective length, neff is the effective refractive index of the SPP
mode, ϕref is the phase shift due to the traveling of SPP, and m is a positive integer that de-
notes the mode order of the SPP resonance [266]. By understanding the resonant wavelength
and its shift, we can gain insights into the interactions between the sensor and its surrounding
environment. Changes in the medium’s refractive index (n) can lead to a shift in the resonant
wavelength, which can be utilized to identify and measure analytes in the sample. To design
and optimize plasmonic sensors for a variety of applications, it is essential to understand the
resonant wavelength and its shifting properties.
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Figure 4.3: Transmittance characteristics for initial structure

4.3.2 Sensing Parameters and Optimization

4.3.2.1 Selection of Suitable Structure

Initially, we optimized our sensor for the refractive index values of n = 1 and n = 1.01. The
value 1.01 was chosen to demonstrate that a change in refractive index results in a change
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in the resonant wavelength. This value was arbitrarily selected for the initial evaluation of
the sensor. After analyzing the structure depicted in Fig. 4.1, we observe that it exhibits a
low sensitivity profile, as shown in Fig. 4.3, with two resonant dips having sensitivity values
of 1232.05 nm/RIU and 1786.53 nm/RIU, respectively. However, the structure was further
modified and investigated with a view to maximizing sensitivity.

Figure 4.4: Modified structure with baffles.
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Figure 4.5: Transmittance characteristics for modified structure with baffles

The structure was modified by introducing two baffles positioned on opposite sides of the
rectangle depicted in Fig. 4.4. The size of the left-side baffle denoted as ‘a’, was assumed to
be 40 nm initially, while the size of the right-side baffle, denoted as ‘b’, was also assumed to
be 55 nm initially. In a rectangular ring resonator, changing the size of the Ag baffles alters
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Figure 4.6: Modified structure with single nanorod.
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Figure 4.7: Transmittance characteristics for modified structure with single nanorod

the SPPs mode and produces various resonance mode. Ag baffles placed inside a rectangular
ring cavity can create a GPR mode and make it possible to tune the SPPs modes [221]. By
incorporating these baffles, an improvement in the sensitivity profile is observed, as shown in
Fig. 4.5, resulting in the identification of three distinct resonant dips with sensitivity values
of 1571.52 nm/RIU, 1824.68 nm/RIU, and 2611.15 nm/RIU, respectively. However, FOM
is not up to the mark, so we worked on further improving it. By placing a nanorod into the
resonator structure, with its radius denoted as ‘r’ and assumed to be 30 nm as shown in Fig.
4.6, significant changes are observed in the transmission spectra, as well as notable improve-
ments in both sensitivity and FOM values, as shown in Fig. 4.7. Specifically, the sensitivity
values increased to 1614.27 nm/RIU, 1816.45 nm/RIU, and 2883.63 nm/RIU, respectively.
When exploring the modified structure with multiple nanorods, where the spacing between
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Figure 4.8: Modified structure with multiple nanorods.
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Figure 4.9: Transmittance characteristics for modified structure with multiple nanorods

the nanorods is equal to the radius of the nanorod (r), as depicted in Fig. 4.8, it is observed
that the results do not align with our expectations when compared to the performance of
the modified structure with a single nanorod. The FOM value in mode-3 is significantly
reduced, as shown in Fig. 4.9. The electric field distributions of the single nanorod configu-
ration for three resonant dips are shown in Fig. 4.10 (a-c) and the electric field distributions
for multiple nanorods configuration for all three resonant dips are shown in Fig. 4.10 (d-f),
respectively. Following the study, we chose to make our final design with one nanorod and
two baffles, and the initial resonator shape is shown in Fig. 4.6.
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Figure 4.10: Electric field distribution (V/m), a. λ = 1594.67 nm, single nanorod b. λ =
1787.32 nm, single nanorod c. λ = 2854.74 nm, single nanorod and d. λ = 1657.18 nm,
multiple nanorods e. λ = 1832.07 nm, multiple nanorods f. λ = 3250.92 nm, multiple
nanorods.
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Figure 4.11: (a-c) Transmittance characteristics for different values of L and (d-g) shows
resonant wavelength relation with refractive index.
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4.3.2.2 Fine-tuning of the resonator structure for improved performance

The sensor’s structural parameters can be optimized to achieve the optimal geometry for
maximum sensitivity. It requires an iterative approach of simulating new configurations until
the desired outcome is achieved.

The length of the resonator was varied between 400 nm and 520 nm with 40 nm intervals to
analyze the impact of the resonator’s length (L) on the sensor’s performance. Fig. 4.11 (a-c)
shows that increasing the resonator’s length results in a redshift in the wavelength. Addition-
ally, Fig. 4.11 (d-g) depicts the relationship between the refractive index and resonant dip for
different values of L. In Fig. 4.11 (g), all three dips exhibit maximum sensitivity when the
length of the resonator is 520 nm. However, at this dimension, the FOM was significantly
decreased, which led us to choose L = 480 nm as our preferred length, as shown in Fig.
4.11(f). The optimal combination of sensitivity and FOM is achieved at L = 480 nm.
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Figure 4.12: (a-b) Transmittance characteristics for different values of w1 and (c-f) shows
resonant wavelength relation with refractive index.

To ensure optimal performance of the sensor, the width (w1) of the waveguide was swiped
in small increments, ranging from 45 nm to 75 nm in steps of 10 nm. The results, shown in
Fig. 4.12 (a-b), indicate that increasing the waveguide width had a detrimental effect on the
transmittance characteristics, and the resonant dip decreased as the width increased. In order
to determine the optimal width of the waveguide, the resonant dip versus refractive index
was plotted for different values of waveguide width, as illustrated in Fig. 4.12 (c-f). Based
on the analysis, w1 = 55 nm is chosen because it provides a moderate FOM and sensitivity
for all the resonant dips.



CHAPTER 4. ADVANCEMENTS IN SENSOR TECHNOLOGY: DESIGN,
OPTIMIZATION, AND REAL-WORLD IMPLEMENTATIONS 102

1.02 1.05 1.08
1500

2000

2500

3000

1.02 1.05 1.08
1500

2000

2500

3000

1.02 1.05 1.08
1500

2000

2500

3000

1.02 1.05 1.08
1500

2000

2500

3000

1500 1800 2100
0.0
0.2
0.4
0.6
0.8

2500 2800 3100 3400
0.4

0.6

0.8

1500 1800 2100
0.0
0.2
0.4
0.6
0.8

(g)
 w2 = 75 nm

 Mode 1
 Mode 2
 Mode 3

W = 1587.26*n-5.38
W = 1767.49*n-9.54

W = 3078.58*n-128.3

(a) (d)
 w2 = 45 nm

 Mode 1
 Mode 2
 Mode 3

W = 1693.59*n+11.89
W = 1976.17*n+13.71

W = 2960.4*n-108.86

(e)
 w2 = 55 nm

 Mode 1
 Mode 2
 Mode 3

W = 1651.7*n+3.22
W = 1897.3*n-5.84

W = 2893.71*n-32.93

Wavelength (nm)

Tr
an

sm
itt

an
ce

Tr
an

sm
itt

an
ce

Tr
an

sm
itt

an
ce

Wavelength (nm)

Wavelength (nm)

W = 1826.37*n-9.92

W = 1631.97*n-17.05

(f)

W
av

el
en

gt
h 

(n
m

)
W

av
el

en
gt

h 
(n

m
)

W
av

el
en

gt
h 

(n
m

)
W

av
el

en
gt

h 
(n

m
)

Refractive Index Refractive Index

Refractive IndexRefractive Index

 w2 = 65 nm
 Mode 1
 Mode 2
 Mode 3

W = 2963.73*n-66.32

Mode 2Mode 1
 w2 = 45 nm
 w2 = 55 nm

Mode 3

(c)
 w2 = 45 nm
 w2 = 55 nm
 w2 = 65 nm
 w2 = 75 nm

Mode 2Mode 1
(b)

 w2 = 65 nm
 w2 = 75 nm

Figure 4.13: (a-c) Transmittance characteristics for different values of w2 and (d-g) shows
resonant wavelength relation with refractive index.
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Figure 4.14: (a-b) Transmittance characteristics for different values of g1 and (c-f) shows
resonant wavelength relation with refractive index.
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To assess the effect of the resonator’s width (w2) on the sensor’s performance, the width of
the resonator was varied from 45 nm to 75 nm with a step size of 10 nm. A blueshift towards
longer wavelengths was observed for the first two dips by increasing the width of the res-
onator, as shown in Fig. 4.13 (a-c), but a redshift was observed for the last dip. Additionally,
Fig. 4.13 (d-g) shows the resonant dip versus refractive index graphs for different values
of the resonator width. According to our analysis, the sensor provides an optimal balance
between sensitivity and figure of merit (FOM) when the resonator width is 65 nm.

The transmittance spectra illustrated in Fig. 4.14 (a-b) indicate that changing the distance
between the waveguide and resonator (g1) had a significant impact on the resonant dip, re-
sulting in degraded performance. The graphs of resonant dip versus refractive index for
different values of g1 were plotted to further analyze the effect of the waveguide-resonator
distance on the sensor’s performance, as shown in Fig. 4.14 (c-f). An optimal waveguide-
resonator distance of g1 = 15 nm was revealed by our analysis, providing moderate FOM and
sensitivity for all the resonant dips.

The effect of variations in the connector height (H) from 200 nm to 260 nm on the sensor’s
performance is illustrated in Fig. 4.15 (a-c), which shows a significant decline in the resonant
dips. The graphs of resonant dip versus refractive index for different values of the connector
height are plotted in Fig. 4.15 (d-g). The results indicate that the FOM is significantly dete-
riorated by increasing the connector height. Our analysis shows that the optimal connector
height for the best outcome of the sensor’s performance is H = 220 nm.

The effect of changing the connector width (w3) on the sensor’s performance is demon-
strated in Fig. 4.16 (a-b). The transmittance characteristics are simulated for different values
of connector width from 90 nm to 120 nm, with a step size of 10 nm. Fig. 4.16 (c-f)
demonstrates the relationship of resonant dip versus refractive index for different values of
connector width. According to our findings, there is a significant decline in sensitivity when
the value of the connector width is increased. We concluded that the optimal connector width
for the sensor is w3 = 100 nm, based on the results. Maximum sensitivity values were ob-
served for mode-1, mode-2, and mode-3 at 1631.97 nm/RIU, 1826.37 nm/RIU, and 2963.73
nm/RIU, respectively. Higher-order modes exhibit higher sensitivity due to their enhanced
power and capacity to trigger a stronger surface plasmon resonance. When compared to the
fundamental resonant mode, higher-order modes are more sensitive to variations in the re-
fractive index because they have a stronger evanescent field [267, 268]. Therefore, it can be
concluded that mode-3 has greater sensitivity compared to mode-1 and mode-2.

Exploring the impact of varying the size of the left baffle “a” on the sensor’s performance is
depicted in Fig. 4.17 (a-b). The simulation studies indicate that an increase in the left baffle
size from 30 nm to 60 nm results in an improvement in the resonant dips. Fig. 4.17 (c-f)
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Figure 4.15: (a-c) Transmittance characteristics for different values of H and (d-g) shows
resonant wavelength relation with refractive index.
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Figure 4.16: (a-b) Transmittance characteristics for different values of w3 and (c-f) shows
resonant wavelength relation with refractive index.
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Figure 4.17: (a-b) Transmittance characteristics for different values of ‘a’ and (c-f) shows
resonant wavelength relation with refractive index.

depicts the relationship between the resonant wavelength and refractive index, revealing a
reduction in sensitivity as the baffle size increases. As per the simulation study, left baffle
size of a = 50 nm offers the most favorable balance between sensitivity, and FOM, delivering
optimal performance for our sensor. The right-side baffle “b” has an effect on the perfor-
mance parameters shown in Fig. 4.18 (a-f) which is equivalent to that of the left-side baffle.
Following the discussion, b = 55 nm is chosen for optimum performance in terms of both
sensitivity and FOM.

The transmittance characteristics of a nanorod with varying radius (r) from 27.5 nm to 35
nm are illustrated in Fig. 4.19 (a-b), while Fig. 4.19 (c-f) illustrates the relationship between
resonant wavelength and refractive index for different values of ‘r’. According to the sim-
ulation study, sensitivity is enhanced as the radius increases. The optimal radius, r = 32.5
nm is selected to ensure a balanced sensitivity and FOM. The physical basis of the observa-
tion is that nanorods narrow the path of surface plasmon polaritons (SPPs), increasing their
interaction with analyte molecules. This results in a stronger evanescent field and enhanced
light-matter interaction, ultimately leading to higher sensitivity of the sensor [164].
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Figure 4.18: (a-b) Transmittance characteristics for different values of ‘b’ and (c-f) shows
resonant wavelength relation with refractive index.
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Figure 4.19: (a-b) Transmittance characteristics for different values of ‘r’ and (c-f) shows
resonant wavelength relation with refractive index.
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4.3.2.3 Final Parameters Selection and Result Analysis

Following the optimization procedure, the optimized parameters are presented in Table 4.23,
which yield the most effective combination that produces the best outcome. The transmis-
sion spectra for the optimized parameters are illustrated in Fig. 4.20 for different values of
refractive index. The sensor exhibits a very high sensitivity, with a maximum recorded value
of 2963.73 nm/RIU, with a corresponding FOM of 25.1. In Fig. 4.21 (a-c), the electric field
distributions for all three resonant modes are illustrated, while Fig. 4.21 (d-f) shows the
magnetic field distributions for all three resonant modes. The results of our suggested sensor
are compared with recent works of RI sensors shown in Table 4.24.

Table 4.3: Final geometric parameters of the structure.

Name of the Parameter Symbol Initial Value (nm) Final Value (nm)
Length of the resonator L 400 480
Height of the connector H 200 220

Gap between resonator and waveguide g1 20 15
Width of the waveguide w1 45 55
Width of the resonator w2 55 65
Width of the connector w3 110 100

Left Side Baffle a - 50
Right Side Baffle b - 55

Radius of the Nanorod r - 32.5
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Figure 4.20: Transmittance characteristics different values of refractive index for the opti-
mized structure.
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Figure 4.21: Electric field distribution (V/m) for n = 1 a. resonant wavelength = 1614.92 nm
b. resonant wavelength = 1816.45 nm c. resonant wavelength = 2897.41 nm and magnetic
field distribution, Hz (A/m) for n = 1 d. resonant wavelength = 1614.92 nm e. resonant
wavelength = 1816.45 nm f. resonant wavelength = 2897.41 nm.

Table 4.4: Comparison of the sensing performance of the proposed sensor and recent litera-
ture.

References Year Sensitivity (nm/RIU)
Zafar et al. [112] 2015 1060

Rakhshani et al. [100] 2017 2320
Butt et al. [269] 2018 800
Butt et al. [97] 2018 1200

Jankovic et al. [150] 2018 986
Butt et al. [169] 2019 1367

Zhang et al. [168] 2019 1200
Zhang et al. [170] 2019 1268
Yang et. al [192] 2020 1100

Rahmatiyar et al. [105] 2020 1295
Maryam et al. [270] 2020 1260

Chou et. al [271] 2020 2080
Butt et al. [272] 2021 1400

Kazanskiy et al. [273] 2021 700
C. Wu et al. [208] 2021 1600

Rohimah et al. [224] 2022 1333
Butt et al. [274] 2022 1350
Proposed Sensor 2023 2963.73
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4.3.3 Fabrication Process

Nanoimprint Lithography (NIL) is one of the effective techniques for fabricating plasmonic
nanosensors due to its simplicity, low cost, and effectiveness in achieving high sensitiv-
ity. In this technique, solid-phase thermoplastic polymers such as polymethylmethacrylate
(PMMA) can be used as an imprint resin because of its ability to form high-resolution pat-
terns. First, the resin is placed over a Si substrate, and the mold design is transferred onto
the resin layer. This process requires a temperature higher than 170 ◦C and a high pressure
of 50 bars [275]. When the mold is stamped onto the resin layer, the thickness remains the
same at the places of the design. The residual resin layer, where the thickness reduces, can be
removed by oxygen plasma etching with an O2 flow rate of 30mLmin−1 and 300W power
for 6 minutes. Finally, an Ag layer is added using electron-beam evaporation, and the im-
print resin is removed by ultrasonic agitation in acetone [276]. The fabrication process for
the proposed structure is visually illustrated in Fig. 4.22.

1500 2000 2500 3000

-0.2
0.0
0.2
0.4
0.6
0.8

LithographyLithography

Mold

Cavity

Ag

(a) Si Substrate (b) Spin Resin (c) Nanoimprint Lithography 

(d) O2 Plasma Etching (e) Electron-beam Evaporation (f) Lift-off

Figure 4.22: Fabrication process of the sensor a. Si Substate b. Spin Resin c. Nanoimprint
Lithography d. O2 Plasma Etching e. Electron-beam Evaporation f. Lift-off

4.3.4 Applications

For bio-sensing applications, resonant mode-3 is chosen, which has the maximum sensitiv-
ity. Mode-3 has a higher evanescent field which enables it to detect even small changes in
refractive index with greater accuracy.
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Figure 4.23: a. Transmittance characteristics for different glucose concentration percentages
b. Relationship of resonant wavelength with glucose concentration (C%).

4.3.4.1 Detection of Diabetes Severity

Blood glucose concentration is the total quantity of glucose (a sugar) in a given volume of
blood. The concentration of glucose in the blood is closely controlled to maintain a steady
level since glucose is a vital source of energy for the body. Blood glucose normal ranges
shift throughout the day, depending on when the previous meal was eaten and other personal
characteristics including age and health. The following equation (4.9) calculates glucose
concentration percentage,

n = 0.2015× C%+ 1.3292 (4.9)

Here, in Eq.4.9, n is the refractive index, and C% is the glucose concentration percentage
[277]. The variation of transmittance spectra is shown in Fig. 4.23 (a) and the linear relation
between resonant wavelength and glucose concentration is shown in Fig. 4.23 (b).

By utilizing this relationship, it is possible to calculate the unknown concentration percentage
of glucose. The percentage of glucose concentration converted to mmol/L can be used to
rapidly and easily assess the severity of diabetes. We need to know the molecular weight
of glucose as well as the density of the solution in order to convert the molar concentration
of glucose solutions to mmol/L. At standard conditions (room temperature and atmospheric
pressure), pure glucose (also known as anhydrous dextrose) has a density of approximately
1.54 g/mL and a molecular weight of approximately 180.16 g/mol. The following equation
(4.10) can easily determine the diabetes level (mmol/L),

Diabetes level =
(Conc. %)× (density in g/mL)× 1000

molecular weight
(4.10)

In the following table (4.5), mmol/L values indicate diabetes levels, which may be used to
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evaluate whether a person is healthy, prediabetic or diabetic [278].

Table 4.5: Primary diagnosis of Diabetes.

Condition Range Concentration (%) Refractive Index
Healthy <7.8 mmol/L <0.912% <1.3310

Prediabetes 7.8-11 mmol/L 0.912-1.286% 1.3310-1.3317
Diabetes >11 mmol/L >1.286% >1.3317

For individuals with diabetes, it is important to monitor not only their electrolytes but also
their blood glucose levels, as insulin is linked to potassium balance and blood glucose
regulation. Various sensors based on MIM technology have been developed to measure
unknown sample concentrations in human blood [277]. These sensors offer advantages
such as nanoscale integration capability, label-free detection, low cost, and simplicity of
use [149, 279]. However, previous research in this area has only focused on measuring spe-
cific substances in a solution without taking into account the size of blood corpuscles (which
are in the range of micrometers), anticoagulants used, and the effect of other substances
present in complex human blood on the detection process. Before refractive index sensing
can be performed, several steps must be taken to prepare the sample. These steps typically
include purification, molecular separation, and concentration enhancement [280].

Using a centrifuge, the initial stage in the purification process is to separate the plasma from
the mixture of blood and anticoagulant (often 2% EDTA). Plasma makes up around 55% of
the total volume of blood and is made up of a variety of elements, including water, proteins,
viruses, bacteria, electrolytes, and glucose [281]. Once the plasma has been separated, the
next step is to filter it further by removing unwanted substances. This is achieved through
molecular separation, specifically utilizing ultrafiltration and nanofiltration techniques. By
using a membrane with progressively smaller pore diameters, the method of nanofiltration
enables the selective separation of molecules depending on their size and charge. Using
nanofiltration, glucose, and electrolytes like Na+ and K+ can be separated from the ul-
trafiltered solution [282]. After the molecular separation step, the glucose sample can be
placed inside the sensor’s cavity to measure the refractive index, allowing the detection of
the glucose concentration [259].

4.3.4.2 Anemia Type Detection

Hemoglobin (Hb) concentration is a measurement of the amount of hemoglobin in the blood,
an essential protein that transports oxygen from the lungs to the body’s tissues. A low
hemoglobin level may indicate anemia, which occurs when the body does not have enough
red blood cells (RBC) or Hb to carry oxygen to its tissues [283]. The relation between Hb
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Figure 4.24: a. Transmittance characteristics for different Hemoglobin concentrations b.
Relationship of resonant wavelength with Hb concentration.

concentration and refractive index is given by the following equation (4.11),

n = 1.38 +
1

5766.5
(H −Hnormal) (4.11)

Here, for a human body, the standard hemoglobin level (Hnormal) is 140 g/L with a corre-
sponding refractive index of 1.38 [284]. Fig. 4.24 (a) shows the transmittance characteristics
for different Hb concentrations. Furthermore, it can be seen from Fig. 4.24 (b) that the Hb
concentrations and the resulting changes in resonant wavelength are directly proportional,
and the spacing between resonance wavelengths is 10 nm. Thus, the refractive index may be
calculated from an unspecified Hb concentration. Optical spectrum analyzers can distinguish
these closely spaced wavelengths individually. In order to diagnose anemia, this can be used
to measure the amount of Hb in a blood sample.

Table 4.6 shows a clear idea about the anemia classification when Hb concentration decreases
beyond Hnormal value [285]. A high hemoglobin content, on the other hand, may suggest
polycythemia, a disease in which the body creates too many red blood cells, which can raise
the risk of blood clotting [286].

Table 4.6: Primary classification of Anemia

Condition Range Refractive Index
Healthy >120 g/L >1.376
Minor 100-120 g/L 1.373-1.376

Moderate 80-100 g/L 1.369-1.373
Acute <80 g/L <1.369
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Figure 4.25: Comparison of Transmittance Characteristics between Normal and Cancerous
Cells in Various Regions (a. Blood (Jurkat), b. Carnival (Hela), c. Breast (MDA-MB-231),
d. Adrenal Gland (PC-12), e. Breast (MCF-7), f. Skin (Basal).

4.3.4.3 Cancer Cell Detection

Cancer is a disease that refers to abnormal cell growth and division in the body. For ef-
fective treatment, early identification and diagnosis of cancer are essential. Refractive in-
dex measurement can be one of the methods to identify cancer cells. According to the re-
search, cancer cells (Jurkat, Hela, Basal, etc) have a different refractive index than healthy
ones [287–290]. So, it is possible to determine whether the cells in a sample are malignant
or normal by evaluating the sample’s refractive index. The differences between healthy and
cancerous cells in terms of refractive index and resonant wavelength are pointed out in Table
4.7. The shift in resonant wavelength that occurs in cancerous cells is seen in Fig. 4.25.



CHAPTER 4. ADVANCEMENTS IN SENSOR TECHNOLOGY: DESIGN,
OPTIMIZATION, AND REAL-WORLD IMPLEMENTATIONS 114

Table 4.7: Detection of cancer affected cell

Cell Name Cell Type Refractive Index Resonant Wavelength (nm)
Normal Cancer Normal Cancer

Jurkat Blood 1.376 1.39 4009.44 4050.95
Hela Carnival 1.368 1.392 3985.76 4057.04
Basal Skin 1.36 1.38 3961.78 4021.39

MDA-MB-231 Breast 1.385 1.399 4036.42 4077.88
MCF-7 Breast 1.387 1.401 4042.46 4084.05
PC-12 Adrenal

Gland
1.381 1.395 4024.38 4066.21
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Figure 4.26: Transmittance characteristics for different components of blood.

4.3.4.4 Detection of Biological Components

i. Blood Components

There are various components in blood that have different refractive indices as shown in
table 4.8 that can be utilized to analyze and detect the presence of the blood components.
For example, red blood cells have a greater refractive index than the surrounding fluid. The
data presented in table 4.8 may be used to detect anemia, infections, and blood disorders.
Fig. 4.26 demonstrates the transmittance profile for different blood components.

Table 4.8: Various components of blood.

Blood Components Refractive Index [291] Resonant Wavelength (nm)
Water 1.33 4079.47

Red Blood Cells 1.4 4020.41
White Blood Cells 1.36 3960.79

Hemoglobin 1.38 3930.97
Plasma 1.35 3871.81
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ii. Brain Components
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Figure 4.27: Transmittance characteristics for different components of brain.

Brain components have different values of refractive index and resonant wavelength as shown
in Fig. 4.27. Table 4.9 shows the transmittance profile for different brain components. This
can be used to distinguish between different brain components.

Table 4.9: Various components of brain.

Brain Components Refractive Index [292] Resonant Wavelength (nm)
Cerebellum 1.470 4287.96

White Matter 1.467 4279.04
Grey Matter 1.395 4064.78

Cortex 1.444 4210.55
Medulla 1.438 4192.39

iii. Intracellular Components

Table 4.10: Various intracellular components.

Intracellular Components Refractive Index [293] Resonant Wavelength (nm)
Water 1.33 3871.81

Protein 1.4 4079.47
Lipid 1.42 4138.83
DNA 1.44 4198.43

Bi-lipid Membrane 1.46 4258.21

To detect intracellular components using a RI sensor, we need to prepare the sample ap-
propriately. Homogenization releases intracellular components, and filtering removes large



CHAPTER 4. ADVANCEMENTS IN SENSOR TECHNOLOGY: DESIGN,
OPTIMIZATION, AND REAL-WORLD IMPLEMENTATIONS 116

3500 4000 4500 5000

0.6

0.7

0.8

0.9

Tr
an

sm
itt
an

ce

Wavelength (nm)

 Water
 Protein
 Lipid
 DNA
 Bi-Lipid 

         Membrane

Figure 4.28: Transmittance characteristics for different components of intracellular compo-
nents.

debris and cell membranes [294]. The intracellular components are introduced into the RI
sensor. When optical excitation is given, a shift of resonant wavelength is observed depend-
ing on its refractive index. The sample’s refractive index can be determined from the shift
of resonant wavelength which can be seen in table 4.10, and transmittance spectra have been
shown in Fig. 4.28.

iv. Different Tissues

Different types of tissue have different refractive indices due to their unique chemical and
molecular structures. The transmittance spectra in Fig. 4.29 show how the resonant wave-
length changes and the tissues can be identified from their refractive index. By comparing
the refractive index of unknown tissue sample with the values in table 4.11, it is possible to
identify the unknown tissue type. To get accurate refractive index values, tissue preparation,
and measurement must be standardized [295].

Table 4.11: Various types of tissues.

Tissues Name Refractive Index [296] Resonant Wavelength (nm)
Muscle 1.3713 3995.20
Liver 1.3791 4018.39

Pancreas 1.3517 3936.94
Dermis 1.3818 4026.78
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Figure 4.29: Transmittance characteristics for different types of tissues.

4.4 Sensor Design with Opposing-Face Semi-Circular Ring
Resonators Integrated with Nanorods

4.4.1 Structure Model, Methodology and Performance Metrices

The top viewpoint of our initial proposed design, which contains a MIM bus waveguide
coupled with an opposing-face semi-circular ring resonator, is shown in Fig. 4.30. This res-
onator structure is created by combining two semi-annular cavities and connecting their open
ends to two rectangular cavities. The geometric parameters of this design are R, d, W , and
g, which indicate the outer radius of the semi-annular cavities, the width of the semi-annular
and rectangular cavities, waveguide width, and the gap between resonator and waveguide.
The waveguide contains air, and the resonator is filled with a dielectric material such that
the change in resonant wavelength may be monitored by altering the refractive index of the
dielectric material. Table 4.12 shows the initial values of the geometric parameters for this
design. According to Fig. 4.30, the blue, grey, and yellow zones are silver, dielectric mate-
rial, and air, respectively. The transmittance spectrum of the proposed design was computed

Table 4.12: Initial values of the geometric parameters.

Name of the geometric parameter Symbol Value
Outer radius of the semi-annular cavities R 200 nm
Width of the semi-annular and rectangular cavities d 50 nm
Waveguide width W 50 nm
Gap between resonator and waveguide g 24 nm
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Figure 4.30: Initial structure of the design.

using the 2-D Finite Element Method (FEM) in COMSOL software. Except for the ports
through which SPPs arrive and exit, scattering boundary conditions are used throughout the
design to consume outgoing electromagnetic wave energy with minimum reflection. Extra-
fine triangular meshing was employed to improve simulation accuracy.

SPPs are excited from the input port in transverse magnetic mode (TM). In this paper, the
waveguide width is fixed at W = 50 nm. Since the waveguide width is much smaller than the
incident wavelength, only the fundamental transverse magnetic mode (TM0) can exist [297].
The dispersion equation of the fundamental TM mode in the MIM waveguide is given below
[298].

k1W = 2arctan(
ϵinα

ϵMk1
) (4.12)

with k1, α, and ϵin defined by momentum conservations.

k1 =
√
k2
0 (ϵin − β2), α =

√
β2 − k2

0ϵM , ϵin = n2. (4.13)

Here, W represents the waveguide width. ϵin and ϵM define the dielectric constants of the
dielectric material and the metal, respectively. k0 = 2π

λ
is the wave number and β = k0neff

is the propagation constant for SPPs, where λ is the wavelength of the wave and neff is the
effective refractive index of the waveguide.

T = (S21)
2 is the transmittance where S21 is the transmission coefficient from input port Pin

to output port Pout [299]. The excitation ratio (ER) is the difference between the maximum
and minimum transmittance values. Higher the value of the ER, the better the performance of
the sensor. The most commonly used performance parameters are sensitivity (S) and figure of
merit (FOM). The capability of measuring any change in resonant wavelength with respect to
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any change in refractive index is called sensitivity. It is defined as S = ∆λ/∆n, where ∆λ is
the change in resonant wavelength due to ∆n amount of refractive index change. Moreover,
FOM = S/FWHM, where FWHM is the full width at the half point of the transmission dip.

Another performance parameter is the quality factor, which is defined as Q = λm/FWHM,
where λm is the resonant wavelength.

4.4.2 Results Analysis

4.4.2.1 Optimization of the Design without Nanodots

(a)

(b)

Figure 4.31: (a) Transmittance characteristic of our initial design for the initial geometric
parameter values at different values of n (b) Resonant wavelength shift with a variation in n.
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The transmittance values of the sensor and the resonant wavelength at which transmittance
dips occur are determined by the structure and the geometric parameter values. An opposing-
face semi-circular ring resonator was constructed using the initial values listed in Table 4.12.
Different combinations of geometric parameters were used to see how they affected the trans-
mittance curve. Based on that, the geometric parameters that provide the best balance of the
crucial performance parameters are selected.

(a)

(b) (c)

Figure 4.32: (a) Transmittance characteristic for diverse values of R (b) Sensitivity values
for diverse values of R (c) FOM for diverse values of R.

To demonstrate the effect of increasing the refractive index value of dielectric material, Fig.
4.31(a) displays the transmittance curve of this resonator with initial geometric parameters
in the wavelength range of 1000 nm to 2600 nm for refractive index value n changing from 1
to 1.03 with a space of 0.005. For the n = 1 scenario, three transmission dips are identified at
1160.61 nm, 1410.64 nm, and 2229.8 nm, which can be labelled as modes 1, 2, and 3. There
is a redshift in all three modes as the refractive index value rises. Fig. 4.31(b) illustrates
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the linear connection between the shift in resonant wavelength and the change in refractive
index that meets equation 4.8, which states that neff is proportional to λm. As the refractive
index value grows, so does the resonant wavelength, resulting in a redshift.

(a)

(b) (c)

Figure 4.33: (a) Transmittance characteristic for diverse values of d (b) Sensitivity values for
diverse values of d (c) FOM for diverse values of d.

The change in transmittance curve for the modulation of R value from 195 nm to 215 nm
with a 5 nm interval meanwhile keeping d and g constant at 50 nm and 24 nm, respectively,
is depicted in fig. 4.32(a). Increasing the value of R causes a redshift in the resonant wave-
length for all three modes. Because increasing the value of R increases the effective length
of the resonator and as a result, redshift in the resonant wavelength is justified by equation
4.8, which indicates that L is proportional to λm. Fig. 4.32(b) indicates that increasing the
value of R raises the sensitivity values for all three modes. Fig. 4.32(c), on the other hand,
indicates that increasing the value of R decreases FOM for modes 1 and 3, but increases
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FOM for mode 2. As it is observed, the FOM values are within an acceptable range for all
R values for all three modes, hence, sensitivity and resonator size were focused on when
determining the best R value. Increasing the value of R increases sensitivity, but having a
huge resonator is pointless, thus a balance between sensitivity and resonator size must be
made. 210 nm was determined as the most optimized R value, and the sensitivity and FOM
values are 1281.39 nm/RIU and 24.54 for mode 1, 1489.59 nm/RIU and 36.09 for mode 2,
2344.58 nm/RIU and 23.07 for mode 3.

(a)

(b) (c)

Figure 4.34: (a) Transmittance characteristic for diverse values of g (b) Sensitivity values for
diverse values of g (c) FOM for diverse values of g.

Fig. 4.33(a) depicts the change in transmittance curve for a 5 nm interval change in the d
value from 45 nm to 65 nm while keeping R and g constant at 210 nm and 24 nm, respec-
tively. Increasing d causes a blueshift in the resonant wavelength for all three modes. As
seen in Fig. 4.33(b), increasing the value of d reduces the sensitivity values for all three
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modes. Fig. 4.33(c), on the other hand, illustrates that raising the value of d increases FOM
in modes 1 and 3, but decreases FOM in mode 2. Sensitivity and FOM values were focused
on when determining the best value of d. Increasing the value of d reduces sensitivity in
all modes, however, FOM values increase in modes 1 and 3 while the fall in FOM value in
mode 2 is not significant. 60 nm was picked as the best-optimized d value, and the sensitivity
and FOM values are 1130.65 nm/RIU and 32.12 for mode 1, 1391.25 nm/RIU and 34.12 for
mode 2, and 2175.42 nm/RIU and 26.57 for mode 3.

The variation in the transmittance curve for the fluctuation of the g value from 18 nm to
26 nm with a 2 nm interval while keeping R constant at 210 nm and d constant at 60 nm
is shown in Fig. 4.34(a). When the amount of g is increased, there is a minor blueshift
in the resonant wavelength for all three modes, but the ER reduces dramatically. When
the coupling distance between the waveguide and resonator grows, the energy exchanging
efficiency between the waveguide and resonator drops, and thus the ER decreases. As shown
in Fig. 4.34(b), raising the value of g reduces the sensitivity values for all three modes, but
the decrease is not statistically significant. Fig. 4.34(c) furthermore illustrates that increasing
the value of g increases FOM in all three modes. The ER and FOM values were prioritized
when determining the optimal value of g. Increasing the amount of g decreases the ER while
increasing the FOM value for all three modes. As a result, an acceptable combination of
FOM and ER must be determined. 20 nm was determined as the most optimum value of g,
and the sensitivity and FOM are 1140.88 nm/RIU and 28.74 for mode 1, 1402.76 nm/RIU
and 30.6 for mode 2, 2202.79 nm/RIU and 22.73 for mode 3.

The transmittance curve of optimal values of R, d, and g for n values ranging from 1 to 1.03
with a 0.005 interval is shown in Fig. 4.35(a). The normalized magnetic field intensity, |Hz|
(A/m) at n = 1 is shown in Fig. 4.35(b),(c),(d) for the resonant wavelengths of modes 1, 2,
and 3, which are 1147.14 nm, 1408.52 nm, and 2201.39 nm, respectively. The normalized
magnetic field intensity, |Hz| (A/m) for off-resonance mode at a wavelength of 1660 nm is
displayed in Fig. 4.35(e). Fig. 4.35(b),(c),(d) demonstrate that SPPs are well coupled with
the resonator at resonant wavelengths, resulting in standing-wave field patterns between the
waveguide and resonator. SPPs are confined to the left portion of the waveguide due to the
high ER of mode 1, but as the ER drops in modes 2 and 3, SPPs can pass a little amount
to the right side of the waveguide. SPPs are not coupled with the resonator at off-resonance
peaks, as illustrated in Fig. 4.35(e), and most of them pass only via the waveguide.

4.4.3 Optimization of the Design after Adding Nanodots
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(a)

(b) (c)

(d) (e)

Figure 4.35: (a) Transmittance characteristic of our initial design for optimized geometric
parameter values at different values of n (b) Normalized magnetic field intensity, |Hz| (A/m)
for n = 1 at wavelength = 1147.14 nm (c) Normalized magnetic field intensity, |Hz| (A/m)
for n = 1 at wavelength = 1408.52 nm (d) Normalized magnetic field intensity, |Hz| (A/m)
for n = 1 at wavelength = 2201.39 nm (e) Normalized magnetic field intensity, |Hz| (A/m)
for n = 1 at wavelength = 1660 nm.
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(a)

(b)

Figure 4.36: (a) Structure of the proposed design with added nanodots (b) Transmittance
characteristic for initial design with no nanodots and final design with five added nanodots
for n = 1.
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A configuration with five nanodots is proposed to increase sensitivity without significantly
lowering the ER. The nanodots have a radius of r, and one nanodot is at the center of the
structure, while the other four nanodots are at a θ angle from the y-axis on both sides, with the
same center as the half-circles. Fig. 4.36(b) indicates a redshift in the resonant wavelength
with a minor drop in the ER when nanodots of r = 20 nm and θ = 45° are used.

(a)

(b) (c)

Figure 4.37: (a) Transmittance characteristic for diverse values of r (b) Sensitivity values for
diverse values of r (c) FOM for diverse values of r.

The change in transmittance curve for the variation of r value from 20 nm to 26 nm with
a gap of 1 nm meanwhile reserving the optimal values of R, d, and g fixed at 210 nm, 60
nm, and 20 nm correspondingly with an initial θ angle of 45° is shown in Fig. 4.37(a).
Increasing the radius of nanodots r causes a redshift in the resonant wavelength for all three
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Figure 4.38: Transmittance characteristic for diverse values of θ.

modes. Fig. 4.37(b) depicts the sensitivity values for various r values, meanwhile Fig.
4.37(c) depicts the FOM values for various r values. In mode 2, increasing r enhances both
sensitivity and FOM. In mode 1, raising r has little influence on sensitivity from 20 nm to
23 nm, however, the sensitivity continues to increase after that, up to 26 nm. On the other
hand in mode 3, increasing r raises the sensitivity values. It is observed that the FOM of
modes 1 and 3 increases from 20 nm to 25 nm and after that reduces at 26 nm. Fig. 4.37(a)
shows that the ER was nearly constant for r values ranging from 20 nm to 25 nm in mode
1, although it reduced dramatically at 26 nm. As a result, the most optimum combination
of sensitivity, FOM and ER can be seen for all three modes at r = 25 nm. The sensitivity
and FOM are 1353.98 nm/RIU and 35.72 for mode 1, 1657.8 nm/RIU and 43.95 for mode 2,
2975.96 nm/RIU and 26.32 for mode 3.
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Table 4.13: Optimized values of the geometric parameters.

Name of the geometric parameter Symbol Initial value Final value
Outer radius of the semi-annular cavities R 200 nm 210 nm
Width of the semi-annular and rectangular cavities d 50 nm 60 nm
Waveguide width W 50 nm 50 nm
Gap between resonator and waveguide g 24 nm 20 nm
Radius of the nanodots r 20 nm 25 nm
Angle of non-center nanodots with y-axis from the
center of half-circle

θ 45° 45°

Table 4.14: Comparison with recently proposed sensors

References Year Sensitivity (nm/RIU) FOM
Yan et al. [300] 2017 1071.4 14.29

Zhang et al. [301] 2018 1160 73
Wang et al. [302] 2019 1114.3 55.71
Butt et al. [303] 2020 2300 31.5

Chou Chau et al. [304] 2021 2473 34.181
Proposed design 2023 2975.96 26.32

The effect on the transmittance curve of shifting the value of θ from 35◦ to 65◦ with a 10◦

interval while keeping the optimal values of R, d, g, and r fixed at 210 nm, 60 nm, 20 nm,
and 25 nm, respectively, is shown in Fig. 4.38. Increasing the θ angle shows a blueshift in the
resonant wavelength for modes 2 and 3. At 35◦, the mode 1 transmittance dip is separated
into two transmittance dips with smaller ER. When the value is increased to 45◦, the two
transmittance dips shift towards each other and merge to form a single transmittance dip
with a larger ER. However, raising the θ angle up to 65◦ indicates that the two transmittance
dips shift away from each other and the ER of both transmittance dips is smaller than the
ER of the singular transmittance dip at 45◦. 45◦ was chosen as the optimal value of θ for
considering the effect of ER.

Table 4.13 displays the initial and final values for all geometric parameters after optimiza-
tion. sensitivity values for modes 1, 2, and 3 are 1353.98 nm/RIU, 1657.8 nm/RIU, and
2975.96 nm/RIU, respectively. The final FOM values for modes 1, 2, and 3 are 35.72, 43.95,
and 26.32, respectively. The addition of nanodots raised sensitivity by 18.68%, 18.18%,
and 35.1%, and FOM by 24.29%, 43.63%, and 15.79% for modes 1, 2, and 3. Table 4.14
shows that the suggested sensor surpasses several of the recently proposed sensors in terms
of having a high sensitivity with an acceptable FOM.



CHAPTER 4. ADVANCEMENTS IN SENSOR TECHNOLOGY: DESIGN,
OPTIMIZATION, AND REAL-WORLD IMPLEMENTATIONS 129

(a) (b)

Figure 4.39: Transmittance curve for different chemical pollutants.

Table 4.15: Refractive index and resonant wavelength of different chemical pollutants.

Chemical pollutant Refractive index Resonant wavelength (nm)
Acetone 1.359 4018.91
ETBE 1.369 4048.95

Hexane 1.375 4067.38
Heptane 1.386 4100.31

Cyclohexane 1.427 4224.13
Naphtha 1.445 4278.16
Kerosene 1.448 4287.21
Palm oil 1.45 4293.43

Soybean oil 1.468 4347.79
Toluene 1.496 4432.45
Xylene 1.5 4444.23

Benzene 1.501 4447.31

4.4.4 Applications

4.4.4.1 Detection of chemical pollutants in seawater

During the operation of refining and chemical factories, various hazardous compounds fall
into the water, which quickly travels to the sea and disperses, causing economic and en-
vironmental difficulties. Table 4.15 lists some of these contaminants and their refractive
index values, most of which are insoluble or only partially soluble in water [305]. Because
different chemical pollutants have distinct refractive index values, they will have different
resonant wavelengths, and this feature can be utilized to quickly identify chemical pollutants
that are scattered in seawater. The transmittance curves for all of the chemical pollutants are
displayed in Fig. 4.52(a),(b) and the resonant wavelengths for each are listed in Table 4.15.
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Table 4.16: Refractive index and resonant wavelength of different concentrations of heavy
metal ion solutions.

Heavy metal ion Concentration (ppm)
500 700 1000

Zn2+ Refractive index 1.3351 1.3365 1.3380
Resonant wavelength (nm) 3946.8 3951.12 3955.64

Pb2+ Refractive index 1.3356 1.3370 1.3388
Resonant wavelength (nm) 3948.37 3952.69 3958

Hg2+ Refractive index 1.3359 1.3374 1.3392
Resonant wavelength (nm) 3949.35 3953.87 3959.18

(a) (b) (c)

Figure 4.40: Transmittance curve for different concentrations of heavy metal ion solutions
(a) Zn2+ (b) Pb2+ (c) Hg2+.

4.4.4.2 Detection of various concentrations of heavy metal ion solutions

Zinc (Zn) is a heavy metal that helps to maintain a healthy metabolism, immune system, and
regular human growth. On the other hand, lead (Pb) and mercury (Hg) are two toxic heavy
metals that have exclusively negative effects on the human body. A modest amount of heavy
metal ions in the body may have no effect, but there is a limit to the number of heavy metal
ions someone may digest since, at higher concentrations, they can induce poisoning in the
human body, including zinc [306]. Zinc overdose can induce gastrointestinal irritation, fever,
chest pain, exhaustion, muscle stiffness, and other health problems. Mercury causes auto-
nomic dysfunction and aberrant cell division, whereas lead causes organ damage, immune
system suppression, and may even result in death. To avoid these hazards to the human body,
identification of these heavy metal ions at high concentrations in water is required. The re-
fractive index values of heavy metal ion solutions of Zn2+, Pb2+, and Hg2+ at concentrations
of 500 ppm, 700 ppm, and 1000 ppm are shown in Table 4.16. As the refractive index
value increases with the concentration of heavy metal ion solutions, the concentration can be
readily estimated by altering the resonant wavelength. Table 4.16 shows the resonant wave-
lengths for different concentrations of heavy metal ion solutions. Fig. 4.40(a),(b),(c) depict
the transmittance curves for various concentrations of Zn2+, Pb2+, and Hg2+ solutions.
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4.4.4.3 Concentration of Sugar Water

Refractive index sensors can be utilized to measure the concentration of sugar water. The
refractive index of a liquid is related to its composition and concentration. As the concen-
tration of dissolved substances, such as sugar, changes in the water, the refractive index also
varies. By calibrating the refractive index sensor with known concentrations of sugar water,
a correlation can be established between the refractive index and the sugar concentration.
This correlation allows for the measurement of sugar concentration in unknown samples
based on their refractive index values. The following equation gives us a relation between
the refractive index and different concentration of sugar water [307].

n =
C + 726.48

547.21
(4.14)

Figure 4.41 shows the transmittance curve and table 4.17 shows the corresponding resonant
wavelength for different concentration of sugar water.

Figure 4.41: Transmittance characteristics for different sugar water concentration percent-
ages.

Table 4.17: Resonant wavelength for different concentration of sugar water.

Sugar Water Concentration Resonant wavelength (nm)
10% 3973.24
30% 4084.34
50% 4194.45
70% 4305.84
90% 4412.62
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4.4.4.4 Concentration of NaCl Solution

Refractive index sensors can also be employed to measure the concentration of NaCl (salt)
solutions. Similar to sugar water, the refractive index of a NaCl solution changes with vari-
ations in its concentration. To determine the concentration of NaCl using a refractive index
sensor, a calibration curve is typically established by measuring the refractive index of NaCl
solutions with known concentrations. This curve allows for the correlation between refrac-
tive index and NaCl concentration to be determined. The following equation gives us a
relation between the refractive index and different concentration of NaCl solution [307].

n =
C + 709.21

532.13
(4.15)

Figure 4.42 shows the transmittance curve and table 4.18 shows the corresponding resonant
wavelength for different concentration of NaCl solution.

Figure 4.42: Transmittance characteristics for different NaCl solution concentration percent-
ages.

Table 4.18: Resonant wavelength for different concentration of NaCl solution.

Concentration of NaCl Solution Resonant wavelength (nm)
10% 3991.66
30% 4103.47
50% 4219.34
70% 4328.38
90% 4443.69
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4.4.4.5 Concentration of Alcohol

Refractive index sensors can be utilized to measure the concentration of alcohol in a liq-
uid solution. The refractive index of a substance, including alcohol, is known to vary with
changes in concentration. To measure the concentration of alcohol using a refractive index
sensor, a calibration process is typically conducted. This involves measuring the refractive
index of alcohol solutions with known concentrations and establishing a correlation between
the refractive index and alcohol concentration. Once the calibration curve is established,
the refractive index of an unknown alcohol solution can be measured using the sensor. By
comparing the measured refractive index to the calibration curve, the corresponding alcohol
concentration can be determined. The following equation gives us a relation between the
refractive index and different concentration of alchohol from 0% to 40% at 30◦C [308].

n = 1.333 + C × 0.000566 (4.16)

Figure 4.43 shows the transmittance curve and table 4.19 shows the corresponding resonant
wavelength for different concentration of alchohol.

Figure 4.43: Transmittance characteristics for alchohol concentration percentages.

Table 4.19: Resonant wavelength for different concentration of alchohol.

Concentration of Alchohol Resonant wavelength (nm)
0% 3934.83

10% 3952.34
20% 3972.65
30% 3988.45
40% 4001.87
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4.4.4.6 Concentration of Water in Heavy Oil

Refractive index sensors can be employed to measure the water concentration in heavy oil
samples. Water content is a crucial parameter to monitor in heavy oil, as it affects its quality
and can impact various processes and applications. To measure water concentration using a
refractive index sensor, a calibration process is typically performed. This involves prepar-
ing heavy oil samples with known water concentrations and measuring their corresponding
refractive indices. A correlation between refractive index and water concentration can then
be established. The following equation gives us a relation between the refractive index and
different concentration of water in heavy oil [309].

n = 1.518− C × 0.0019 (4.17)

Figure 4.44 shows the transmittance curve and table 4.20 shows the corresponding resonant
wavelength for different concentration of water in heavy oil.

Figure 4.44: Transmittance characteristics for different water concentration percentages in
heavy oil.

Table 4.20: Resonant wavelength for different concentration of water in heavy oil.

concentration of Water in Heavy Oil Resonant wavelength (nm)
0% 4033.34

20% 4146.45
40% 4262.84
60% 4376.67
80% 4497.23
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4.4.4.7 Different Alcohol Detection

Refractive index sensors can be utilized to distinguish and detect different alcohols, includ-
ing methanol, ethanol, propanol, butanol, pentanol, and phenol. The refractive index of a
substance is influenced by its molecular composition and can exhibit distinct values for dif-
ferent alcohols. To detect and differentiate these alcohols using a refractive index sensor, a
calibration process is typically carried out. This involves measuring the refractive indices
of standard solutions or pure samples of each alcohol of interest. The refractive index of an
unknown sample can be measured using the sensor, and by comparing it to the calibration
curve or reference table, the corresponding alcohol can be identified [310].

Table 4.21: Refractive index and resonant wavelength of different types of alchohol.

Different Alcohol Refractive index Resonant wavelength (nm)
Methanol 1.33 3926.23
Ethanol 1.36 4017.86

Propanol 1.38 4077.34
Butanol 1.4 4135.75
Pentanol 1.41 4167.24
Phenol 1.53 4530.46

Figure 4.45 shows the transmittance curve and table 4.21 shows the corresponding resonant
wavelength and refractive index values for different types of alchohol.

Figure 4.45: Transmittance characteristic for different alchohol.
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Figure 4.46: Structure of The Proposed Design.

4.5 Sensor Design with Modified Octagonal-shape Resonator
with Nanorods

4.5.1 Sensor Geometry and Theoretical Analysis

The proposed geometric structure of the sensor consists of a straight MIM waveguide cou-
pled with an octagonal cavity resonator inside a square disk along with silver nanodots and
two slits as illustrated in figure 4.46. The proposed design is illustrated in a 2-D top view.
The design parameters are shown in table 4.22. COMSOL Multiphysics 5.6 has been used

Table 4.22: Initial parameter values of the 2-D geometric structure

Symbol Parameter Value (nm)
L Length of the arm of octagon 95
w Width of the waveguide 90
t Distance between outer square and inner octagon 50
g1 Gap between waveguide and resonator 10
g2 Width of the slit 40
r Radius of the nanorods 10

to assess the 2D design of the proposed sensor. 2D simulation of the design is performed in
order to save computational time and memory usage. EM wave frequency domain (ewfd) and
boundary mode analysis have been chosen for study. The FEM algorithm has been employed
in order to analyze the sensor. Extra fine triangular meshing has been used to obtain precise
results [181]. The boundaries are set as scattering boundaries in order to ensure minimal
reflection [311].
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Figure 4.47: Transmittance characteristics of the optimized design for different values of the
refractive index of the dielectric material.

SPPs are transverse magnetic (TM) waves [312] and TM0 mode of MIM waveguide can be
described as [98],

tanh(kw) =
−2kpαc

k2 + p2 + α2
c

(4.18)

where, the width of the MIM waveguide is expressed by w, k = 2π
λ

is the wave vector, p = ϵi
ϵm

where ϵi and ϵm are the dielectric constants and αc =
√

[k2
0(ϵi − ϵm) + k2].

4.5.2 Sensor Design Optimization

The sensing performance parameters i.e. Transmittance, Sensitivity, and FOM vary depend-
ing on the structure of the resonator. These parameters are sensitive to the change of any
geometric parameter. In order to achieve optimal transmittance and sensitivity, the geometric
parameters are tuned and evaluated in an iterative approach. The transmittance characteristic
of the optimized structure is shown in figure 4.47. In the following discussion, considering
from the left the two observed dips in the transmittance characteristics curve are considered
mode 1 and mode 2 respectively. The optimization is carried out when the refractive index
of the sensing medium is chosen as n = 1. For the discussion, the resonant wavelength is
denoted as λres.

The first parameter considered for tuning is the length of the arm of the octagon (L). The
initial dimension was 95 nm. For the initial dimension, the sensitivity for mode 1 and mode
2 are 1016.463 nm/RIU and 1709.63 nm/RIU, and FOM values are 13.17 and 10.24 respec-
tively. The value of the parameter L was varied from 93 nm to 107 nm and eight equally
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Figure 4.48: (a) Transmittance characteristics (b) Resonant wavelength and (c) Sensitivity
for different values of length of the arm of octagon L.

distant values were taken in between the limits. The effect of changing the value of L on the
sensing parameters is presented in figure 4.48.

The transmittance of the first dip increases while that of the second dip remains unchanged as
the value of L increases. But the sensitivity and λres of both modes increase almost linearly
as the value of the L increases. Upon observing the change in performance parameters when
the length of the octagon is 103 nm the corresponding sensitivity for mode 1 and mode 2
are 1085.49 nm/RIU, 1889.273 nm/RIU, and FOM values are 17.41 and 12.72 respectively
which is the best case considering highest sensitivity and highest FOM. Moreover, increasing
the value of L furthermore does not change sensitivity and FOM much. Hence, 103 nm is
chosen as the optimal value for the length of one arm of the octagon. After the iterative
optimization, the maximum sensitivity and FOM have been improved by 0.25% and 19.49%
respectively.

The distance between the square and inner octagon cavity (t) has significant effects on the
transmittance characteristics, λres, and sensitivity which is illustrated in figure 4.49. Initially,
the value of t was considered as 36 nm, while the value of L is 103 nm and the other param-
eters are the same as table 4.22. In this case, the resulting sensitivity and FOM for mode 2
were 1886.82 nm/RIU and 12.47 respectively. With a step size of 8 nm, the parameter was
changed ranging from 20 nm to 76 nm. While the value of t is increased, for both modes the
λres and the sensitivity undergoes a significant reduction while transmittance dip increases.
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Figure 4.49: (a) Transmittance characteristics (b) Resonant wavelength λres and (c) Sensi-
tivity for different values of distance between the square and inner octagon cavity t.

In order to get obtain an optimum sensitivity with suitable transmittance, the value of t is
finalized as 50 nm where the sensitivity for mode 1 and mode 2 was recorded as 991.33
nm/RIU and 1713.95 nm/RIU respectively and the FOM values were 13.91 and 12.74. After
optimization, although the sensitivity in mode 2 deteriorated by 10% and FOM improved by
2.1%.

After the optimization of previous parameters, silver nanodots were introduced in the design
as it is known for improving the sensitivity [95]. The possible reason is, SPPs are constrained
by nanorods, which improves their interaction with analyte molecules [164]. As a result, the
evanescent field is strengthened and the interaction between light and matter is improved,
eventually improving the sensor’s sensitivity. Initially, four silver nanodots having a size 12
nm radius (r) were placed near the corners of the square. The change of the values of the
parameters with respect to the radius of the nanodots is presented in figure 4.50. An increase
in radius resulted in an increase in sensitivity and λres in mode 2 while the transmittance
dip decreases. However, in mode 1 the resonant wavelength and sensitivity were not much
affected. The value of r was set as 10 nm for optimal transmittance and sensitivity. It resulted
in sensitivity values of 1013.64 nm/RIU and 1744.26 nm/RIU which is an increase of 2.25%
and 1.76% for mode 1 and mode 2 respectively.

Two slits are placed on the top and right side of the resonator with a view to detecting changes
in performance parameters. The introduction of slits with 17.5 nm width resulted in a rapid
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Figure 4.50: (a) Transmittance characteristics (b) Resonant wavelength λres and (c) Sensi-
tivity for different values of radius of nanodots r.

increase of both λres and sensitivity. For both modes, the recorded sensitivity after adding
slits are 1346.21 and 2595.57. The value of the width g2 was varied for further investigation
ranging from 10 nm to 62.5 nm with a step size of 7.5 nm. The effect of changing g2 on
transmittance characteristics, λres, and sensitivity are illustrated in figure 4.51. An increase
of g2 resulted in a decrease in λres and sensitivity while the transmittance improved. For
optimal transmittance and sensitivity, the value of 40 nm was chosen to be the optimal value
of the width of the slits. For mode 1 and mode 2, the recorded sensitivity values are 1344.11
nm/RIU and 2527.6 nm/RIU respectively which indicates the sensitivity values improved by
32.6% and 44.9% respectively.

Based on the observations of varying different parameters, the studies yielded the values of
geometric parameters for which the best and optimal results are obtained. The optimized and
finalized values for different parameters are shown in table 4.23.

The transmittance characteristics curves for different configurations of slit positions (Up-
Left, Up-Right, Down-Left, Down-Right) are illustrated in figure 4.52(a) for mode 1 and
4.52(b) for mode 2 respectively. The Down-Left configuration exhibits sensitivity values
of 1263.5 nm/RIU and 2548.5 nm/RIU for mode 1 and mode 2 respectively. The Down-
Right configuration exhibits sensitivity values of 1265.3 nm/RIU and 2555.4 nm/RIU which
are higher than the previous configuration. The Up-Left configuration exhibits sensitivity
values of 1334.7 nm/RIU and 2506.6 nm/RIU. In this configuration, the sensitivity value
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Figure 4.51: (a) Transmittance characteristics (b) Resonant wavelength λres and (c) Sensi-
tivity for different values of width of the slits g2.

of mode 1 is improved by 5.48% but the sensitivity value of mode 2 is reduced by 1.9%
compared to the Down-Right configuration. Lastly, the Up-Right configuration exhibits sen-
sitivity values of 1344.11 nm/RIU and 2527.6 nm/RIU respectively which is higher than
the previous configuration in terms of sensitivity value. The magnetic field distributions for
different configurations of slit positions are illustrated in figure 4.52(c-f). Therefore, the Up-
Right configuration is considered the optimal configuration for maximum sensitivity for both
modes.

4.5.3 Result Analysis

After the optimization of geometric parameters, the sensitivity values of mode 1 and mode
2 are 1344.11 nm/RIU and 2527.6 nm/RIU respectively. The recorded FOM values are
13.13 and 16.24 respectively. The sensing resolution of mode 2 is 3.956× 10−7 RIU which
implies that the sensor is capable of detecting minuscule changes in the refractive index of
an unknown material.

The proposed sensor design manifests higher sensitivity than many previously reported de-
signs based on MIM waveguide. A comparative study is shown in table 4.24.
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Figure 4.52: a. Transmittance characteristics of mode 1 for different slit configurations.
b. Transmittance characteristics of mode 2 for different slit configurations. c. Magnetic
Field Distribution (A/m) for Up and Left slit configuration. d. Magnetic Field Distribution
(A/m) for Up and Right slit configuration. e. Magnetic Field Distribution (A/m) for Down
and Left slit configuration. f. Magnetic Field Distribution (A/m) for Down and Right slit
configuration.
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Table 4.23: Optimal parameter values of the 2-D geometric structure

Symbol Parameter Initial Value (nm) Optimal Value (nm)
L Length of the arm of octagon 95 103
w Width of the waveguide 90 90
t Distance between outer

square and inner octagon
36 50

g1 Gap between waveguide and
resonator

10 10

g2 Width of the slit 17.5 40
r Radius of the nanodots 12.5 10

Table 4.24: Comparison of the sensitivity with previously published MIM structured refrac-
tive index sensor designs

References Year Sensitivity (nm/RIU)
S Yan et al. [104] 2017 1071.4

Z Zhang et al. [103] 2018 1060
Butt et al. [169] 2019 1367
Z Li et al. [172] 2019 1405

Y Fang et al. [313] 2020 1940
R Al Mahmud et al. [314] 2021 2325

B Li et al. [226] 2022 1229
S Rohimah et al. [224] 2022 1333

This design 2023 2527.6

4.5.4 Application Scopes of the Proposed Sensor

The sensor has two dips in the transmittance characteristics graph shown in figure 4.47 la-
beled as mode 1 and mode 2. However, for sensing applications, higher-order modes offer
some advantages over fundamental resonant mode because it can excite stronger SPR and
they exhibit comparatively higher sensitivity due to their larger evanescent field.

4.5.4.1 Detection of Water in Honey

Honey is one of nature’s most complex carbohydrate compounds. It is a sweet and viscous
liquid that is produced by honeybees from flower nectar. Unfortunately, for economic gain
honey is adulterated in many countries by sellers or distributors. Consumption of such honey
may result in health concerns and a lack of nutrition. Water is one of the most commonly
used adulterants found in honey. It alters the dielectric properties of honey [315]. Water is
also a quality criterion that indicates resistance to yeast fermentation [316]. The percentage
of water can be calculated from the measured refractive index using the following equation
[317],

%W = 608.277− 395.743× n (4.19)
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Figure 4.53: (a) Transmittance characteristics for different percentages of water, (b) Rela-
tionship between resonant wavelength and different percentages of water.

Here, n is the refractive index of the honey sample and %W is the percentage of water
present in the honey sample.

The refractive index for different percentages of water in honey samples is shown in table
4.25. This can be used to measure the water percentage of honey sample. The transmittance

Table 4.25: Measurement of Water Percentage in Honey Sample

Percentage of Water (%W) Refractive Index [317] Resonant Wavelength, λres (nm)
72.05 1.355 3418.2
63.34 1.377 3474.5
55.03 1.398 3528.4
37.62 1.442 3641.4
22.97 1.479 3736.8

characteristics with respect to the percentage of water are shown in figure 4.53(a) and the
relation between λres and the percentage of water is shown in figure 4.53(b) which follows
a linear relationship that can be detected by a modern spectral analyzer [259]. Thus, the
proposed sensor has the potential to measure water concentration in honey samples.

4.5.4.2 Measurement of Lactose Concentration in Solution

Lactose is a molecule consisting of glucose and galactose monosaccharides. It is mostly
found in milk and other milk-based products [318]. Lactose consumption facilitates min-
eral absorption [319] and supports immune functions [320]. But up to 70% of the world’s
population have lactose intolerance [321]. Undigested lactose present in the large intestine
undergoes fermentation and forms hydrogen and methane which leads to diarrhea, flatulence,
and abdominal pain [322]. The refractive index of lactose solution at room temperature can
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Figure 4.54: (a) Transmittance characteristics for different percentages of Lactose, (b) Rela-
tionship between resonant wavelength and different percentages of water.

be calculated from the equation as follows, [323],

n = 1.3325 + 0.001384×%L+ 0.00000624×%L2 (4.20)

Here, n is the refractive index of the lactose solution and %L is the percentage of lactose
present in the solution. Since the second-order coefficient is significantly small, the relation-
ship between the refractive index and the lactose concentration is almost linear.

The refractive index for different concentrations of lactose is shown in table 4.26. This can
be used to measure the lactose concentration present in a solution. Figure 4.54(a) represents

Table 4.26: Measurement of Lactose Concentration in Lactose Solution

Percentage of Lactose (%L) Refractive Index [323] Resonant Wavelength, λres (nm)
20.468 1.3634 3439.7
25.504 1.3719 3461.4
30.257 1.3800 3482.3
35.750 1.3900 3507.6

the transmittance characteristics of lactose solution consisting of different concentrations of
lactose and figure 4.54(b) represents the relationship between lactose percentage and λres.
By using the relationship of figure 4.54(a), lactose percentage can be measured by detecting
the shift of λres using a spectral analyzer.

4.5.4.3 Measurement of Fat Percent in Milk

Fat in milk refers to the natural lipid content found in this dairy product. It plays a significant
role in providing flavor, texture, and satiety. Whole milk contains a higher fat percentage,
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Figure 4.55: Transmittance characteristics for different percentages of fat in milk.

contributing to its creaminess and richness. However, low-fat and skim milk options are also
available for those seeking reduced fat content while still benefiting from essential nutrients
like calcium and vitamin D. The percentage of fat in milk can be measured by the proposed
sensor. The refractive index of milk changes with the change in fat percentage in milk.
Fig. 4.55 shows the transmittance characteristics of the sensor in the presence of fat of
different percentages where the percentage of fat is represented as F%. The transmittance
characteristics change when the percentage of fat. Table 4.27 shows the resonant wavelength
corresponding to the percentage. By detecting the resonant wavelength, it is possible to
measure the percentage of fat.

Table 4.27: Measurement of Fat Percentage in Milk.

Percentage of Fat (F%) Refractive Index [324] Resonant Wavelength, λres (nm)
0 1.3469 3416.41

1.5 1.3483 3419.87
3.5 1,3525 3431.00

4.5.4.4 Measurement of Sucrose Percentage in Solution

Sucrose in solution refers to the presence of the disaccharide sucrose dissolved in a liquid.
Sucrose, commonly known as table sugar, is composed of glucose and fructose molecules.
When dissolved in a solvent such as water, sucrose forms a sweet-tasting solution. This
solution can be used in various culinary applications, as well as in laboratory settings for
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Figure 4.56: Transmittance characteristics for different percentages of sucrose.

experiments or as a reference for calibrating instruments that measure sugar concentration.
The percentage of sucrose has effects on the refractive index of the solution. So the trans-
mittance characteristics also change with respect to changes in sucrose percentage which is
shown in Fig 4.56. The corresponding resonant wavelength for each sucrose percentage is
shown in table 4.28 which can be detected by the spectral analyzer to measure the percentage
of sucrose.

Table 4.28: Measurement of Sucrose Percentage in Solution.

Percentage of Sucrose (S%) Refractive Index [325] Resonant Wavelength, λres (nm)
10 1.33826 3393.94
20 1.34624 3414.56
30 1.34537 3412.07
40 1.36399 3459.94
50 1.37565 3490.00
60 1.38638 3517.96
70 1.38407 3511.80
80 1.38973 3526.78

4.5.4.5 Measurement of Glucose Concentration in Solution

Glucose is a vital energy source for the human body and is commonly found in fruits, honey,
and certain carbohydrates. When glucose is dissolved in a solvent such as water, it forms a
clear and sweet-tasting solution. Glucose solutions are commonly used in medical settings
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Figure 4.57: Transmittance characteristics for different percentages of Glucose.

for intravenous administration to provide a rapid source of energy in situations where oral
intake is not possible or sufficient. In Fig. 4.57 the effect on transmission characteristics by
the concentration of glucose is shown where G% is the concentration of glucose in percent-
age. The resonant wavelength corresponding to the percentage of glucose is shown in Table
4.29 and it can be detected by spectral analyzers.

Table 4.29: Measurement of Glucose Percentage in Solution.

Percentage of Sucrose (S%) Refractive Index [326] Resonant Wavelength, λres (nm)
1.25 1.333685 3382.51
2.50 1.335185 3386.59
5.00 1.339386 3397.23
10.0 1.346831 3416.21
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Chapter 5

Conclusions

5.1 Thesis Summary

In this paper, numerical investigation of plasmonic refractive index nanosensors was car-
ried out. The theoretical background of plasmonic devices is also elaborately discussed The
effectiveness and performance of the nanosensors were examined and verified using electro-
magnetic wave equations and they were evaluated using 2-D FEM of COMSOL Multiphysics
software. Three sensor designs are proposed in this paper and they were optimized and tuned
for maximum performance. The potential application of the sensors in real-life scenarios was
numerically investigated and it is verified that RI sensors are capable of measuring minus-
cule changes in refractive index to measure other physical quantities. Plasmonic nanosensors
paved the path for new research and innovations. The sensors are low-cost, selective, and
can be used for label-free rapid detection. These unique features of nanosensors give them
an edge over traditional sensors.

5.2 Future Prospects of Our Work

This work presents the design and optimization of three distinct refractive index (RI) sensors
for silver (Ag) using the Lorentz-Drude model. The goal of this study was to investigate
the plasmonic properties of Ag-based refractive index sensors and verify their abilities and
applications in different fields. For this purpose, we have numerically investigated the sensor
properties and tuned the sensors rigorously and iteratively to achieve optimal performance.
We have maximized the sensitivity and FOM of the proposed designs of the sensors. In the
future, some steps can be taken to improve the performance of RI sensors and expand the
research scopes of MIM waveguide-based plasmonic nanosensors:

• To fully understand and improve MIM-based plasmonic devices, it’s important to do
more than just simulations. We need to create and test these devices in real-life situa-
tions. While simulations can provide helpful insights, they can’t capture all the com-
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plexities and limitations of the fabrication process. It’s crucial to thoroughly examine
the practical challenges that arise during fabrication, such as errors in manufacturing,
flaws in materials, and the influence of the substrate on device performance. By con-
ducting real-world testing, researchers can gain a better understanding of how these
devices behave and perform in practical scenarios. This hands-on approach allows
them to validate simulation results and identify any unexpected issues that may arise
during fabrication. Real-world testing provides concrete data and observations that
can be used to optimize device design and fabrication techniques. It helps bridge the
gap between theoretical predictions and actual device performance, ensuring that the
devices are reliable, efficient, and meet the necessary requirements.

• Exploring different materials and investigating their optical properties can be a possi-
ble way of designing new MIM waveguide-based RI sensors. While traditional designs
extensively incorporate silver and gold in the designs, they have certain drawbacks of
being noble metals. They lack tunable optical properties and they have a compara-
tively lower melting point. On the other hand, transition metal nitrides (TMN) have
emerged as a potential solution to these problems. Their optical properties resemble
to that of metals in the visible and near-infrared spectrum. They are CMOS compati-
ble, tunable, and have high-temperature stability. Investigation of such material-based
refractive index sensors may pave the way for more advanced and practical RI sensor
solutions.

• It is possible to achieve a transmission profile similar to the Fano resonance by ad-
justing the structural parameters of the MIM-based sensor. This profile has a specific
asymmetric shape, which can have a substantial impact on the sensor’s spectral prop-
erties and overall performance. Researchers can improve the sensor’s sensitivity and
figure of merit by carefully fine-tuning certain structural properties. Researchers can
improve the sensor’s ability to discriminate between different signal components or
closely spaced spectral characteristics by generating a Fano-like transmission profile
through parameter modification. This enhancement in spectrum properties helps to the
sensor’s overall accuracy and dependability, making it more suitable for demanding
applications requiring accurate detection.

• The performance and efficiency of MIM waveguide-based sensors can be improved
by fine-tuning them with the aid of machine learning. As of now, the optimization
process requires an iterative approach which is unpredictable and time-consuming at
the same time. The pattern of change in performance parameters is very difficult for
humans to comprehend without rigorous investigation. In order to mitigate this prob-
lem, machine learning can be incorporated into the optimization and tuning process.
The process of optimization using machine learning is shown in Figure 5.1. For exam-
ple, the published and proposed sensor designs and their geometric dimensions along
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Figure 5.1: Optimization of RI sensor using machine learning.

with performance parameters can be fed into the machine learning model and a large
dataset can be generated. A machine learning algorithm can be used to predict the per-
formance parameters by assessing the geometric dimensions directly. For this purpose,
unsupervised machine learning has to be used. It will allow the computer to predict
performance without undergoing huge calculations. The machine learning model will
learn the hidden patterns and intrinsic structure of the data of the sensor parameters.
Afterwards, the machine learning model may be able to predict the performance of a
newly proposed sensor upon taking the geometric parameters and structure as input.

• Additionally, investigating the potential of MIM-based plasmonic structures in various
fields can provide valuable insights into their full capabilities. Fields such as biosens-
ing, pressure sensing, and chemical sensing offer different challenges and require-
ments, allowing for a comprehensive evaluation of the sensors’ functionality and effi-
ciency. By testing the structures in different environments and with different stimuli,
researchers can assess their response, sensitivity, selectivity, and overall performance
in real-world applications. This holistic approach will enable a thorough understand-
ing of the sensors’ potential and limitations, as well as their suitability for specific
sensing applications. It will also provide valuable data for comparison with existing
sensing technologies, further establishing the competitiveness and advantages of the
proposed plasmonic devices.
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[88] S. M. Maričić and B. D. Lazić, “Abacus computing tool: From history to application in
mathematical education,” Inovacije u nastavi-časopis za savremenu nastavu, vol. 33,
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