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Abstract

Our thesis aims to address the critical issue of academic dishonesty in online examinations by

proposing a proctoring system that integrates eye gaze tracking technology for the detection

of suspicious behavior. The study begins by discussing the existing challenges of current ex-

amination systems and identifying the problems that need to be addressed. It emphasizes the

necessity for a more advanced proctoring system with gaze tracking capabilities to effectively

deter attempts at academic dishonesty. The research is divided into two main parts: the selec-

tion of an appropriate model and the incorporation of proctoring functionalities. Two models

were chosen for evaluation, namely iTracker, which was pre-trained on the GazeCapture dataset,

and L2cs-net, which we trained on the MPIIFaceGaze dataset. The findings from these exper-

iments indicate that L2cs-net outperforms iTracker in terms of accuracy, speed, and latency

but only when supplied with the processing power of a GPU, without one iTracker is better.

Regarding the proctoring system aspect, it is noted that most of the existing research is com-

mercially driven, with limited academic contributions. To optimize the proctoring system for

online exams, we recognize the significant value of examinees’ eye gaze and define important

regions on and off the screen through calibration using “magic pixels”. Moreover, we attribute

cheating criteria using a formulated equation that takes into account factors such as Count,

Frequency, Duration, and Regression. Two potential approaches for the proctoring system,

namely Thresholding and Machine Learning (ML), are considered. However, our focus lies on

the development of a thresholding-based approach. Overall, this thesis presents a comprehensive

exploration of academic dishonesty in online examinations, proposes a proctoring system using

eye gaze tracking technology, and compares the performance of different models and method-

ologies. The findings contribute to the advancement of proctoring systems and provide insights

for the development of more effective measures against academic dishonesty.

Keywords - Smart Proctoring Systems, Academic Dishonesty, Malicious Intent

Prediction, Neural Networks, CNN, Appearance Based Models, Eye Gaze Tracking
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Chapter 1

Introduction

Academic dishonesty, such as cheating in online examinations, has always been a prevalent

concern. There are no physical invigilators to monitor them. The only reliable source is to

have the examinees send a constant video feed and have a one or more invigilators to monitor

them through it. This approach obviously has many drawbacks. Firstly, it is very difficult

to discern if an individual is attempting any malpractice from simple a video of their front

face. Their gaze might be pointing at some other place even if their head position is stationary.

Secondly, accurately predicting the eye-ball’s gaze is very difficult for humans. This is more of

an issue if the camera in use is of low resolution. Lastly, one invigilator may need to monitor

numerous examinees’ video feeds simultaneously. All of this makes ensuring academic integrity

when conducting examinations online very difficult. Furthermore, there is also constraints from

the examinees’s sides as well. They may not have a camera of acceptable quality. Blurry videos

can make monitoring them very difficult. In addition, some internet connectivity is also an

issue. Some people may not have access to uninterrupted internet connection and thus if they

get disconnected mid examination, there is no way to ensure that the candidate did not partake

in any unethical means.

Despite these problems, many organizations used online examinations as a part of their eval-

uation process. However, after the Covid-19 pandemic, the world had to adopt this as an

alternative to physical examinations. Now, even after the pandemic has ended, many organiza-

tions, even those that are outside of the education sector, are opting for such remote assessments

due to their convenience and low cost.

1
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1.1 Academic Dishonesty in Online Examinations

Academic institutes should be very concerned with academic dishonesty. It allows equity, char-

acter development, the task of imparting knowledge, student morale, faculty morale, future

student behaviour, reputation for learning, and public trust in higher education [11].

If given the opportunity, examinees will partake in academic dishonesty to improve their grades.

Because of this, when educational institutes decided to adopt to remote examinations, many

students did partake in very unethical means [12, 13]. This is mainly due to the invigilator not

being there physically. They may also take advantage of their hardware, like setting the camera

at a certain angle or placing another device, like a smart phone, close at hand [11]. They may

also have other people in the room to help them [11, 13].

1.2 Smart Proctoring

To prevent examinees from freely misusing the online platform to conduct dishonest means, a

smart proctoring system is necessary. It should eliminate the need for an invigilator entirely by

analysing all the different video feeds and flagging anyone it deems suspicious [14, 15, 16]. This

should make it significantly more difficult for an examinee to partake in unfair and dishonest

means. While there are many criteria for flagging an examinee as suspicious, our research focuses

on leveraging eye gaze tracking technology to detect suspicious behavior during examinations.

The reasons for employing eye gaze tracking methods will be discussed in subsection 1.2.1.

While the system described above should eliminate most problems related to the invigilator,

other issues still do persist. A prominent one is that examinees will need a constant internet

connection. One solution to this could be do install the proctoring system locally on each

examinees’ device and let it run on each of their devices during the examination. Although

this does create a larger overhead for the participants, it will eliminate the need of a constant

internet connection. The video feed will can stored and analysed locally. After the exam, it

can be uploaded onto the online exam platform’s server. If the video feeds are too expensive

to upload, another solution can be designed where the locally installed version sends a report

after analysing the video feed locally.
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1.2.1 Eye Gaze Tracking

For our design, we have selected to study eye gaze tracking using appearance based deep learning

models. The reasons for selecting these properties are discussed below.

1.2.1.1 Comparison with Binary Classification Methods

As mentioned above, our method of detecting unfair means is through tracking the examinees’

eye gaze and recognizing cues that would indicate potential cheating or other deceptive practices.

While most other works prefer binary classification [17, 18], these binary classification methods

mainly involve analysing a frame from the video frame and by passing it through a trained

Convolutional Neural Network which will identify cheating or other deceptive practices and flag

accordingly. The main drawback here is that this is not customizable from the end users. After

we develop the system, the people conducting the exams may wish to set their own criteria

for flagging examinees. For instance, looking away from the screen for 1 second or making zig

zag eye gaze patterns outside of the screen. The problem with using a model that uses binary

classification is that changing the conditions for flagging someone is not that easy for these

end users. However, if we design a system that has two modules: 1) the eye gaze tracking

module concerned with tracking where the examinee is looking at and 2) the proctoring module

concerned analysing the output from the gaze tracking module and determining if the data

shows that the examinee is cheating. By separating their concerns into two differnt modules,

we can design the system in a way for the end users to make modifications to the flagging

requirements in the latter module.

1.2.1.2 Comparison with Geometry Based Methods

Geometry based solutions for eye tracking are very common [19, 20, 21]. They involve detecting

the pupil of the subject and using mathematical calculations to project their gaze onto a point

on the screen. The drawback is that it requires a good quality camera with very high resolution

to detect the subjects’ pupils. Recent works have also found that appearance based models

when given enough training data can give accuracy comparable to geometry based solutions

[22, 23]. Thus, if these models were trained with low quality video frames and given that the

training data is large enough, it should produce comparable accuracy.

As for speed, geometry based solutions maybe computationally faster. However deep learning

approaches and CNN-based solutions can be quite fast if the size of the input data is small [23].

This now gives us another criteria: the examinees’ video feed should be of low resolution. If the

size of each frame is small, CNN models can analyse it much faster. An in depth explaining of

CNN models can be found in the appendix section B.4.
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In addition, appearance based or end-to-end based solutions, if trained with the appropriate

data, can account for variances like subjects wearing spectacles, varying pupil color or eye

lenses, and differences in lighting [17, 22, 24]. For geometric models, these variations can

greatly impact their performance. The only way to adapt to such changes is for the developers

to design different methods for their pupil detection and vector projection depending on the

circumstances. For instance, if the subject is wearing spectacles, the the mathematics for

generating a gaze projection from the pupil will differ from that of someone without wearing

spectacles.

1.3 Challenges

1.3.1 Gaze Tracking Challenges

There are a few challenges we need to consider when designing a solution incorporating gaze

tracking. As mentioned in subsection 1.2.1.2, the system will find examinees wearing spectacles

or have different colored pupils [25]. Some may even wear contact lenses. Moreover, the training

of end-to-end models is very expensive, especially without high end hardware [22, 23]. In

addition, our system will be used by students and most students will also not have access to

high end hardware like a GPU [26]. Therefor, our gaze tracking solution needs to be optimized

and have low computational requirements so that a user with an everyday laptop or computer

can use it. The small size of the video resolution will help in this regard, however, that will

require more time to train [22, 23, 25].

1.3.2 Proctoring Challenges

There are also a few issues when it comes to designing a smart proctoring system. Besides

the hardware constraints mentioned above, the examinee may also not have access to a proper

internet connection. When designing the system, we have to consider this possibility and ensure

that the exam can still be conducted even if the examinee is disconnected from the internet.

Besides this, there are other concerns for instance, dependency on camera’s quality and position

[27]. The position of the camera will also play a crucial factor as well [16, 25]. Lastly, there

are also issues regarding privacy and breach of ethics that arises when we wish to monitor

individuals through a camera [16, 27].

1.3.3 Research Challenges

Throughout this research thesis, we have also encountered several challenges that had a sig-

nificant impact on the performance of our models and the outcomes of our experiments. One
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such challenge was the limited availability and size of data sets specifically in the form of video

data with low resolution. The scarcity of these data sets resulted in a shortage of dialogues

for training and evaluation purposes. Another challenge was the computational cost associated

with training and optimizing the gaze tracking models. The models that demanded extensive

computational resources and proved to be computationally intensive. Furthermore, the absence

of high-end hardware for model training significantly increased the costs associated with con-

ducting the experiments. Lastly, our experiments required us to test these models on different

hardware. Installing the model’s dependencies on different computers and running them there

was very time consuming.

1.4 Thesis Contributions

We proposed a system to incorporate gaze tracking into smart proctoring. We discussed how

our designed smart proctoring system will use the gaze tracking module to identify suspicious

behaviour. Also, we have conducted some experiments to find a suitable appearance based

model for this specific system. Finally, we propose a final experiment to test our proposed

system in actual examinations.

1.5 Thesis Outline

This Book is arranged in the given order: In Chapter 2, we have described the background

studies. It contains discussions on the current status of smart proctoring and the status of

online examinations and their proctoring methods. It also then talks about the work that has

already been done on incorporating eye tracking and gaze estimation to invigilate examinees.

In the chapter 3, we then have discussed our proposed methodology in terms of the architecture

of the new system by describing the working mechanism of each module of the system and the

procedure flow. In chapter 4, we discuss the how we designed our experiments. We go through

the designs and objectives of both experiments. After that in the next chapter, we present our

findings and Analysis the results. Finally, in chapter 6, we summarise our findings and research

and and discuss some feature work that needs to be carried out.



Chapter 2

Literature Review

2.1 Smart Proctoring

Online exams have been increasing in popularity according to studies [14, 27]. This is mainly

due to government imposing the necessary restrictions during the COVID-19 pandemic. The

studies [11, 12, 13, 28] show that this has created an opportunity for students to engage in

cheating. The study [14] argues that even after Covid, the popularity of online methods of

conducting exams will still persist because of the many advantages it brings. Thus, there is now

a need to create a system to safeguard against cheating for online exams.

There are many elements in smart proctoring. According to the study [27], they include

• Authentication

• Gaze Estimation

• Learning Management System Integration

• Foreign Object Detection

• Privacy and Ethics

Studies like [16] proposes the following techniques

• Bio metric solutions for authentications

• Object Detection / Audio Segmentation Algorithms to prevent other people from helping

the examines.

• Browser extensions to detect if the examine is looking up anything online

6
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• Tracking gaze to identify if the examine is looking at something else

• Recording the screen share

According to [14], some education providers were initially reluctant to adopt smart proctoring

due to concerns with issues related to integrity and privacy. They also reported that there

are technological barriers. Besides these issues, they found that some factors like the relative

advantage and ease of use will greatly impact the likely hood of adopting smart proctoring.

Other factors mentioned were compatibility with their existing systems to provide a easy process

of integrating it into their current system. They also discuss the need for a trial and error based

approach where they will need to be able observe the impact it will have and be able to make

necessary adjustments to produce the required results.

The study showed that more than 55% of students in the study had a positive attitude towards

their system, while 24% had a negative attitude due to network issues and 21% had a neutral

attitude. They argue that this can be considered a viable alternative to traditional in-person

exams, however more research is needed to fully understand its benefits and limitations. Ac-

cording to [14], Some areas that are still being researched are in the domain of AI-based video

and audio analytics to detect cheating patterns. Other domains include image recognition to

prevent impersonation, alerts based on suspicious behavior, student privacy concerns, etc. It

also discusses the divide between those who favor authentic assessments and those in positivist

or STEM disciplines who prefer exams.

The paper [29] addresses the increasing adoption of remote proctoring and examination software

in education, particularly in response to the COVID-19 pandemic. It highlights three main

concerns associated with these software packages: exam integrity, exam procedural fairness,

and exam-taker security and privacy. To investigate these concerns, the authors conducted a

systematic, technical analysis of proctoring suites used in U.S. law schools and state bar exams,

focusing on the field of law to provide comprehensive insights. They identified four primary

proctoring suites: Examplify, ILG Exam360, Exam4, and Electronic Blue Book.

Through reverse engineering, the authors discovered vulnerabilities in these proctoring suites,

compromising their claimed security. They evaluated the suites from the perspectives of different

adversaries, including law students, students with computer science experience, and experienced

reverse engineers. The analysis revealed that the proctoring suites installed highly privileged

system services with access to user activities, raising concerns about user privacy. Additionally,

the facial recognition classifier used by Examplify to authenticate students showed accuracy

concerns when tested against state-of-the-art classifiers. The authors also found variability in

the performance of the classifiers across different racial groups.

The paper offers recommendations to improve the integrity and fairness of remotely proctored

exams while mitigating privacy risks for students. It suggests privacy-protecting measures
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for proctoring administrators and provides suggestions for vendors to enhance exam integrity

without compromising student privacy.

2.2 The need for Proctoring in Online Exams

The paper [11] provides a comprehensive survey of cheating strategies, cheating methods, and

cheating detection methods in online exams, with a specific focus on the Covid-19 pandemic.

Covering a wide range of cheating strategies, the paper addresses issues such as lack of aca-

demic skills, lack of motivation, lack of self-regulation, lack of moral values, peer pressure,

and perceived benefits and risks. Additionally, the paper describes common cheating methods,

including impersonation, collusion, plagiarism, unauthorized materials, unauthorized devices,

unauthorized software, and unauthorized websites. In terms of cheating detection, the paper

reviews various methods such as biometric techniques (face recognition, iris recognition, finger-

print recognition, etc.), online proctoring (whether human or automated), lockdown browsers,

challenge questions, and text originality checks. Overall, the paper serves as a valuable resource

for individuals ranging from beginners to experts, providing a solid foundation for addressing

assessment dishonesty in online exams and working towards its reduction.

Another case study [12] studied the concerns about cheating during the switch to virtual ed-

ucation due to the COVID-19 pandemic in Spain. To tackle this, the authors performed the

following. They first implemented requests from students for longer time to take exams and

asynchronous availability in a specific undergraduate course. They then analyzed records from

the virtual learning environment to determine if cheating occurred. The analysis was done

through a python tool they themselves developed. Besides that, they also incorporated other

tools like Disco and Py-Cheat to detect evidence of cheating by analyzing the start and comple-

tion times, grades, and IP addresses of students who took the exam. Their results showed that

some students cheated, and the authors suggested focusing on evidence-based assessment in the

future. They concluded that evidence-based assessment is necessary to ensure the integrity of

online exams and recommended improving the integration of the custom tool with databases

and the virtual learning environment to facilitate this.

The study [13] examined whether cheating occurred in online economics courses by comparing

the explanatory power of a prediction model for exam scores between proctored and unproctored

exams. The authors conducted a study using data from two online courses in principles of

economics to examine the relationship between exam scores and student characteristics. The

results showed that the explanatory power of the prediction model was lower for the unproctored

exams, suggesting that cheating was more likely to occur in the unproctored exams. The

authors also analyzed the relationship between student characteristics and exam scores in the

two courses and found that older students and those with higher GPAs had higher exam scores.
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The authors used other methods, such as the Goldfeld-Quandt test and predicted scores based

on the proctored exam model, to support their conclusion. These findings suggest that proctored

exams may be necessary to ensure the integrity of online courses.

The paper [28] delves into the impact of social norms and peer effects on academic integrity

during online exams in the context of the Covid-19 pandemic. Through a randomized field

experiment involving nearly 500 undergraduate students from a major Spanish university, the

paper examines the behavior of students taking an unproctored online multiple-choice exam

without the ability to backtrack. To study cheating behavior, the paper utilizes the variations

in the order of exam problems and collects detailed data with timestamps. The findings of the

study reveal that in the later round of the exam, the number of correct answers to questions

was 7.7% higher compared to the earlier round. Additionally, the average completion time for

questions in the later round was 18.1% shorter than in the earlier round. Interestingly, the

paper also investigates the impact of a reminder of the university’s code of ethics, which was

sent to a subgroup of students midway through the exam. However, the study concludes that

this reminder did not have any significant effect on the levels of cheating observed.

2.3 Proctoring With Gaze Tracking

There have already studies in implementing gaze tracking to achieve a number of specific tasks.

In the study [30], the authors used a convolutional neural network (CNN) to estimate gaze

coordinates using images taken with an unmodified web camera. The data collection method

involved using a desktop application to capture images of test subjects using a built-in laptop

camera while they clicked on different locations on a screen. The subjects sat in front of a

computer screen and clicked on 20 points displayed on the screen in various locations. After

each click, a series of three camera images was taken and stored with information about the

point’s location. The images were then pre-processed and fed into a CNN to predict where on

the screen the subject was looking. The authors used image processing techniques to preprocess

the data and a Viola-Jones classifier to detect faces in the images. They trained and tested

several different CNN architectures on the data set and found that it was possible to predict

human gaze points with reasonable accuracy using an unmodified camera. The results of the

study [30] showed the following.

1. It is possible to predict human gaze points from an unmodified camera with reasonable

accuracy.

2. The best results were achieved when the network was trained on sharpened images and

when the entire face was used as input.



Chapter 2: Literature Review 10

3. The results were not as accurate when using only one eye as input.

4. It was found that using a CNN with a carefully designed topology and hyperparameters

can allow for reasonable results in a real-world environment.

The authors also discussed the potential for future work in this area, including improving the

robustness of the method to lighting conditions and expanding the data set to include a wider

range of gaze locations. However, the study had some limitations, such as classifying gaze points

into 20 areas rather than finding the exact gaze point and a limited number of participants and

data. In future research, the authors plan to address these limitations by expanding the data

set and testing the model on publicly available data sets.

Another paper [18] presents an automated online proctoring system using attentive-net to assess

student mischievous behavior during online examinations. The system uses four components

to detect malpractices: face detection, multiple person detection, face spoofing, and head pose

estimation. The system uses a combination of attentive-net, face net, liveness net, and solvePnp

equation to perform these tasks. The system is evaluated on CIPL data sets and customized

data sets with various types of malpractices. Their system achieves an improved accuracy of

0.87 and demonstrates that it is more accurate, reliable and robust for proctoring system that

can be practically implemented in real time environment as automated proctoring system.

A frame work was also designed in [6] for automated monitoring of candidates during exami-

nations. The system used a webcam to analyse the video frames of the students. The analysis

is done on the students own system, eliminating the need for constant high bandwidth internet

connection. Their designed version of an online proctoring system is showed in Figure 2.1.

Figure 2.1: The architecture designed in [6]
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Some studies have incorporate calibration into their design as well. In the proposed methodology

of [31], calibration plays a crucial role in utilizing eye-tracking technology for online exam

cheating detection. Their system provides online proctoring though the following steps.

1. Eye Gaze Model Calibration: Users calibrate the eye tracker by clicking on red dots, which

helps tune the gaze estimation model.

2. Screen Corner Detection: Gaze readings are taken to determine the screen corners, en-

abling detection of suspicious gazes outside the screen.

3. Continuous Proctoring: Eye-tracking data is continuously collected during the exam to

identify cheating behaviors. A warning is issued if cheating is detected, and a full report

is generated for the examiner.

4. Continuous Proctoring: Eye-tracking data is continuously collected during the exam to

identify cheating behaviors. A warning is issued if cheating is detected, and a full report

is generated for the examiner.

5. Cheating Detection Model: An unsupervised cheating detection engine using OCSVM is

employed to identify outliers in gaze patterns, indicating potential cheating instances.

Overall, calibration ensures accurate gaze estimation and enables the detection of abnormal

behaviors during online exams.

Lastly, the work in [15] proposed three techniques of detecting unfair means. The first technique

focuses on tracking the direction of the students’ heads, specifically when they deviate from

their initial direction towards the exam script. The second technique involves monitoring the

movement of the students’ iris. Lastly, the third technique is utilized to identify contact between

a student’s hands and face, as well as between different students, to detect shared abnormal

behavior.
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2.4 Gaze Estimation

The authors of [14, 16, 27] believe that gaze tracking can be an integral element for any online

smart proctoring system. There have been many works done in this domain. The study [32]

has identified three main ways to perform this task.

1. Geometry-based solutions: use information on eye shape, including eye open-close

states, eye size, and eye color, to determine gaze points. Requires multiple cameras (usu-

ally) and changes in illumination decreases accuracy.

2. Feature-based solutions: attempts to extract distinctive features such as contours, eye

corners, and corneal reflections or glints. Such methods work well in controlled indoor en-

vironments. However, small eyes or facial attachments such as glasses, hats, and eyelashes

can degrade gaze tracking performance.

3. Appearance-based solutions: Inspired by recent developments in object detection and

recognition with deep learning. Recent Appearance-based techniques include convolu-

tional neural networks (CNNs) for gaze estimation. The main advantage is that it can be

used in everyday settings and an uncontrolled environment.

Additionally The paper [23] introduces a novel hybrid neural network model for automatic

detection of depression using 128-channel resting EEG signals. This model combines a 2D

Convolutional Neural Network (2DCNN) and a Long Short-Term Memory Network (LSTM),

enabling it to capture both spatial and temporal features of EEG signals. To evaluate the

model’s performance, a data set of 24 participants with depression and 24 healthy controls is

utilized, employing a 24-fold leave-one-out cross-validation approach. The model achieves an

impressive average classification accuracy of 95.1% and an AUC of 0.98 for detecting depression

in 6-second participant EEG signals. Notably, it also exhibits a 100% probability of correctly

classifying the EEG signals of 300-second participants. Comparatively, the proposed model

outperforms other baseline methods, including Support Vector Machine, K-Nearest Neighbor,

and Decision Tree.

For geometry-based solutions, the research in [19] aims to develop a low-cost, convenient eye

gaze tracking system using a web camera in a desktop environment. The system tracks the

human face in real-time video to extract the eye region and uses virtual reference points and

head movement information to estimate eye gaze. The system was trained using a least-squares

method to transform pupil position to screen coordinates and can estimate gaze location in

real-time. The system uses Haar Cascade face detection and eye detection and is able to remove

spurious detections using known face geometry to produce reliable bounding boxes around the

user’s eye. It also uses a gradient-based method to find the pupil center within the bounding
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box for each eye and calculate the gaze direction. The system was tested and found to have an

average error of approximately 5-25 cm in favorable conditions.

Another much older work can be found in [21], where they propose a system that utilizes the

stationary position of the webcam relative to the head to accurately track eye movement. The

proposed approach starts by applying a dynamic threshold to binarize the image, then extracts

geometric features of the eye from the binary image. Using an estimation method based on the

geometric structure of the eye, the positions of the two eye corners are detected. Subsequently,

the center of the iris is located by comparing image contours with an iris boundary model.

Finally, using the relative position of the iris center and eye corners, the position of where the

eye is looking on the monitor is calculated. This system is cost-effective as it only requires a

low-cost webcam and a personal computer. The experimental results demonstrate the ability

of the proposed system to accurately detect eye movements in real-time.

Feature-based solutions include [20] which proposes a system that can be used with a general low-

resolution webcam. The paper explains that traditional research methods for eye tracking often

use expensive equipment or infrared-based techniques. However, with the increasing need to

analyze user behavior by tracking eye attention in general applications, it is no longer practical

to use these traditional methods. The paper describes the techniques used in the proposed

system, including an illuminance filtering approach to remove the influence of light changes,

a hybrid model combining the position criterion and an angle-based eye detection strategy to

locate the eyes accurately and efficiently, and the use of the Fourier Descriptor to describe the

appearance-based features of eyes compactly and the Support Vector Machine to determine the

eye-gaze position. The paper claims that the proposed algorithms have high performances with

low computational complexity

Another feature-based approach is used in [33]. The paper presents a method for real-time

eye gaze tracking using a low-cost webcam in a desktop environment. Their proposed system

tracks the human face in real-time video sequences to extract the eye regions, combines intensity

energy and edge strength to locate the iris center, and uses a piecewise eye corner detector to

detect the eye corner. A sinusoidal head model is used to simulate the 3-D head shape, and an

adaptive weighted facial features algorithm is used to estimate the head pose. The eye gaze is

then tracked by integrating the eye vector and head movement information.

Finally, as for appearance-based solutions, there has been a significant amount of research in

recent years, particularly with the advent of deep learning and neural networks. One notable

example is the work by [1], which trained a Convolutional Neural Network (CNN) using low-

resolution (VGA quality) images for mobile applications. To train the model, the team created

their own data-set through crowdsourcing. Other studies, such as [32] and [34], have built upon

this work using techniques such as Long Short Term Memory (LSTM) networks to improve

computational efficiency and add other features like estimate the distance from the screen.
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Overall, these studies demonstrate the potential for using deep learning and neural networks to

improve the accuracy and efficiency of appearance-based solutions for eye-gaze tracking.

The research in [35] focuses on improving the accuracy of gaze point estimation by using videos

as input data, rather than just images, and incorporating both spatial and temporal features. A

convolutional neural network (CNN) is used to extract spatial features, while a long short-term

memory (LSTM) network is used to capture temporal features. The resulting CNN Concatenat-

ing LSTM network (CCLN) is tested and optimized using various techniques. The study also

proposes a method for constructing data sets of videos for gaze point estimation and compares

the performance of the CCLN model with existing CNN-based methods using these data sets.

The results show that the proposed CCLN model performs better than other methods, with an

accuracy of 93.1% for the best model and 92.6% for the general MobileNet model.

The study [36] investigates the use of unmodified web cameras to track a person’s gaze for low-

cost eye tracking. The authors trained and tested a convolutional neural network (CNN) with

various architectures using images from web cameras. They found it possible to predict human

gaze points from an unmodified camera with reasonable accuracy. They created and tested a

data set collected in natural, uncontrolled environments using standard laptops and webcams.

Future research aims to address the limitations of the current study, including utilizing publicly

available data sets and expanding the data set.
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Proposed Methodology

Our methodology involves studying existing literature and designing a proctoring system that

satisfies our requirements. By accurately tracking the examinee’s gaze, the system should

possess the capability to predict instances of cheating. Our overall design is discussed in section

3.1 where the we discuss how our two primary components: the gaze tracking module and

the proctoring module interact together to flag suspicious behaviour. Our system relies on a

calibration system, which is also discussed in depth in section 3.2 The criteria for detecting such

unfair means is also discussed in section 3.3. Furthermore, in addition to accurately tracking

the examinee’s gaze, it is essential for the system to provide fast predictions with minimal

latency. This will ensure that potential instances of cheating can be swiftly identified and

flagged. Besides these two main requirements, our system should be usable by the every day

general student. Therefore, the algorithms used to track the gaze and eyes should be optimized

for any everyday computer’s processor. This is also discussed further in section 3.4, Finally, we

also discuss in-depth how the gaze tracking module will work and what are its requirements in

section 3.5.

15



Chapter 3: Proposed Methodology 16

3.1 Overall Architecture

Our proposed research aims to establish an environment where the examinee can use their web

cam to send a video feed to our system which will then predict if the person in question is

attempting to cheat. The setup involves strategically positioning a webcam in front of the

subject to ensure continuous capture of their entire face throughout the examination period.

To facilitate real-time unfair means detection, the software application will need to be installed

locally onto the examinee’s system as discussed in section 1.2. This will enable the analysis

of data in real-time within the examinee’s own environment without the need of a constant

internet connection or external invigilation.

The architecture of our system can be divided into two parts

1. The Gaze Tracking Module

2. The Proctoring System

The design of the gaze tracking module is illustrated in figure 3.1. The web cam is placed

directly above the screen and sends real-time video feed to the gaze tracking module. The

module does some pre processing for each individual frames received from the web cam and

puts it into the gaze tracking model. The pre-processing or preparation of each frame can differ

due to the gaze tracking model or algorithms used. The output from these models will always

be the x and y coordinates of the examinee’s gaze respective to the camera’s position.

Figure 3.1: The Gaze Tracking Module
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Next, figure 3.2 shows how the proctoring system works. It will take the gaze points from the

gaze tracking module and predict whether the examinee is cheating. It will need to make these

predictions in real-time as well. To make these predictions it will analyse the subject’s gaze

points and identify cues of unfair means. To identify the cues, the system needs to be calibrated

so that it knows the thresholds related to the verices of the screen and script. From there,

it generates a restricted zone which is the region where the examinee’s gaze should not be in.

When the gaze does fall there, it will check if it satisfies any of the criteria for unfair means

which are, as shown in the figure, time, frequency and regression pattern.

Figure 3.2: The Proctoring System

Following the conclusion of the exam, a comprehensive report can be generated and shared with

the examination organizers, providing detailed insights into the level of suspicion detected in each

subject. This report encompasses a comprehensive analysis of the collected data, highlighting

any abnormal behaviors or potential instances of cheating identified during the examination.

By providing such a detailed report, the system offers valuable information to the organizers,

enabling them to make informed decisions regarding further investigation or actions as necessary.

The generated report serves as an essential tool for maintaining the integrity and fairness of the

examination process, ensuring that appropriate measures can be taken based on the identified

suspicious activities.
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3.2 Calibration

As discussed in subsection 1.2.1.1, our study will only involve detecting unfair means through

tracking the subject’s gaze. There have already been many works featuring the characteristics

of subjects attempting to cheat. One of the most reliable method is to track if they are looking

beyond a certain threshold [31]. Our system could track their gaze and flag them as suspicious

if their gaze falls out of a certain bounded range. However setting a general range can be

quite difficult due variations in the device and environment of the test takers. For examples,

some examinees will have a smaller screen while some may seat further away from their table.

To account for such variations, we propose a simple calibrating method. We will first ask

the participant to calibrate the proctoring system and the system will ask them to look at

specific points, first on the four vertices of their screen, and then on the four vertices of their

exam scripts. Figure 3.3 shows the four corners the user will look at and how the system will

generate a bounded restricted zone around it. The user will be asked to to look at each of

the calibration points and press a button to prompt the system to generate a marker at that

point. The four vertices identified can be considered as “magic pixels” as they are the points

we are most concerned about. The region beyond these points is where we will want to identify

characteristics of unfair means.

Figure 3.3: Generating restricted region around the screen
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While there are some works that used calibration to find “magic pixels” at the vertices of the

screen to generate a resticted zone [31], there is not that many that address hand-written script

based examinations. For such scenarios, we propose that we do the same for the script as well,

i.e., calibrate it using the proctoring system to find the vertices of the script. This is illustrated

in figure 3.4. When all four vertices of the screen are recorded, the system will then ask the

examinee to look at the four vertices of their exam scripts exam scripts in a similar way. It will

then record the four vertices of the exam script and generate the required bounded regions as

shown in the figure.

Figure 3.4: Generating restricted region around the script

It should be noted that for both process of calibrating for the sceen and script, there is a region

marked as “Margin of Error”. This region allow the gaze tracking model to make errors and its

size will directly correspond to the used gaze tracking model’s accuracy.
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3.3 Unfair Means Detection

Now that we have defined the restricted region, the subsequent step is to accurately distinguish

between genuine instances of examinees looking away from their screens or scripts and situations

where cheating might be occurring. It is imperative to defferentiate between the two as an

innocent gaze movement outside the screen can occur and create false positives. Below, we

discuss some cues that can be used to determine if the subject in question is actually cheating

when their gaze falls in the restricted region.

3.3.1 Time Restrictions

In order to avoid falsely flagging examinees as suspicious for momentary gaze in the restricted

region, it imperative to implement a time restriction mechanism. This time restriction defines an

acceptable duration for the user’s gaze to remain within the restricted region without triggering

suspicion. A paper designed their own proctoring system suggests that the time period should

be longer at around 1 to 3 seconds [15]. Another work suggests that a time duration of 1 second

should be considered as noise [31].

By incorporating this time restriction, the proposed system ensures that only prolonged or

sustained periods of gaze within the restricted region are considered as potential indicators

of suspicious behavior. This approach aims to strike a balance between accurately identify-

ing suspicious activities and minimizing false positives, thereby enhancing the reliability and

effectiveness of the cheating detection system.

3.3.2 Frequency

This is the number of times the examinee’s gaze was on the restricted region during a period of

time. This period of time can be set to around 1-2 minutes.

3.3.3 Regression Patterns

It is also important to note that reading causes the eyes to move in a certain pattern similar to

regressions [37]. This regression pattern is explained more so in-dept in the appendix section

A.1. Therefor, our system could also be implemented to flag such patterns if they do occur in

the restricted zone as that would clearly mean that the examinee is reading some sort of textual

information placed there.
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Hence, to enhance the effectiveness of our proctoring system, it is essential to implement a

mechanism that flags examinees when their gaze repeatedly performs regressions or exhibits

similar movements within the restricted zone.

3.3.4 Gazes outside the Natural Viewing Range

The typical human has a viewing angle of around 120° horizontally and 130° vertically [38]. A

typical human can see between these ranges without moving their head pose. A more detailed

expansion of human virwing angle can be found in appendix section A.2. Thus, if any examinee

tries to look beyond these ranges, it should indicate that there is a specific object of interest

that requires attention. This, however, does not necessarily indicate an attempt at academic

dishonesty. Some works suggest that issuing a simple warning at first should suffice [6, 30].

Repeated attempts should, however, be flagged as suspicious.

3.3.5 Overall Criteria

Using the above thresholding criteria, we can use generate an equation to predict if the examinee

is cheating. We will denote this prediction as P . During the whole exam session, the system

will keep track of the examinee’s gaze and look for certain criteria.

P = W1.t+W2.f +W3.NR +W4.NH

The first cirteria is the total time the gaze was in the restricted zone in a predefined time period.

This variable can be denoted by t. Do note that momentary gazes of less than 1 second on the

restricted zone should not contribute to this time [31]. Next is the amount of times the gaze

was in the restricted zone within the time period. This is denoted by f . Momentary gazes of

less than 1 second should be ignored here as well. We wiil also look for regression patterns in

the gaze when it is in the restricted zone. The number of times regression movements were

detected can be denoted with NR. Finally, we will also count the number of head movements

during this period. This can be denoted by NH . All these variable are used to construct the

equation above. The values of the weights W1,W2,W3 W4 will need to be determined through

a series of experiments that will be discussed in the following chapters.
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3.4 Need for Optimisation

Our proctoring system should be designed to run on any system, even those with low-end hard-

ware. Most students do not have high quality cameras. A survey also revealed that students at

a particular university rarely have GPUs or other high-end hardware [26]. Therefore, it is im-

perative that our system should be able to track the subject’s gaze with reasonable accuracy and

speed even while keeping the hardware requirements low. This will require very computationally

optimized algorithms.

3.5 The Gaze Tracking Module

The gaze tracking module is an appearance based end-to-end model neural network. An expla-

nation of an end-to-end neural network can be found in the appendix section B.3. It will be

given a frame from the examinee as an input and will output the coordinates or vector location

of the examinee’s gaze in that respected frame. Our proctoring system will take these frames

as inputs and determine if the examinee is attempting to partake in dishonest means.

The module will run locally along with the main proctoring system. This means that any

everyday laptop or desktop should be able to run it and have an acceptable performance. Our

criteria for performance are accuracy and speed. Accuracy is the measure of how close the

predicted gaze is to the true gaze and speed is the measure of how fast the module is analysing

each frame. It should be noted that very accurate deep learning models have more layers

and neurons, and so, usually take longer to process images. Similarly, if speed is required,

less layers and neurons would work, however accuracy would be traded off. To find the right

balance between these two and make sure it runs on low-end hardware, we conducted a series of

experiments with different appearance based gaze tracking models. We will discuss about these

experiments in the next sections.
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Experimental Design

Our research requires a few experiments. The first is to find the appropriate gaze tracking

module. Next, we have to create a prototype of our proposed design and train it using real

time data from actual exams. Lastly, we will then have to conduct a usability study on our

implemented system.

For the first portion of our experiment, where we had to searched for the most appropriate gaze

tracking model. we established the following requirements: that it has to be accurate and fast

enough to process the frames in real-time. However, we also need to keep it affordable for those

who do not have high-end hardware. It is quite unreasonable to assume that most students have

high end hardware like GPUs or high resolution web-cams. Our experiments involved selecting

a set of publicly available end-to-end gaze tracking models and measuring their accuracy and

speed. Accuracy is a measure of how close the predicted gaze point is compared to the actual

gaze point. Speed on the other hand is the measure of how fast the the module is analysing

each frame. Furthermore, we also had to verify if the speed is relatively acceptable when run on

different systems with different hardware specifications to make sure that students with low-end

computers would be able to run it locally. Section 4.1.1 describes how we setup our experiments

and Section 4.1.2 discusses the the gaze tracking models that were used for our said experiment.

Section 4.1.3 contains a brief explanation of the matrices we defined for our experiment. Section

4.1.4 discusses the data sets and section 4.1.5 briefly summaries how we trained and tested our

model on the different systems.

The second portion of our experiment involves a prototype of our system. We will conduct a

controlled experiment with simulating actual online examinations and have train our proctoring

system to predict if the examinee is attempting to cheat using the features discussed in the

previous chapter. We will set the values of the weights for each unfair means feature through

logistic regression. Details can be found in section 4.2. Afterwards, we will take our system and

use the weights we found and conduct a usability study. Details for this are in subsection ??.

23
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4.1 Experiment 1: Gaze Tracking Module

This is the experiment we conducted to find a suitable gaze tracking model that satisfied our

requirements. The following subsections discuss how we planned and designed this portion of

our work.

4.1.1 Methodology

To set up the environment for evaluating the accuracy and speed of our trained gaze estimation

models on different computers, we followed the following these steps:

1. Hardware Selection: We selected a set of diverse computers with varying specifications

that could to represent a range of hardware configurations. Considering factors were

processor speed, RAM capacity, and graphics capabilities. For our experiment, we selected

the following systems.

(a) R5 2600 + RTX 2060, 16 GB

(b) i5-12400 + RTX 3060, 32 GB

(c) R5 2600, 16 GB

(d) i5-6600km 32 GB

(e) i3-3300M, 8 GB

2. Model Selection: We selected two publicly available models being iTracker [1] and L2cs-

net: [2]. We will go more in detail about these two gaze tracking models in section 4.1.2.

These two models were tested on the above systems and then their performances interms

of accuracy and speed were compared.

3. Defining the matrices to measure: We defined which matrices to measure for each

model. The method for selecting these have already been discussed in-depth.

• Accuracy

• Speed

• Optimization

4. Data Set Selection: We had to select a common data set on which all of our models

were to be experimented on. Section 4.1.4 will go more into detail about the publicly

available data sets and which one was used.

5. Model Deployment: Transferring the trained proctoring models to each computer. We

had copied the model to each computer, ensuring that the models are compatible with

the deep learning framework and version installed on each computer.
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6. Analysis: After we recorded our observations, we analysed our data to draw conlusions.

Our findings can be found in the following chapter 5.

4.1.2 The Gaze Tracking Models

As mentioned, we used two models in our experiment: iTracker [1] and L2cs-net [2]. The

following is a brief discussion of the architecture of the these two models.

4.1.2.1 iTracker [1]

The Itracker model was designed for mobile phones and thus is intended to run on very low

hardware requirements. It uses extracts the regions of interest from the frame, namely eyes

and face, and passes it through its variation of the Convolutional Neural Network (CNN). The

end-to-end neural network then output the the gaze points for each frame. Figure 4.1 illustrates

how the model works.

Figure 4.1: Overview of the iTracker Gaze Tracking Model [1]

The model uses a two-stream achitecture, where appearance and shape information are processed

seperately and then concatenate and put into the model as input. This allows the model

to utalize both appearance details aswell as the global facial structure, leading to improved

accuracy.
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4.1.2.2 L2CS-Net [2]

The L2CS-Net model uses the ResNet50 model as its base. Details about the ResNet50 model

can be found in the appendix section B.7. It uses this model to generate the spatial gaze

features from the frames and uses these to predict the horizontal and vertical angles separately.

It also uses a probability algorithm to calcualate the likely hood of the values it predicts and,

after getting the actual values, uses the mean square error for the backward propagation. This

architecture is illustrated in Figure 4.2.

Figure 4.2: Overview of the L2cs-net Gaze Tracking Model [2]

It should be noted that this model has two separate loss functions for the vertical and horizontal

error calculation. Each loss function starts with a softmax layer to convert the network output

logits into a probability distribution. Afterwards, a cross-entropy loss is used to calculate the

binary classification loss between the output probabilites and the target binary labels. Next,

we calculate the expectation of the probability distribution and use that with the actual values

found to calculate the mean square error. We add this mean square error from the predictions

into the classification loss.
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4.1.3 Evaluation Metrics

4.1.3.1 Accuracy

Accuracy score in machine learning is an evaluation metric that measures the number of correct

predictions made by a model in relation to the total number of predictions made [39]. We

calculate it using the equation below.

Accuracy =
Number of Correct Predictions

Number of Predictions

4.1.3.2 Speed

This is another evaluation measure of the rate at which the model makes predictions per unit

of time. For our experiment, we will be using a series of frames as input and the output will be

the prediction it makes. We will measure this with the number of processed frames per second

or FPS.

FPS =
Number of Processed Frames

Time Taken

4.1.3.3 Optimization

This is the measure of how well the model performs given the resources it has and is mainly

used to describe the extent to which the performance will be constant when hardware resources

are low. Our experiment requires us to make sure the gaze tracking model works on all system

and especially on ones with low hardware requirements as discussed in 3.4. We measured it

by running the tests on a set of different systems with varying hardware specifications and

analysing the extent to which the performance matrices, i.e. Accuracy and Speed decreased.

4.1.4 Data Sets

The data sets used in our research include the Idiap data set, MPIIFaceGaze data set, and

GazeCapture data set. These data sets provide valuable recordings of eye movements and gaze

patterns from multiple participants, captured under various conditions. They have been widely

used for training and evaluating gaze tracking algorithms and have contributed to advancements

in the field of gaze estimation.
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1. GazeCapture [1]: The GazeCapture data set is a large-scale data set collected by re-

searchers at MIT. It consists of recordings from over 1,100 participants, captured using

mobile eye-tracking devices. The data set includes a wide range of head poses, differ-

ent lighting conditions, and various indoor and outdoor environments. The GazeCapture

data set has been widely used to train deep learning models for gaze estimation and has

contributed to advancements in the field.

2. IDIAP [40]: The IDIAP Data set is a widely used data set for gaze estimation research.

It consists of recordings of eye movements from multiple participants captured using eye-

tracking devices. The data set includes various conditions such as different head poses,

illumination variations, and occlusions, making it valuable for training and evaluating gaze

tracking algorithms under different scenarios.

3. MPIIFaceGaze [41]: The MPIIFaceGaze data set is another popular data set used for

gaze estimation research. It was collected at the Max Planck Institute for Informatics

and contains eye images and head pose of a wide variety of participants from a front

camera. The data set includes recordings of 15 participants performing daily activities,

providing a diverse range of real-world gaze patterns in a very controlled environment. The

MPIIFaceGaze Data set has been widely used for training and evaluating gaze estimation

models.

MPIIFaceGaze data set which is based on the MPIIGaze data set, with the additional human

facial landmark annotation and the face regions made available. Facial landmarks annotations

were conducted in a semi-automatic manner as running facial landmark detection method first

and then checking by two human annotators. The pupil centers were annotated by two human

annotators from scratch. The reasons for selecting this data set is discussed below.

• Diversity and Real-world Scenarios: The MPIIFaceGaze data set is known for its

diverse set of real-world scenarios. It includes recordings of 15 participants engaging

in various daily activities, providing a wide range of gaze patterns and environmental

conditions. If your research aims to develop gaze estimation models that perform well in

real-world scenarios, the diversity and realism of the MPIIFaceGaze data set may be a

significant advantage.

• Head-mounted Camera Perspective: Unlike the Idiap and GazeCapture data sets,

the MPIIGaze data set captures eye images from a head-mounted camera perspective.

This perspective can provide a more natural and realistic representation of gaze behavior

in real-world settings. If your research focuses on gaze estimation from a head-mounted

camera perspective, the MPIIFaceGaze data set would be more suitable.
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• Variances in Participants The data set contains a very wide range of participants for

example, people with spectacles or contact lenses. There are even a considerable amount

of frames with the participants looking away from the screen.

• Data Set size: It consists of recordings from 15 participants, and each participant’s data

contains approximately 37,667 face images.

4.1.5 Model Training

In order to train the two models iTracker and L2cs-net, we pulled the codes available. A study

re implemented the iTracker model to be used on the MPIIFaceGaze data set [42] and we used

their version of the code for our experiments. We had to use this code to train the model and

using that model, we tested it against different systems.

For the case of the L2cs-net had a repository with a pre-trained model available and the required

code already implemented to work on the MPIIFaceGaze data set. We simply had to follow

the instructions on how to setup the pre-trained model and test it out. Similar to the previous

model, this had to be done on the systems mentioned.
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4.2 Experiment 2: Determining the weights of the Unfair Means

Features

We have previously established that our proctoring system can predict if the subject is cheating

using the following equation.

P = W1.t+W2.f +W3.NR +W4.NH

Here, P is the prediction of the subject attempting to cheat in that frame. t denotes the total

duration the subject was looking outside the bordered regions in a period of 1 minute. f denotes

the number of times the subject has looked beyond the bordered regions within a period of 1

minute. Lastly, NR is the number of regression movements detected and NH is the number of

head movements for looking very far away from the screen. both in the period of 1 minute. The

following experiment is designed to determine appropriate values for the weights of each of the

above features, i.e., the values for W1,W2,W3 and W4.

This can be done through either linear regression or logistic regression. More information about

both of them can be found in appendix section B.1 and B.2. We are proposing logistic regression

as the value of P is categiral, i.e., has 2 discrete values of cheating or not cheating. We would

re-model our initial equation for logistic regression as shown.

P =
1

1 + e−z

where z = W1.t+W2.f +W3.NR +W4.NH

To perform this, we will need a considerable amount of data. Due to the unavailability of

such datasets, we will have to gather the data on ourselves. This involves gathering atleast 20

participants and have then take part in an online examination. We will ask a few of them to cheat

and label their data likewise. This controlled experiment will produce the required data and our

proctoring system will look for the unfairness features and use them to predict if the participant

is cheating. Our logisctic regression function should help determine the appropriate weights

for each feature. With this done, we will then conduct a usability study for our implemented

system. The usability study will involve another round of participants different from before and

we will ask them to give an online exam. We will also ask a few to cheat as well.

The final task is to evaluate if our proposed proctoring system is suitable for online examinations.

To do so, we would have to conduct a usability survey with another different group of users.
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Results Analysis & Discussions

In the previous chapter, we designed two experiments. First, an experiment to find a suitable

appearance based gaze tracking model for our proctoring system. We identified the parameters

we will use to evaluate the models and how we used them to design our experiments.

In this chapter, we present an in-depth analysis of our experimental findings and a discussion

on which model would be suitable for gaze tracking in our proctoring system. Section 5.1 show

our actual results for each of our models in a tabular format and discusses said implications.

Our experiments saw that while it simple to make conclusion on which models gives more

accuracy or which one performs faster, the degree of optimization is much more difficult to

measure. We proposed to run the models on different systems with varying hardware capabilities

and found that there are a few anomalies. These will be discussed in-depth in section 5.1.3.

For the second experiment, we discussed how we will define the weights for our features when

predicting if an examinee is cheating. Section 5.2 discusses our findings concerning this.
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5.1 Experiment 1: Gaze Tracking Module

Here we discuss our findings where we try to find a suitable gaze tracking model for our proc-

toring system. We had to carry out our experiments for two set of models: the iTracker Model

[1] and L2cs-net Model [2]. Details about our experiment are discussed below.

5.1.1 iTracker [1]

The table 5.1 below summarises our findings for the iTracker model. The initial iTracker model’s

implementation was intended for another data set, however we found another work that imple-

mented it for training and testing this model architecture on the MPIIFaceGaze data set [42].

They also had this code available in a public repository [43]. We used their version of the model

to conduct our experiments.

System Epoch Learning Rate FPS Error (cm)

rtx 2060 + r5 2600, 16GB 10 13.6 2.4932
rtx 3060 + core i5 12400, 32GB 10 15.4 2.5865

r5 2600, 16GB 10 12.5 2.6455
core i5 12400, 32 GB 10 0.0001 10.2 2.5357

i3-3300M, 8 GB 10 8.4 2.7664
[42] 25 - 2.3

Table 5.1: Comparison of the iTracker model ran with different configurations

We trained the model using the MPIIFaceGaze data set for 10 epochs with a learning rate of

0.0001. The error rate for each system in centimeters and they are the average Euclidian distance

of the prediction point from the actual gaze point. The latency, measured in the number of

frames processed per second (FPS) is calculated by setting the batch size to 1 and measure the

number of outputs the model produces per second.

The first experiment used an R5 2600 processor and an RTX 2060 graphics card with 16Gb

of RAM and this system resulting in an fps of 13.6 and an error rate of 2.4932. The second

experiment used an i5-6600K processor and an RTX 3060 graphics card, resulting in an fps of

15.4 and an error rate of 2.5865. The third and fourth experiments used only the processors of

the first two, but without the graphics cards using the cpu version of PyTorch, and achieved

lower FPS as shown in the table above.

The final row of the table provides an ”expected value” according to a study [42], which sug-

gests that the expected fps for a model trained for 25 epochs should produce an error rate of

approximately 2.3. They, however, did not measure the speed or any metric related to FPS.



Chapter 5: Results Analysis and Discussions 33

5.1.2 L2cs-Net [2]

This model predicted the gaze angle instead of the a Cardasian point. Furthermore, they

predicted the horizontal and vertical angle separately. A more detailed summary of the inner

architecture of this model can be found in section 4.1.2.2. Their work also included a repository

[44] of their implementation where they also inlcuded a pre-trained model. The results of running

this pre-trained model on different systems for our experiment are shown below in table 5.2.

System Epoch LR FPS Vertical Error (Deg) Horizontal Error (Deg)

rtx 2060 + r5 2600 10 32.4 7.5 7.1
rtx 3060 + i5 6600k 10 61.7 8.2 7.9

r5 2600 - - - -
core i5 6600k - 0.0001 - - -

i3-3300M, 8 GB - - - -
[2] 50 - 3.96 3.92

Table 5.2: Comparison of the L2CS model ran with different configurations

As shown in the table above, the model is only runnable on systems with a GPU. This most

likely because ResNet50, the architecture which this model is based on, is computationally very

expensive (see appendix section B.7. Therefor, this model, although shows very high results

for systems with GPUs (around 32 and 61 FPS), it is not computationally efficient on low-end

systems. This makes it unsuitable for our proctoring system as one of our requirements was

that it needs to be optimised for all types of systems.

5.1.3 Analysis

The primary objective of our experiments was to find a suitable gaze tracking model for our

proctoring system. We had outlined our requirements and conducted a few experiments to

compare two gaze tracking models. The second one, L2cs-net had a very low error rate (both

vertically and horizontally) and an extremely good FPS rate. However, it failed to run on

systems with lower hardware resources.

The iTracker model also produced error rates considerable to the L2cs-net model. The only

notable difference was that it was much slower on when testing on high-end systems. However,

it did also run on the lower-end systems which the L2cs-net could not do. Furthermore, the

iTracker was able to keep the FPS rate almost consist ant (8-15 FPS) across all systems it was

tested against.

Because of all these reasons, the iTracker is the superior choice for our proctoring system.
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5.2 Experiment 2: Determining the weights of the Unfair Means

Features

This portion’s objective is to define suitable values for W1,W2,W3 and W4 for the equation

below. Details about the equation have already been discussed when we desgined it in the

previous chapter.

P = W1.t+W2.f +W3.NR +W4.NH

Unfortunately, there are no publicly available datasets where people participate in online exams

and try to cheat. Therefor, we are required to create our own dataset by gathering 20 partic-

ipants and put them in an environment for an online examination. We will then have some

of them cheat and label them accordingly. This dataset will be required to perform logistic

regression to determine the weights.

Gathering 20 volunteers and conducting a fully simulated online exam will take considerable

effort and time. We are opting to do this portion of our experiments in the future with the

necesasy resources.
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Conclusion and Future Works

Through extensive research and analysis, we have proposed a design for a comprehensive proc-

toring system that leverages eye gaze tracking technology to detect suspicious behaviors during

examinations.

Our design emphasises on modality, enabling a clear separation of concerns between the overall

proctoring system and the gaze tracking aspects. This design brings many aspects to the system

like flexibility, scalability and maintainability. By keeping the gaze tracking as a separate mod-

ule, developers and end-users can make adjustments to the overall proctoring system without

having to change the complex end-to-end deep learning model. We have also discussed why this

system needs to be installed locally on each examinee’s system and have placed great emphasis

on optimising the algorithms to ensure that it can run on any system, as students rarely have

high-end computers.

In terms of detecting suspicious behaviour, we have highlighted the significance of accurately

tracking and interpreting gaze movements within restricted regions. We have discussed how to

generate these restricted regions for each individual examinee and have then set up restrictions

on this region to further remove false positives.

Furthermore, out research also includes some experiments to determine a suitable algorithm for

our gaze tracking model. We have defined our requirements, namely accuracy and speed and

have discussed why these are necessary. We then further combined these requirements with the

system requiring very optimised algorithms to determine the third requirement. We selected

two popular gaze tracking models that are publicly available and tested them on a set of systems

with varying hardware. We then analysed our findings and drew conclusions about which of

them is more suitable in our scenario.

35



Chapter 6: Conclusion and Future Works 36

We also discussed how the features related to unfair means, like the duration or number of

times the examinee looks away from the screen, relate to predicting if the examinee is actually

cheating. We have also desinged an experiment to determine the weights of each of these

features.

In conclusion, the research contributes to the field of academic integrity by presenting a proactive

solution to combat exam malpractice through the integration of eye gaze tracking technology

into a comprehensive proctoring system.

6.1 Challenges

There are a few challenges for the system we designed. Firstly, the test-taker could simply be

staring off into the other direction without any dishonest intentions. A warning issue could be

implemented after a certain time restriction, however, other analysis would need to be done if

this is too distracting from the exam or if this alert would pop up by any error from the gaze

tracking model.

Another issue is that the space between the screen and script. That test-taker can simply put a

device there. One option is to mark that zone as warning zone if the proctoring system detects

prolonged gaze there. However, this still needs to be verified as it could potentially produce a

significant number of false positives.

We only tested two gaze tracking models. More models need to be considered and experimented

on to find one much more ideal to our scenario. We also only conducted tests on 5 systems. A

much larger set of systems need to be used.

Lastly, we have only designed the second experiment. Due to time constraints, it was difficult

to gather 20 participants and conduct an online mock examination. We will have to perform

this experiment in the future and determine the weights for the features that we have defined.

Afterwards, we will have to conduct a usability study on this system as well. Due to time

constraints, these tasks are yet to be fulfilled.
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6.2 Future Work

As mentioned in the previous section, more research needs to be carried out on to find a much

more suitable gaze tracking model. Their performances also needs to be tested against a larger

set of systems.

Besides that, there is also the issue of the space between the screen and the exam script. More

research needs to be done to find a suitable solution. Other issues involve incorporating other

signs of cheating and how to use gaze tracking to detect them.

Factors such as hardware requirements, user acceptance, and privacy concerns will also require

careful consideration and continuous improvement. Further research and development in these

areas will contribute to the refinement and effectiveness of our proctoring system.

Besides that, we have mentioned that we are yet to perform our second portion of our experi-

ments. This will involve gathering 20 participants and conducting a mock examination. We will

them have to generate our own dataset and use it to determine the suitable weights for each of

the features for detecting unfair means. Afterwards, our system will need to undergo usability

tests to determine if it is suitable for actual examinations.

Lastly, whenever the issue of monitoring students through video feed is appears, there are always

issues with privacy and breach of ethics. Further research in these domains are also necessary

to fully present our proctoring system as a working solution for online exams.



Appendix A

A.1 Eye Movements when Reading

According to [37], during reading, the eye makes jerky movements called saccades followed by

fixations. Perception occurs during the fixation periods, which account for approximately 94%

of the time elapsed. The eye moves backwards over the text as well as forwards, in what are

known as regressions. A study carried out in [45] also claims that if the text is complex there

will be more regressions as well. This is because more complex words have more data that needs

to be retrieved and therefor, more backward movement to provide the human brain with the

necessary information.

Research in [7] shows that reading detection can be achieved in two ways. First by analyzing

eye movement patterns through looking for fixations, saccades, regression and return-sweeps.

These cues are shown in the figure below.

Figure A.1: Eye Movement during reading [7]

Now consider if a person is trying to read a piece of text that requires a considerable amount of

effort to understand. They will try to re-read it multiple times and hence this will cause their

eyes to move backwards over the text.

38



Chapter 6: Conclusion and Future Works 39

A.2 Natural Human Viewing Angle

According to [38], the whole human viewing angle is about 180° horizontally and 130° vertically.

Each eye’s individual field of vision covers only about 120° horizontally and by combining both

eyes, a human can cover 180°.

Figure A.2: Vertical Viewing Range

Figure A.3: Horizontal Viewing Range

It has been observed that humans will usually tilt their heads to keep the viewing distance

similar for both eyes. Thus, to look at anything that is outside of 120° horizontally, they will

almost always tilt their heads to do so. Similarly, they will also move their heads to look at an

object that exceed the vertical viewing angle of 130°.

Additionally, [38] also states that when a human focus on tasks that requires more visual angle,

can be read only by fovea - a part of the eye located in the middle of the Macula on the retina.

This fovea’s view is around from 1°to 5°from the human view eye.
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B.1 Linear Regression

Linear regression is simple yet powerful algorithm used in data science. It uses supervised

learning methods to simplify the relationship between variables into a linear form [9]. It is

typically used for relationships that are continuous in nature. For example, below is simple

relation between an independent variable and a dependent variable.

Figure B.1: Simple Linear Regression [8]

Linear regression is the process of determining a linear relationship between the two variables.

It involves producing a best-fit line through the points given as shown in the figure above.

The line is usually in the form of Yi = β0 + β1X1 where where Yi = Dependent variable, β0

= constant/Intercept, β1 = Slope/Intercept, Xi = Independent variable [8]. To produce this

best-fit line, we try out different values for β0 and β1 and try to minimize the error found. A

detailed break down of the terminologies is illustrated in the figure on the next page.
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Figure B.2: Simple Linear Regression Terms [8]

In regression, the difference between the observed value of the dependent variable(yi) and the

predicted value (ypredicted) is called the residuals [8, 9]. There are numerous types of error that

can be used to find the best fit line. One of the most popular one is the mean squared error

(MSE) function. Here, we square the residual, i.e., (ypredicted − yi)
2 for each value found for i

and then sum them up [8]. The overall equation is as follows.

MSE =
1

N

n∑
i=1

(yi − ypredicted)
2

Here, N is the total number of points available, and ypredicted = (β1xi + β0).

Now this MSE is known as a cost function. We will go through values of β0 and β1 and try

to minimize the value of this cost function. Another popular algorithm for finding the optimal

value is Gradient Descent. Here we iteratively update the values of β0 and β1 until we get an

optimal solution. The graph below shows how this is used to find the optimal value of β0.



Chapter 6: Conclusion and Future Works 42

Figure B.3: Gradient Descent for β0 [8]

To update β0 and β1 in each iteration, we need use the gradient at that point and a constant α

which is known as the learning rate. To find the gradient, we calculate the partial derivatives

of the MSE with respective to β0 and β1 separately. This is shown below.

MSE =
1

n

n∑
i=1

(β0 + β1xi − yi)
2

∂MSE

∂β0
=

2

n

n∑
i=1

(β0 + β1xi − yi)

∂MSE

∂β1
=

2

n

n∑
i=1

(β0 + β1xi − yi)x1

Now, the values for β0 and β1 in the next iteration can be calculated as follows.

β0 = β0 − α.
∂MSE

∂β0

β1 = β1 − α.
∂MSE

∂β1

Here, α denotes the learning rate. This is like the number of steps the algotithm will take for

each iteration. With this, the MSE for both β0 and β1 should converge to a minima.
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B.2 Logistic Regression

Logistic regression is another powerful supervised ML algorithm used for binary classification

problems (when target is categorical) [9]. Therefor, the main difference between this method

and linear regression is that this one’s range is between 0 and 1. The relationship is defined to

have a nonlinear log transformation function as resembling that below.

Logisticfunction =
1

1 + e−x

Plotting the curve for values between -20 to 20 into the above logistic function produces the

following graph.

Figure B.4: Logistic regression applied to a range of -20 to 20 [9]

To help explain why this is better for categorical relationships, consider if the points on the

graph are on two extremes only as the result can only be 1 or 0 as shown on the graph on the

next page.
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Figure B.5: Linear Regression on Categorical Relationship [10]

It is easy to see that that many points to do not come close to the line. A logistic function,

however, can be much more suitable when given the right weights [10]. For the converting a

linear relationship to a logistic one, we usually denote the linear equation as z and put it inside

the logistic equation as shown. Using the linear relationship from the previous section, z can

be written as z = β1xi + β0. This, the logistic function σ becomes

σ =
1

1 + e−z

σ =
1

1 + e−(β1xi+β0)

In logistic regression, as the output is a probability value between 0 or 1, mean squared error

would not be the right choice [10]. There are other metrics like cross-entropy loss function [10]

or maximum likelihood estimation [9]. We then use the chosen matric and along with a suitable

learning rate to converge on the optimal values for β0 and β1, similar to the previous section.
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B.3 Neural Networks and End-to-End Models [3]

Neural networks, also known as artificial neural networks (ANNs) or simulated neural networks

(SNNs), are a subset of machine learning and are at the heart of deep learning algorithms.

Their name and structure are inspired by the human brain, mimicking the way that biological

neurons signal to one another.

Artificial neural networks (ANNs) are comprised of a node layers, containing an input layer, one

or more hidden layers, and an output layer. Each node, or artificial neuron, connects to another

and has an associated weight and threshold. If the output of any individual node is above the

specified threshold value, that node is activated, sending data to the next layer of the network.

Otherwise, no data is passed along to the next layer of the network.

Figure B.6: Neural Network

End-to-End models, also known as end-to-end learning or end-to-end systems, refer to machine

learning models or systems that aim to directly map the input data to the desired output, with-

out explicitly designing or relying on intermediate steps or modules. In an end-to-end approach,

the model learns to perform the entire task in a single unified framework, typically using a deep

neural network. This contrasts with traditional approaches that involve manually engineering

multiple components or stages to solve a problem. End-to-end models are designed to automat-

ically learn complex representations and internal representations directly from raw data, which

can simplify the overall system architecture and potentially improve performance
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B.4 Convolutional Neural Networks [4]

A Convolutional Neural Network, also known as CNN or ConvNet, is a class of neural networks

that specializes in processing data that has a grid-like topology, such as an image. A digital

image is a binary representation of visual data. It contains a series of pixels arranged in a grid-

like fashion that contains pixel values to denote how bright and what color each pixel should

be.

A CNN typically has three layers: a convolutional layer, a pooling layer, and a fully connected

layer.

Figure B.7: CNN Architecture

Convolution Layer

The convolution layer is the core building block of the CNN. It carries the main portion of the

network’s computational load.

This layer performs a dot product between two matrices, where one matrix is the set of learnable

parameters otherwise known as a kernel, and the other matrix is the restricted portion of the

receptive field. The kernel is spatially smaller than an image but is more in-depth. This means

that, if the image is composed of three (RGB) channels, the kernel height and width will be

spatially small, but the depth extends up to all three channels.

Pooling Layer

The pooling layer replaces the output of the network at certain locations by deriving a summary

statistic of the nearby outputs. This helps in reducing the spatial size of the representation,
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which decreases the required amount of computation and weights. The pooling operation is

processed on every slice of the representation individually.

Fully Connected Layer

Neurons in this layer have full connectivity with all neurons in the preceding and succeeding layer

as seen in regular FCNN. This is why it can be computed as usual by a matrix multiplication

followed by a bias effect. The FC layer helps to map the representation between the input and

the output.

B.5 Long Short Term Memory Networks [5]

Long Short-Term Memory (LSTM) is a type of Recurrent Neural Network (RNN) that is specif-

ically designed to handle sequential data, such as time series, speech, and text. LSTM networks

are capable of learning long-term dependencies in sequential data, which makes them well suited

for tasks such as language translation, speech recognition, and time series forecasting.

A traditional RNN has a single hidden state that is passed through time, which can make

it difficult for the network to learn long-term dependencies. LSTMs address this problem by

introducing a memory cell, which is a container that can hold information for an extended

period of time. The memory cell is controlled by three gates: the input gate, the forget gate,

and the output gate. These gates decide what information to add to, remove from, and output

from the memory cell.

B.6 Convolutional LSTM

A Convolutional LSTM (Long Short-Term Memory) is an extension of the traditional LSTM

architecture that incorporates convolutional operations.

Convolutional LSTMs combine the spatial processing capabilities of convolutional layers with

the temporal modeling capabilities of LSTMs. They are particularly useful for tasks that in-

volve both spatial and temporal information, such as video analysis, action recognition, and

spatiotemporal prediction.

The key idea behind Convolutional LSTMs is to replace the matrix multiplication operations in

the LSTM units with convolutional operations. This allows the network to effectively process

inputs with spatial structure, such as images or video frames, while still maintaining the ability

to capture temporal dependencies over time.
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In a Convolutional LSTM, the input and hidden states of the LSTM units are tensors with

multiple channels (e.g., image frames with RGB channels). Convolutional operations are applied

to these tensors along both the spatial and temporal dimensions. By convolving the input and

hidden states, the network can learn spatial and temporal patterns, respectively.

The Convolutional LSTM architecture typically consists of multiple stacked layers, with each

layer containing ConvLSTM units. The lower layers capture low-level spatial and temporal

features, while the higher layers learn more abstract and high-level representations.

B.7 ResNet50 Model

The ResNet50 model is a specific variant of the ResNet (Residual Neural Network) architec-

ture. ResNet is a deep convolutional neural network architecture that addresses the problem of

vanishing gradients in very deep networks by introducing residual connections.

The ”50” in ResNet50 refers to the number of layers in the network, specifically the number of

weight layers or parameter layers. ResNet50 has 50 convolutional layers, including convolutional,

pooling, and fully connected layers.

The key innovation of ResNet is the residual connection, also known as a skip connection or

shortcut connection. In traditional deep neural networks, each layer learns a set of transforma-

tions from the input to the output. However, as the network gets deeper, it becomes challenging

for the network to learn these transformations effectively, resulting in degraded performance.

ResNet addresses this issue by introducing skip connections that bypass some layers. These

skip connections enable the network to learn residual mappings, i.e., the difference between the

desired output and the current output of the layer. By propagating these residuals through the

network, the gradients have a shorter path to flow, alleviating the vanishing gradient problem

and enabling the network to be trained more effectively.

ResNet50 architecture specifically consists of a series of convolutional blocks. Each block typ-

ically consists of several convolutional layers, followed by a shortcut connection. The shortcut

connection merges the input of the block with the output of the block, allowing the network to

learn the residual mapping. ResNet50 also incorporates identity shortcuts, where the input is

directly connected to the output without any additional transformation, to preserve information

flow.
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