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1. a) Define Pattern Recognition the sub-probl 1+4
reconition systems. (con
o))

b) Discuss the role of the hyperparameters of the k-Nezrest Neighbour (KNN) algorithm on the 3 +2
shape of the decision boundary. How can the KNN algorithm be used to compare similarities  (C02)
between documents? o2

©) In a Neural Network, each node in the hidden layer learns different representations of the 8
data, combining which the model produces an appropriate prediction. Despite having no  (C02)
prior direction on what feature to look for, how does the network learn the relevant features? @02
How does it know which be triggered b hil
tain classes?

) i 2+
loss curve of ¥ thm tend to overshoot 4 +4
near the minima? How does Adagmd opnmner T des with this situation? con

2. a) Although AlexNet architecture was the first to revolutionize Deep Learning (DL) by win- 5
ning the ImageNet challenge in 2012, the architecture has similarites to earlir architec- ~ (CO1)
tures such as LeNet (1998) and (1980). pL (PO
took decades to gain mainsiream recognition. Considering the historical context, discuss
the potential factors contributing to this delayed adoption.

b) Discuss the motivation of the GoogLeNet architecture for using Awxiliary classifiers at mul- 3 +2
tiple intermediate points in the network. Propose an alternative approach to this design (C01)
choice with the necessary justification. (P01}

sx2
Casication pcrformance (€05
)

. The VG

6 and VGG19 both have five convolutional stages. The VGG19 architecture

s thee additiona conveltion layers in the later stages. Assume these additional
layers are introduced in the earlier stages instead of later

ii. Residual network at
the 224 X 224 input image t0 2 56 X 56 size activation map. Assume the network design
i tweaked to produce the activation map of size 28 X 28.

3. a) Consider a node in the middle of a computation graph that performs the multiplication of 12
two matrices (x, w) and produces an output y that is passed to another node leading towards ~ (CO1)
the calculation of Loss value L. Given the values of x, w, and the upstream gradient &/, (P01
show the detailed steps to calculate /.
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b) Consider the network configuration shown in Figure 1, and calculate the output feature 5 3
«

map, parameter count, and FLOP count for each layer. (con
2)
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Figure 1: Network architecture for Question 3.
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