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a) Explain how x-ray radiation is used in biomedical imaging' (cEll
PO 1)

b ) == = 1 chalwb : oo= S : =F:ne :mT;:? at e t h ro u g h a b i o I o g i c a 1 medium and how that tool;

(COI,
PO 1)

c) Explain the main differences between a CT scan and an X-raY'
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f)
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A group of students are trying to design a classification system that will take .images
o Chest x_rays as input and predict different complications such as pneumoni% lung.

cancer, rib fracture> etc. There are in tota1 15 such categories and the n.umber of
in je; they collected is 1000. However7 for some categories of complications, theY

managed to collect only a handful of images as they are rare (around 20).' Tt}eY

designed the CNN architecture provided in Fig. 1 . TheY used the ReLU a?VvatIJon
iii;ian and GD optimizer. Th;y trained the model for 40 epochs and achieved a

training accuracy of 80% and a validation accuracY of 55%- Answer the following
questions based on their work -
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Calculate the number of parameters of the given CNN model.

ne number of trainable parameters in the model is waY too high' IdentifY the

specific reasons behind this and how can You reduce the number of parameteFS?

Explain how dsing a tanh activation function instead of Rel,U will affect the model'

Explain how you can overcome the problem of limited dat% especialIY for those rare
cases .

Explain whether is model is underntting or overfitting. How the situation can be

alleviated – Justify your answer.

El,plain how changing the optimizer from GD to mini-batch GD or Adam would
affect the training process.
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Fig. 1
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