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Abstract

Zero-shot Semantic Segmentation (ZS3) is a daunting task since it requires

segmenting items into classes that were never seen during training. One popular

method is to divide ZS3 into two sub-tasks: creating mask suggestions and assign-

ing class labels to individual pixels inside those regions. However, many existing

approaches have difficulty producing masks with sufficient generalization capa-

bilities, resulting in notable performance constraints, particularly on unknown

classes. In this regard, we propose using “Dynamic Kernels” to improve object

understanding within a ZS3 model during the training phase. We want to pro-

duce superior mask suggestions that permit a more accurate representation of

the objects by harnessing the intrinsic inductive biases of these kernels. These

specialized agents, known as dynamic kernels, adjust based on data taken from

visible classes, allowing them to obtain insights on unseen things. In addition,

for segment classification, our proposed system utilizes the Contrastive Language-

Image Pre-Training (CLIP) architecture. This integration improves the model’s

generalizability by utilizing its cross-modal training capabilities. The utilization

of dynamic kernels in conjunction with CLIP proves to be advantageous as it

allows for finer granularity in processing, enabling performance enhancements

for both seen and unseen classes. Our proposed ZSK-Net surpasses the existing

state-of-the-art methods by achieving a remarkable improvement of +10.4 and

+0.9 in hIoU on the Pascal VOC and COCO-Stuff datasets, respectively.
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Chapter 1

Introduction

1.1 Overview

Semantic segmentation is a task where a model is required to assign a class

label to each pixel of an image. Despite several works being proposed to solve

this task [37, 25, 9, 21, 2], their applicability is often limited to constrained

environments where the model was trained in. In an open-world setting, novel

objects and concepts appear during inference which the model has never seen in

training. From a design perspective, it is also impossible to simulate an open-

world training paradigm that contains all novel objects and segmentation labels.

This is an open research problem to better segment objects that the model has

seen during training, and also identify novel objects from the background that

is unseen during training.

Zero-shot semantic segmentation (ZS3) [4] has emerged as a groundbreaking

task that aims to segment both observed and unseen objects, unlocking a realm

of possibilities across various real-world applications. This innovative approach

has the potential to revolutionize sectors such as autonomous driving, medical

image segmentation, robot navigation, scene interpretation, and content-based

image retrieval.

ZS3 extends the capabilities of computer vision systems in diverse domains

by enabling the segmentation of objects that have never been encountered during

training. For instance, in the context of autonomous driving, ZS3 can assist in

identifying and segmenting unexpected objects or road conditions that were not

observed in the training data. In medical image segmentation, ZS3 can contribute

to the accurate delineation of novel anatomical structures or the detection of

previously unseen anomalies. Similarly, ZS3 can empower robots to learn and

navigate in unfamiliar environments.

The applications of ZS3 transcend specialized fields and can benefit any sce-
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(a) Input with an unseen class (b) Ground-truth

(c) Prediction by the current 
state-of-the-art

(d) Prediction by our proposed 
pipeline

Figure 1.1: Our proposed model, ‘ZSK-Net’, is able to better predict a contagious

segmentation mask for the unseen class train.
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nario where segmenting both visible and unseen objects is essential for com-

prehending and evaluating visual data. This pursuit opens up new avenues for

research and development, paving the way for groundbreaking advancements in

computer vision technology and its practical applications.

1.2 Problem Formulation

For a classical fully-supervised semantic segmentation task, there exists a dataset,

D, containing images {Ii}Ti=1 where T corresponds to the total number of images

in the dataset. Each Ii has a corresponding ground-truth mask Mgt
i consisting

of n homogenous regions with a set of labels N gt
i ={c | c ∈ C} that classify each

region into one of the C predefined classes in that dataset. The goal of a semantic

segmentation model is to predict {Mpred
i , N pred

i } given Ii where Mpred
i and N pred

i

are the predicted mask and set of labels respectively for Ii.

Zero-shot semantic segmentation, on the other hand, is a task defined such

that the classes, C, in the dataset can be split into CS and CU where S denotes

seen classes and U denotes unseen classes with the condition that CS ∩ CU = ∅.
For a generalized zero-shot semantic segmentation (GZS3) setting, the dataset

can be expressed into train and test set as:

Dtrain = {IS
i ,M

S,gt
i ,N S,gt

i }T train

i=1

Dtest = {IS∪U
i ,MS∪U,gt

i ,N S∪U,gt
i }T test

i=1

(1.1)

where the test set contains samples of both seen and unseen classes. This type

of setting where the test set contains examples of both seen and unseen classes

is called generalized zero-shot semantic segmentation. This is a very challenging

setting since the model has to make predictions on classes it has never seen during

training. The performance of such models then boils down to how well they are

able to generalize from Dtrain to produce an acceptable result on Dtest.

1.3 Research Challenges

Several approaches have been put forward in the field of ZS3 with the objective

of developing a mapping function that establishes a relationship between visual

features and semantic features. These methods involve utilizing language models

that have been pre-trained on textual data [4, 41, 48, 26]. It is important to note

that this problem formulation tends to prioritize enhancing the performance on

seen classes. This bias arises because the model learns to establish connections

between visual and semantic concepts based on the training dataset. As a re-

sult, improving performance on unseen classes is often constrained by the limited
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variety of objects present in the dataset. Moreover, recent advancements in mul-

timodal vision-language models have demonstrated significant potential for ZS3.

These models utilize a combination of structured training, involving image-pixel

pairs with annotations, and unstructured training, utilizing pre-trained language

models and unpaired images, to gain knowledge about both seen and unseen

objects. Building on this progress, a more intuitive strategy was proposed by

researchers [13] by separating ZS3 into two sub-tasks: firstly, grouping pixels into

segments without considering their class affiliation, and secondly, determining

the class for each segment in a zero-shot manner [45, 13]. This approach aligns

more closely with human perception, as humans typically identify objects as cohe-

sive wholes rather than focusing on individual parts. The decoupled formulation

offers two major challenges: 1) identifying an effective approach for comprehend-

ing and recognizing the attributes that distinguish individual objects, resulting in

improved mask suggestions, and 2) improving the categorization of pixel groups

separated by the mask generator. Our study tries to solve these issues by first

offering a method for generating improved mask ideas for objects independent of

their class labels. As a result, we aim to improve the overall performance of a

ZS3 model by transferring information from visible to unseen classes.

1.4 Contribution

The research on decoupled ZS3 formulation [13, 45] employs a pixel grouping

mechanism based on transformers [10]. This mechanism applies N queries to

generate N proposals from an input image, which are subsequently utilized by

the segment classifier. However, this approach has limitations in learning discrim-

inative features essential for generalizing from seen to unseen classes. Moreover,

the performance on small-scale datasets becomes even more difficult with this

approach [13], leading to suboptimal results in terms of harmonic intersection-

over-union (hIoU), a robust metric for assessing the model’s generalization ability.

We propose that by incorporating the inductive biases inherent in Convolutional

Neural Networks (CNN), which have proven highly effective in numerous com-

puter vision tasks, we can enhance the overall accuracy and generalization per-

formance of a ZS3 model. CNN models incorporate two fundamental inductive

biases: proximity (e.g., the assumption of pixel interdependence within neigh-

boring regions) and weight sharing (e.g., identification of recurring patterns). To

address this, we propose the integration of Dynamic Kernels, enabling enhanced

representational capabilities during the mask proposal generation stage of a zero-

shot semantic segmentation pipeline. By incorporating these similar inductive
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biases, our method aims to augment the model’s capacity to capture essential

information and improve overall performance.

These kernels are intended to prioritize various parts of the picture, similar

to how CNNs favor locality. By directing attention to other picture regions, the

model is encouraged to broaden its focus beyond the annotated viewed items,

making it easier to identify more things in the background. To do this, we

use a formulation of dynamic kernels that change their parameters adaptively

through repeated rounds, responding to different feature representations rather

than being independent of the input. During the training process, all dynamic

kernels are encouraged to interact and share their knowledge with one another.

This interaction enables them to comprehend how different features collaborate to

form a cohesive object representation. Consequently, the dynamic kernels become

adept at identifying and grouping relevant features together, even for unseen

classes. This capability makes them an effective means of transferring feature-

specific knowledge from seen to unseen classes. The underlying concept is akin

to the functionality of deeper layers in CNNs, which act as filters specialized in

recognizing patterns such as edges. Similarly, the formulation of dynamic kernels

in our proposed Zero Shot dynamic Kernel (ZSK) semantic model can be seen

as a collection of specialized agents finely tuned to detect discriminative spatial

features of object instances.

By using these intrinsic inductive biases, our ZSK semantic model outperforms

techniques relying exclusively on transformers, especially when dealing with re-

stricted datasets. This benefit arises from the model’s effective use of dynamic

kernels, which resemble the localized filtering properties found in CNNs.

To enhance the segment classification aspect, we utilize a CLIP-inspired ar-

chitecture, which has been trained on extensive image and text datasets. This

architecture generates image and text embeddings from the mask proposals gen-

erated by the model. By incorporating external knowledge, our approach refines

the mask proposal predictions and effectively identifies discriminative features of

previously overlooked unseen objects.

To showcase the efficacy of our proposed ZSK-Net, we conducted evaluations

on two widely recognized ZS3 benchmark datasets: Pascal VOC and COCO-Stuff.

Our model exhibited superior quantitative accuracy metrics, as well as qualitative

performance by generating coherent and localized masks for both unseen and

seen object instances. The key contributions of our research can be summarized

as follows:

1. To enhance the mask proposal generation process of zero-shot semantic

segmentation, we present the notion of dynamic kernels, which resemble

9



inductive biases of convolutional operators.

2. We use a CLIP-like image and text encoder to provide more discriminative

image and class embedding, allowing our model to learn features from seen

classes more effectively and transfer that information to segment unseen

classes in a zero-shot environment.

3. We demonstrate higher performance on benchmark ZS3 datasets by im-

proving on the state-of-the-art (10.4uparrow hIoU on Pascal VOC and

0.9uparrow hIoU on COCO-Stuff).
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Chapter 2

Literature Review

2.1 Semantic Segmentation

During the emergence of semantic segmentation, initial approaches relied on sim-

ple Fully Convolutional Network (FCN)-based formulations [33, 40, 47]. Subse-

quently, advancements were made by incorporating convolutional-based models

such as DeepLab [8], Deconvnet [34], and U-Net [37]. The U-shaped architec-

ture proposed by Ronnenberger et al. [37] gained popularity due to its efficient

computation, which replaced traditional sliding window-based methods. This ar-

chitecture adopted an encoder-decoder-based design with a bottleneck connecting

the upsample and downsample streams. It also introduced skip-connections to

establish a link between the encoder and decoder, enabling the learning of low

and high-level features in an end-to-end manner. As a result, it achieved impres-

sive performance and sparked the development of several variants in subsequent

years [50, 29, 52, 44, 24].

The introduction of transformers into computer vision, spearheaded by Doso-

vitskiy et al. [14], presented a revolutionary technique to image processing. It

envisioned pictures as sequences of patches represented by positional embeddings,

opening up new study opportunities. This paradigm change extended to the field

of semantic segmentation [51], where transformers’ intrinsic capacity to represent

dependencies over a vast receptive field proved extremely useful. This capacity

is useful for semantic segmentation tasks since distant pixels can influence one

other, affecting the total prediction.

However, the utilization of transformer-based architectures presented a signif-

icant challenge in terms of data requirements. Additionally, these models were

computationally expensive, limiting their applicability as versatile backbones.

Nevertheless, the SWIN transformer architecture [32] addressed these issues by

introducing a shifted window-based approach that efficiently captures patch re-
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Figure 2.1: Per-pixel classification vs. mask classification [10].

lationships within an image. Consequently, the Swin-Unet model [6] emerged,

incorporating the concepts of U-Net and SWIN transformers specifically tailored

for semantic segmentation tasks.

2.1.1 MaskFormer [10]

MaskFormer is a straightforward model for classifying masks, enabling the pre-

diction of binary masks accompanied by a single global class label. It offers

a unified approach to address both semantic and instance-level segmentation

tasks, utilizing the same model, loss function, and training process. In particular,

MaskFormer demonstrates superior performance compared to per-pixel classifi-

cation baselines, especially when dealing with a large number of classes. The

mask classification-based technique surpasses the current state-of-the-art seman-

tic method, achieving an impressive mIoU score of 55.6 on the ADE20K dataset.

Semantic Segmentation is a task that divides the image into separate regions

with different semantic categories. There are two approaches to semantic segmen-

tation. The traditional approach, based on Fully Convolutional Networks (FCNs),

treats semantic segmentation as per-pixel classification, where a classification loss

is applied to each pixel to determine its semantic category. This approach nat-

urally partitions the image into different classes based on per-pixel predictions.

However, there exists an alternative concept known as binary mask classifica-

tion. Techniques based on binary mask categorization anticipate multiple binary

masks, where each mask corresponds to a single class prediction. This strategy

separates the segmentation process into distinct components: image partition-

ing and classification. Mask classification is particularly useful for instance-level

segmentation, where the goal is to identify and categorize individual objects or

instances within an image. The concept of Per Pixel Classification operates under

the assumption of a predetermined number of outputs and lacks the ability to

generate a variable number of predicted regions. The proposed approach, called

12



MaskFormer, aims to address the challenges of per-pixel classification and con-

vert it into mask classification. It seamlessly integrates with existing per-pixel

classification models by utilizing the set prediction mechanism from DETR and a

Transformer decoder. So there are two predictions, a binary masks and their cor-

responding class.MaskFormer utilizes the Transformer decoder to calculate pairs

of mask predictions and specify each mask with a unique class. The mask embed-

ding vectors are employed to create binary mask predictions by applying a dot

product operation with per-pixel embeddings derived from a fully-convolutional

network. This approach effectively addresses both semantic-level and instance-

level segmentation tasks seamlessly, without the need for any modifications to

the model architecture, loss functions, or training procedures. MaskFormer first

takes the input image and creates N binary masks. After that, it classifies each

mask with a global class prediction. So MaskFormer has two predictions asso-

ciated with it. One is a binary mask and the second is its corresponding class.

The traditional per-pixel classification models take input images and assign each

pixel to a specific class.

The MaskFormer jointly embeds two predictions into z. In order to train a

mask classification model effectively, it is crucial to establish a correspondence

between the set of predictions, denoted as ”z,” and the set of ground truth seg-

ments, referred to as ”zgroundtruth”.To train a mask classification model, it is

necessary to establish a matching between the set of predictions z and the set of

ground truth segments zgroundtruth. The ground truth set z ground truth consists

of pairs (cgroundtruth, mgroundtruth), where cgroundtruth represents the ground truth

class of the ith segment and mgroundtruth represents its binary mask in the shape

of (H×W). Padding is applied to the ground truth labels using ”null object”

denotes as Ø ) to enable one-to-one matching. The assumption is that N (the

size of the prediction set) is greater than or equal to Ngroundtruth (the size of the

ground truth set). For semantic segmentation, when the number of predictions

(N) matches the number of category labels (K), a simple and fixed matching can

be used. Each prediction is matched to a ground truth region with the same

class label. If there is no ground truth region with the same class label, it is

matched to a special label ϕ representing ”no object.” However, the authors dis-

covered that using a bipartite matching approach, which considers more factors,

provides better results compared to the fixed matching method based on their

experiments.

There are three modules in MaskFormer architecture.

1. Pixel Level Module

2. Transformer Module

13



Figure 2.2: MaskFormer Architecture [10].

3. Segmentation Module

This module takes an input image of size HxW. First, the image is passed to

the backbone. The backbone can be any feature extraction model. The backbone

extracts information from the image and produces low-resolution feature maps.

The image feature is then passed into two regions. One will go to the transformer

module and another part will go to the pixel decoder. The pixel decoder will up-

sample the image features and create per-pixel embeddings. Then these per-pixel

embeddings are passed to the segmentation module. The transformer module

in this paper utilizes a transformer decoder, specifically the DETR model. The

transformer decoder consists of N queries, each searching for different features in

different parts of the images. For instance, one query may seek to identify if a

specific class (x) is present at the upper right corner of the input images. In this

way, each query asks specific questions and covers the entire image individually.

The author of the paper employs N=100 queries for their approach. To encode

the global information of the entire image, the author utilizes multi-headed self-

Attention. This module allows each query to share information with the other

queries.

Consequently, the Transformer Module is capable of capturing the global con-

text of the image. The queries are initialized as zero vectors, and the author

employs 6 layers of DETR in their implementation. This module takes the global

information from the Transformer Module and passes that context to the multi-

layer perceptron. The MLP layer produces class predictions for each mask predic-

tion. The output is Nx(K+1), with the extra class representing the ”no object”

category. For the mask predictions, the MLP utilizes two additional hidden layers

to generate mask embeddings. These embeddings are then used in the process of

creating a binary mask. The binary mask is produced by taking the dot product

between the embedding that is found by MLP and another embedding that is

found from the first module. Their product similarity result is passed through

14



an activation function named sigmoid, resulting in the generation of the Binary

Mask. The author employs a two-hidden-layer architecture with 256 units to

predict mask embeddings.

The MaskFormer approach is designed to be compatible with any backbone ar-

chitecture. In this particular research paper, the author employs widely adopted

backbones, such as various ResNet architectures, which are commonly used for

extracting information in convolutional tasks. These architectures include ResNet

models with 50 and 101 layers respectively, as well as the Swin-Transformer back-

bones, which have been recently proposed. Additionally, they utilize the R101c

model, which is a variant of R101 commonly used in the semantic segmentation

community. R101c replaces the initial 7x7 convolution layer with three consec-

utive 3x3 convolutions. The pixel decoder can be implemented using various

semantic segmentation decoders.

Modules like ASPP or PSP are commonly used in per-pixel classification meth-

ods to encode contextual information across different regions. Nonetheless, as the

second module focuses on all image features and captures comprehensive global

knowledge to make a specific category, the per-pixel module necessitates less in-

tensive context aggregation. To meet the needs of MaskFormer, the researchers

have devised a lightweight pixel decoder, leveraging the widely adopted FPN ar-

chitecture. Following the FPN methodology, the researchers amplify the feature

map, which initially has a low resolution due to the backbone, by a fixed factor

within the decoder. This upsampled map is then merged with the projected fea-

ture map obtained from the backbone. The projection process involves applying

a 1x1 convolution layer followed by GroupNorm (GN) to ensure the alignment

of channel dimensions. Subsequently, the summed features are fused using a 3x3

convolution layer, GN, and ReLU activation. By iterating the process starting

from a stride of 32, the resulting map is obtained where the stride is reduced to

4. This process is repeated starting from the stride 32 feature map until a final

feature map with a stride of 4 is obtained. Finally, a single 1x1 convolution layer

is applied to generate per-pixel embeddings. Notably, After passing through the

pixel decoder, the features demonstrate a consistent dimension throughout. The

process of segmenting an image involves assigning each pixel in the image to a

specific category.

The process of segmenting an image involves assigning each pixel in the im-

age’s height and width to the highest-valued prediction pairs. This can be found

by applying a dot product between every mask prediction and every class pre-

diction. It must be noted that the class prediction can belong to the ”null

class”.Segmenting an image involves deciding which category a pixel belongs to

based on the highest values obtained from comparing probabilities and masks.
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This method assigns a pixel to a specific probability-mask pair only if both the

most likely class probability and the mask prediction probability are sufficiently

high. If we get the highest dot product, we will pair that class with that corre-

sponding mask. This is how the masks and their corresponding class probability

pair can be calculated. Consequently, to assign a pixel to a specific class, it will

check the prediction pair. As a result, pixels are assigned to a specific class when

it is determined that they correspond to the pair with the highest probability.

In the context of semantic segmentation tasks, segments with identical category

labels are combined or merged together. In their approach, the authors apply

a filtering process before inference to eliminate low-confidence predictions. In

addition to the above, the authors have an additional criterion to consider when

evaluating predicted segments. If a significant portion of the binary masks asso-

ciated with these segments, indicated by the value of mi being greater than the

threshold, is obscured or covered by other predictions, they exclude them from

the final selection. This helps ensure that only accurately segmented regions,

without substantial occlusion, are retained for further analysis or processing.

The process of inference is tailored specifically for semantic segmentation and

is executed using straightforward matrix multiplication techniques. Through our

empirical observations, we have found that achieving better results can be ac-

complished by performing marginalization over probability-mask pairs. In other

words, the authors take each of the binary masks and class predictions which

are predicted by the second module, and the dot productions are calculated be-

tween each of the binary masks with every other class prediction. After that,

the one with the highest value is taken as the class prediction for that partic-

ular mask. It is worth noting that the operation above does not consider the

“null object” category as traditional semantic segmentation necessitates a label

for each output pixel. It is important to highlight that this strategy provides to

calculate every pixel class probability by taking every produced binary mask and

its corresponding class probability. Then a dot product is calculated between

every binary mask with every class prediction. Nevertheless, their observations

have indicated that directly maximizing the per-pixel class likelihood results in

suboptimal performance. The authors give a hypothesis that this occurs due to

the even distribution of gradients to every query, which complicates the training

process.

2.1.2 K-Net [49]

This paper introduces a framework called K-Net (Kernels Network) for image

segmentation tasks, including semantic segmentation, instance segmentation, and
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panoptic segmentation. The main idea behind K-Net is to unify these different

segmentation tasks by utilizing the concept of dynamic kernels. Kernels are con-

volutional filters that are typically used in image processing and deep learning

for feature extraction. In K-Net, a set of convolutional kernels is randomly ini-

tialized and then learned according to the specific segmentation targets. The

segmentation targets in K-Net consist of semantic categories (e.g., identifying

objects or regions with specific labels) and instance identities (e.g., differentiat-

ing individual instances of objects). Semantic kernels are learned to capture the

characteristics of different semantic categories, while instance kernels are trained

to recognize and distinguish different instances within each category. By combin-

ing the outputs of semantic and instance kernels, panoptic segmentation, which

aims to provide a unified representation of both semantic and instance informa-

tion, can be achieved. The forward pass of K-Net involves applying the learned

kernels to convolve with image features, resulting in segmentation predictions.

This process allows the network to assign labels or segment individual instances

within an image.

K-Net’s effectiveness and versatility are attributed to two key design aspects.

Firstly, the framework incorporates a content-aware mechanism that dynamically

updates the kernels based on their activations on the image. By dynamically

changing the kernels based on their responses to the image features, this kernel

update strategy makes sure that each kernel, especially the ones that separate

different object instances, can better identify and differentiate various objects and

segments in the image, which improves the kernels’ ability to discriminate and the

segmentation performance. Secondly, K-Net adopts a bipartite matching strategy

for assigning learning targets to each kernel. This strategy, influenced by object

detection methods, creates a one-to-one correspondence between the instances

in an image and the kernels. This method solves the problem of dealing with

different numbers of instances across images. Moreover, it is purely mask-driven,

meaning it does not rely on bounding boxes. As a result, K-Net is naturally

free from non-maximum suppression (NMS) and does not require bounding box

annotations, making it suitable for real-time applications.

To achieve this, the maximum number of groups is assumed to be N, where N

represents the number of semantic classes for semantic segmentation or the max-

imum number of instances in an image. In panoptic segmentation, N represents

total stuff classes (e.g., background, sky, road) and objects in the image. The

method uses N convolutional filters (K) to divide the image into N regions. Each

filter is in charge of finding the pixels that belong to its respective region. The

segmentation output (M) is computed by convolving the filters (K) to the input

feature map (F) generated by a deep neural network, as illustrated in equation
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2.1.

M = σ(K ∗ F ) (2.1)

The activation function (σ) applied to the convolution result determines how

each pixel is assigned to the kernels. In semantic segmentation, the softmax

function is typically used to assign each pixel to only one kernel, representing

a single class. In instance segmentation, the sigmoid function is used, allowing

one pixel to belong to multiple masks (instances) by setting a threshold on the

activation map. This formulation has been widely used in semantic segmentation,

where each kernel finds pixels of a similar class across images. However, this

paper aims to explore if the concept of kernels can be equally applied to instance

segmentation and panoptic segmentation. In K-Net, the instance segmentation is

performed in one pass without extra steps by using separate instance kernels that

segment at most one object per image. By combining the outputs of instance

kernels and semantic kernels, panoptic segmentation is achieved, where pixels

are assigned to either an instance ID or a class of stuff. So, the formulation

uses kernels to assign pixels to predefined meaningful groups in segmentation

tasks. By applying appropriate activation functions and combining semantic and

instance kernels, K-Net achieves semantic, instance, and panoptic segmentation

efficiently in a unified framework.

Unlike semantic categories, which provide a clear and explicit characteristic

for semantic kernels, instance kernels need to distinguish objects that have differ-

ent sizes and looks both inside and outside images. Therefore, instance kernels

require a stronger ability to discriminate between objects than static kernels.

To address this challenge, the paper proposes an approach that makes the in-

stance kernels dependent on the group of pixels that correspond to them. This

is achieved through a kernel update head, as depicted in Figure 2.3. The kernel

update head, denoted as fi, consists of three main steps: group feature assem-

bling, adaptive kernel update, and kernel interaction. In the first step, the group

features Fk are gathered for each pixel group using the mask prediction Mi−1.

The group feature captures the content of each individual group, which is crucial

for distinguishing them from one another. This assembled group feature, Fk, is

then used to adaptively update the corresponding kernel Ki−1.

Next, the updated kernel communicates with other kernels to fully capture

the image context. This allows the kernels to learn from the relationships and

dependencies between different instances and semantic categories. Finally, the

group-aware kernels Ki, which have been updated based on the assembled group

features, perform convolution over the feature map F to get more precise mask
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Figure 2.3: Kernel Update Head [49].

predictions Mi. This iterative process can be repeated to refine the partitioning

and improve the discriminative ability of the kernels. Finer partitions tend to

reduce noise in the group features, leading to more precise and discriminative

kernels.

The kernel update head module converts the static kernels to dynamic ones

following three crucial steps:

1. Group Feature Assembling: The first step involves assembling the fea-

tures for each group, which will later be used to make group-aware kernels.

The feature Fk for each kernel Ki−1 is assembled by element-wise multi-

plication of the feature map F with the corresponding mask Mi−1. The

resulting assembled feature Fk is a tensor of size B×N×C.

2. Adaptive Feature Update: In the second step, the kernels are updated

by the kernel update head using the assembled feature Fk to enhance their

representation ability. Since the maskMi−1 may not be completely accurate

and the group features may contain noise introduced by pixels from other

groups, an adaptive kernel update strategy is devised. This strategy in-

volves element-wise multiplication between Fk and Ki−1, followed by linear

transformations. The head then learns two gates, GF and GK , which con-

trol the contribution of Fk and Ki−1 to the updated kernel K’. The gates

determine the weights assigned to Fk and Ki−1, allowing for a weighted

summation of their features.

3. Kernel Interaction: The final step involves kernel interaction, which fa-
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Figure 2.4: K-Net for panoptic segmentation [49].

cilitates the exchange of contextual information among the kernels. This

interaction process enables each kernel to implicitly model and exploits the

relationships between different groups in an image. To perform kernel in-

teraction, the approach employs Multi-Head Attention followed by a Feed-

Forward Neural Network. The output of the kernel interaction denoted as

Ki, is then used to generate a new mask prediction Mi through the function

gi. Additionally, Ki is used to estimate classification scores in instance and

panoptic segmentation tasks.

In summary, K-Net provides a unified framework for image segmentation tasks

by leveraging convolutional kernels. Its adaptive kernel update strategy and

the use of a bipartite matching strategy for learning targets contribute to its

effectiveness and flexibility in handling different segmentation tasks, making it

appealing for real-world applications. The model is depicted in figure 2.4.

2.2 Zero-Shot Learning

Zero-Shot Learning (ZSL) works in a setting where the training and test sets

are disjoint with the goal of teaching a model to work with objects that it has

never seen before [27]. Akata et al. [1] tried to achieve this goal by learning a

function that measures the compatibility between the image and its corresponding

label hence contributing to the mapping between visual and semantic feature

space. DeViSE[17] attempts to do the same by utilizing textual data to learn

the relationship between the two spaces and map the images to a rich embedding

space. Romera et al. [36] takes a simple approach to the whole problem by

creating a simple random forest algorithm based on relative attributes. All these

methods face a common problem known as the prototype sparsity problem that

Fu et al. [18] try to improve by introducing an auxiliary dataset alongside a
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Figure 2.5: Overview of our proposed ZSK-Net.

target dataset. Authors in [46, 20] introduced ways to use binary codes in ZSL

by trying to preserve the local structural property and discrete nature in binary

codes and using boolean operations.

A different approach from this was taken by [43] where the authors proposed

a novel conditional GAN that can synthesize CNN features of unseen classes. An

improvement over this approach was proposed in [16] where the model is trained

with multi-modal cycle consistent semantic compatibility. LisGAN[28] is another

method based on GANs that can produce unseen features from random noises

guided by semantic descriptions. Sariyildiz [38] introduced a new loss function

called the Gradient Matching (GM) loss that evaluates the quality of the gradient

signal obtained from the generated examples.

2.2.1 Contrastive Language-Image Pre-Training (CLIP)

[35]

Cutting-edge computer vision systems usually depend on forecasting a predefined

collection of object categories. However, this constraint limits their versatility

and necessitates the acquisition of supplementary labeled data when dealing with

novel concepts. A different strategy involves leveraging the textual information

associated with images, enabling a wider range of supervision to enhance learning.

In this research paper, the authors illustrate training models to predict image-

caption pairs using a large dataset. This technique leads to effective and scalable

learning of cutting-edge image representations. The acquired visual concepts can

subsequently serve as references or be employed to depict novel concepts. This ap-

proach enables smooth adaptation to various downstream tasks without requiring
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explicit training, even for previously unseen objects. To evaluate its effectiveness,

the performance of this technique is assessed across a broad spectrum of vision

datasets, covering diverse aspects of visual understanding. The outcomes indi-

cate that the model successfully adapts to a wide range of tasks and frequently

achieves competitive performance compared to fully supervised baselines. It even

demonstrates comparable accuracy to the original backbones model in the tradi-

tional dataset, despite not utilizing its extensive training dataset. Advances in

pre-training methods for learning from the raw text have had a significant impact

on NLP.

The introduction of the “text-to-text” input-output interface has further en-

hanced the flexibility of task-agnostic architectures, allowing them to transfer

knowledge to downstream datasets without specialized adaptations or customiza-

tion. The findings indicate that the level of supervision obtained through pre-

training methods on large-scale text collections surpasses that of meticulously

labeled NLP datasets created by crowdsourcing. On the contrary, within the

realm of computer vision, Crowdsourcing methods are used to pre-train mod-

els. The question arises as to whether pre-trained models that learn from the

internet can achieve comparable performance to traditional vision models. The

authors also contemplate harnessing the potential of natural language supervision

for image representation, which is still relatively uncommon. This is because the

supervision in this specific field does not yield superior performance on standard

datasets when compared to other approaches.

There are several approaches in this paper.

1. Natural Language Supervision: Learning perception through natural

language supervision is not new, but there is a variety of terminology used

to describe similar work. Examples include unsupervised, self-supervised,

weakly supervised, and supervised methods. The unifying factor among

these diverse studies is the recognition of the importance of linguistic infor-

mation as a valuable indicator for training purposes. While each method

may differ in specific details, they all utilize natural language supervision for

learning. Topic models and n-gram representations can help address natu-

ral language complexities. However, advancements in context learning have

provided us with effective tools to harness the rich source of supervision

provided by natural language.

2. Preparing a Large Dataset in Size: Previous studies have relied on

three datasets, namely MS-COCO, Visual Genome, and YFCC100M. While

the first two datasets mentioned are of high quality, they are relatively small

in comparison to the extensive amount of data that is currently available.
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Figure 2.6: CLIP training. The image and text encoders are trained

jointly using image-text pairs [35].
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On the other hand, the third dataset serves as an alternative option, im-

portantly, it should be noted that the available information for each image

varies and is limited in quality. Following the application of specific filters,

the dataset underwent a reduction in size. The authors of this paper cre-

ated a new dataset by collecting images with the captions from internet. By

collecting this, the dataset becomes huge. Their focus was to incorporate a

wide variety of image-text pairs by searching for combinations that aligned

with 500,000 predefined queries. They aimed to achieve balance among the

classes in the dataset, which led them to set a significantly high number

for each query. As a result, they included up to that number of image-text

pairs for each query.

3. Choosing an efficient training method The author utilizes both a CNN

and a text encoder in their approach. The CNN is responsible for extracting

information from the images, while the text encoder is utilized to extract

textual information. These components are then integrated to collectively

predict image captions. But this approach is difficult because of the large

parameter model. CLIP is a technique used to determine which (image,

text) pairs actually occurred within a batch of image text pairs. During the

training process, both the image encoder and the text encoder are trained

using a maximization strategy for the diagonal elements. Additionally, a

contrastive approach is employed to minimize the off-diagonal elements.

This training method ensures optimal learning for both encoders. They

simplify the training process of CLIP by using a large pre-training dataset

without pre-trained weights, and a linear projection to map the encoders’

representations to the multi-modal embedding space. The authors employ

the technique of randomly selecting crops from the images. By utilizing

these two techniques, data augmentation is done for training. and a log-

parameterized multiplicative scalar optimization strategy.

4. Choosing Scaled Model ResNet-50 is modified with ResNet-D improve-

ments, antialiased rect-2 blur pooling, and attention pooling, using a transformer-

style multi-head QKV attention mechanism. It holds the global context of

the image and gives attention to the particular part. For ViT, the authors

adopt its implementation with slight adjustments, including the addition

of layer normalization to combined embeddings. The author of this paper

uses a modified Transformer as a Text Encoder. It consists of 12 layers, a

width of 512, and 8 attention heads, totaling 63 million parameters. The

feature representation is obtained from the highest layer’s activations at the

[EOS] token. Masked self-attention is employed for potential pre-training
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Figure 2.7: CLIP at test time [35].

or auxiliary language modeling objectives.

5. Training: The authors trained a series of models consisting of ResNets

and 3 ViT. All models in the study were trained using identical optimiza-

tion techniques, including the same optimizer, weight decay method, and

the number of training epochs. This approach ensured that the process

of optimizing the models, which involves adjusting their parameters dur-

ing training, remained consistent across all experiments. Furthermore, the

weight decay regularization technique, employed to mitigate overfitting, was

consistently applied to ensure fairness and comparability in the training pro-

cess. Lastly, every model underwent an equal number of training epochs,

reflecting the complete passes made through the training data, ensuring

uniformity in training duration and convergence. A large minibatch size

and mixed-precision training and gradient checkpointing techniques were

used to accelerate training and save memory.

CLIP offers the capability to function as a classifier that can classify objects

that are not seen in the training dataset. In the inference time, the authors take

all the class names in the dataset and insert them in the text prompt. To perform

this prediction, the image is passed through the Image Encoder and we get the
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image representation of the image. The text prompt with the class names is

inserted in the Text Encoder. The Text Encoder gives us the class representation

in a single vector. The cosine similarity between image representation and class

representations is computed. The class of an image is determined by its highest

cosine similarity. By leveraging this approach, CLIP can serve as a zero-shot

classifier, allowing the prediction of class labels for unseen classes based on their

textual descriptions. The investigation conducted in this study aimed to explore

the potential of transferring knowledge from internet text to vision tasks. The

findings suggest that this approach can lead to similar behaviors emerging in

computer vision. The CLIP models underwent optimization during pre-training

to acquire skills across various tasks. Leveraging natural language prompting,

these models enable zero-shot transfer to existing datasets.

2.3 Zero-Shot Semantic Segmentation

The main task of semantic segmentation is to classify an image into pixel level,

which has limited ability to scale a large number of object classes. Whereas Zero-

Shot Semantic Segmentation can overcome this constraint by segmenting things

that the model has never seen in the training stages. Zero-shot semantic seg-

mentation [4] has two approaches to its training process, which are, transductive

and inductive method [48]. In the transductive approach, the unseen classes are

allowed to appear without labels during training which seems counter-intuitive to

the concept of ZSL. The inductive approach, on the other hand, does not allow

unseen classes to appear during the training phase at all.

Butcher , in their model ZS3-Net [4], utilized Generative Moment Matching

Network (GMNN)[30] to refine the classifier part by generating pseudo-features

in order to obtain the features of unseen classes at inference. A semantic projec-

tion layer was introduced in the SPNet architecture [42] to utilize the information

gained from seen classes to segment unseen classes using a similarity function.

However, both ZS3-Net and SPNet are biased towards the seen classes. Another

issue that comes with the ZS3-Net is that the generator uses random embed-

ding vectors to generate fake features which makes it prone to mode collapse- a

problem that was solved by the CaGNet architecture [19] by incorporating the

neighborhood information while generating pixel-wise features.

In Joint Embedding Space Network [3], semantic and visual encoders create

a joint embedding space where the semantic encoder takes word embeddings and

extracts semantic prototypes and the visual features can be found from the visual

encoders. The semantic prototypes and the visual features are both responsible
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for making the joint embedding space. Kato [26] used variational mapping to

learn semantic features using a dual-branch network. The segmentation branch

has the encoder that generates visual feature maps from the input and the condi-

tioning branch provides the semantic feature maps from word embedding vectors.

The decoder concatenates the semantic and the visual feature maps to produce

the output. Hu [23] introduced Gaussian and Laplacian distributions to reduce

the effect of noisy samples. The variance is responsible for finding the noise

in the input image. The novel uncertainty-aware Bayesian model estimates the

variance from the noisy samples in order to enhance the generalization ability

between training samples and the noisy ones.

2.3.1 ZS3-Net [4]

In this paper, a new architecture called ZS3Net is introduced to tackle this prob-

lem. ZS3Net integrates a deep visual segmentation model with a method for

creating visual representations from semantic word embeddings. This fusion en-

ables the model to handle pixel classification tasks that involve both seen and

unseen categories during testing, which is known as ”generalized” zero-shot clas-

sification. Additionally, the authors introduce a self-training step that utilizes

automatic pseudo-labeling of pixels from unseen classes, further improving the

model’s performance. The authors emphasized that their approach tackles the

zero-shot setting for semantic segmentation, which was not addressed by any ex-

isting methods at the time of their proposal. They introduce a new task called

zero-shot semantic segmentation (ZS3) and present ZS3Net as an effective archi-

tecture to address this challenge. Taking inspiration from state-of-the-art zero-

shot classification approaches, the authors combine a deep neural network back-

bone for image embedding with a generative model that captures class-dependent

features. This unique combination enables the generation of visual samples be-

longing to unseen classes. These generated samples are then incorporated into

the training process, along with real visual samples from seen classes. By lever-

aging both real and synthetic samples, the authors train a final classifier that

can effectively handle both seen and unseen classes in the zero-shot semantic

segmentation task.

This method utilizes fully convolutional networks (FCNs) for the semantic

segmentation of images. The approach involves mapping each category in the

set of classes to a vector representation using a word embedding model like

word2vec. The word embedding model learns to represent words as vectors in a

high-dimensional space by training on a large text corpus. These vector repre-

sentations are then used to train an FCN.
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Figure 2.8: Architecture of ZS3-Net [4].

The first step is to define and collect pixel-wise data. We start with a

DeepLabv3+ model that has been pre-trained on seen class data with a super-

vised loss function. We then have to select appropriate features from the model,

from several feature maps that can be used separately for classification. The

classifier that will be fine-tuned later must be able to work on individual features

at the pixel level. In the second step, a classification model is trained to pre-

dict the class of each pixel in an image. The classification model is similar to

DeepLabv3+, and it consists of a 1x1 convolutional layer. Once the generator is

trained in the first step, arbitrarily many pixel-level features can be sampled for

any classes, including unseen ones. These features can be used to create a fake

unseen training set, which is then mixed with the real features from seen classes

to fine-tune the classification layer. The new pixel-level classifier can then be

used to perform semantic segmentation of images that show objects from both

seen and unseen classes.

To further enhance the performance of ZS3-Net, the authors propose a novel

approach called ZS5-Net (ZS3-Net with Self-Supervision) in the context of relaxed

zero-shot learning. In this setup, unlabelled pixels belonging to unseen classes

are already available during training. The ZS5-Net pipeline incorporates a self-

training step, which enhances the performance of the model. The self-training

process leverages these unlabelled pixels to improve the model’s understanding

of unseen classes, leading to improved segmentation results. Furthermore, the

authors extend their model by incorporating contextual cues derived from spatial

region relationships. They observe that objects with similar properties often
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Figure 2.9: Improvement: ZS5-Net [4].

Figure 2.10: Qualitative analysis of ZS3-Net [4].

exhibit similar contexts. For example, animals like cows and horses are commonly

found in fields, while vehicles like motorbikes and bicycles are predominantly

seen in urban scenes. Exploiting this observation, the model integrates semantic

contextual cues to improve its understanding of object relationships within a

scene. By considering the context in which objects appear, the model can make

more informed and accurate predictions for semantic segmentation.

The performance of ZS3-Net is evaluated on two popular datasets, namely

Pascal-VOC and Pascal-Context, using different numbers of unseen classes in

the zero-shot setup. Comparative analysis against a zero-shot learning baseline

demonstrates the superior performance of the proposed method. Moreover, the

incorporation of self-training and semantic contextual cues further enhances the

model’s performance, showcasing the effectiveness of these additional techniques.
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The architecture combines a deep visual segmentation model with a generative

model for synthetic data generation and leverages both real and synthetic samples

to handle seen and unseen classes effectively. The incorporation of self-training

and semantic contextual cues enhances the model’s performance. The paper

makes significant contributions to the field of zero-shot learning and semantic

segmentation, providing promising avenues for future research and advancements

in the field. The proposed ZS3-Net architecture addresses the fundamental chal-

lenge of zero-shot semantic segmentation by enabling the model to recognize and

classify objects from both seen and unseen classes. By leveraging generative mod-

els and semantic word embeddings, the architecture generates synthetic visual

samples for unseen classes, effectively expanding the training data and enabling

the model to learn robust representations for these classes. This approach goes

beyond traditional embedding-based methods by incorporating pixel-level classi-

fiers and fine-tuning strategies specific to semantic segmentation. One of the key

advantages of ZS3Net is its ability to incorporate self-training, which utilizes un-

labelled pixels from unseen classes during the training phase. By pseudo-labeling

these pixels based on the model’s predictions, the architecture further refines its

understanding of unseen classes and improves segmentation performance. This

iterative process allows the model to learn from its own predictions and adapt to

challenging scenarios.

The integration of semantic contextual cues into the model is another sig-

nificant contribution of this work. By considering the spatial relationships and

contextual information of objects, the model gains a deeper understanding of

scene semantics. This knowledge enhances its ability to accurately segment ob-

jects within complex scenes and improves the overall quality of the segmentation

results. The evaluation of ZS3Net on benchmark datasets demonstrates its ef-

fectiveness in handling zero-shot semantic segmentation tasks. By comparing

against a zero-shot learning baseline, the authors provide quantitative evidence

of the superiority of their proposed approach. Moreover, the incorporation of

self-training and semantic contextual cues leads to additional performance im-

provements, indicating the potential for further enhancements in this field. The

proposed architecture opens up several avenues for future research in zero-shot

semantic segmentation.

One potential direction is the exploration of alternative generative models

to improve the quality of synthetic samples for unseen classes. Advancements

in generative adversarial networks (GANs) or other generative techniques can be

leveraged to generate more realistic and diverse visual samples, thereby enhancing

the model’s ability to generalize to unseen classes. Another promising direction is

the investigation of more effective self-training strategies. The current approach
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pseudo-labels unlabelled pixels based on the model’s predictions, but exploring

alternative techniques such as co-training or active learning could potentially

yield further improvements in performance. Additionally, investigating methods

to mitigate the effects of noisy pseudo-labels during self-training could enhance

the robustness of the model. Furthermore, the integration of additional sources of

information, such as textual descriptions or auxiliary datasets, could be explored

to further enhance the model’s understanding of unseen classes. By leveraging

multimodal data and incorporating cross-modal embeddings, the model may be

able to capture richer representations and achieve even better performance in

zero-shot semantic segmentation tasks.

In conclusion, the research paper presents the ZS3-Net architecture as a novel

approach to address the challenging task of zero-shot semantic segmentation.

By combining deep visual segmentation models with generative techniques, self-

training, and semantic contextual cues, the proposed architecture achieves im-

pressive results on benchmark datasets. The work opens up new possibilities

for advancing zero-shot learning and semantic segmentation, with potential fu-

ture directions including the exploration of alternative generative models, more

effective self-training strategies, and integration of additional modalities. These

advancements have the potential to contribute significantly to the field of com-

puter vision and push the boundaries of semantic segmentation in unseen class

scenarios.

2.3.2 Zero-Shot MaskFormer [45]

This study introduces an innovative approach to tackle the zero-shot semantic

segmentation challenge. The method leverages the CLIP (Contrastive Language-

Image Pretraining)[35] model, which has been trained extensively on image-

caption data to establish a robust connection between visual and textual infor-

mation. However, one of the main difficulties in leveraging CLIP for pixel-level

semantic segmentation is the difference in granularity between the image-level

representation learned by CLIP and the pixel-level segmentation task. In order

to address the discrepancy in granularity, the authors propose a modification

to the CLIP model. Their proposed approach involves modifying the original

image-level CLIP model to operate at a more detailed level. Specifically, they

adapt the model to work with individual pixels using a pixel-level module. This

transformation would facilitate the alignment of visual features at the pixel level

with corresponding textual features. It enables the utilization of a vision-category

alignment model specifically designed for FCN-based zero-shot semantic segmen-

tation. However, taking the information from pixels alone may not perform satis-
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factory results, given that the original model was trained using image-level data.

To leverage the alignment capabilities of the CLIP model in connecting vision and

category, the authors propose the adoption of a semantic segmentation technique

that incorporates mask proposals.

In this study, the Maskformer[10] method is employed to fulfill this task.

This method produces a set of masks that do not depend on any class and then

assigns a specific label to each mask. Through the separation of the semantic

segmentation task into these distinct sub-tasks, it becomes more adaptable for

handling novel categories. The process of producing masks that are not specific

to any class, using seen categories for training, shows a strong ability to adapt to

new categories. This model exhibits a classification stage that is comparable to

the CLIP model. After generating binary masks, they are classified to determine

their corresponding classes. This classification stage, where the model assigns

classes to each proposed mask, operates at a recognition level similar to that of

the CLIP model, enabling alignment between the two approaches. The authors

also use the CLIP model to assign zero-shot labels to each proposal by feeding

it the image crop that masks out the rest of the image. Additionally, a learned

prompt-based approach is employed to improve ZS classification accuracy based

on the pre-trained CLIP model. These strategies help bridge the gap between the

pixel-level semantic segmentation task and the image-level CLIP model, enabling

zero-shot semantic segmentation with the support of the learned vision-category

alignment capabilities of CLIP.

The authors propose two strategies for performing region classification using

the CLIP pre-trained model:

1. Direct Application of CLIP Vision Encoder: In this strategy, the

CLIP vision encoder is applied directly to each mask proposal for classifi-

cation. The mask proposal is binarized using a threshold of 0.5, and the

foreground area is extracted by applying the binarized mask to the image.

The resulting masked image crop undergoes resizing before being utilized

in the classification process and these are passed to CLIP for classification

purposes. Nevertheless, due to the absence of supplementary training pro-

cedures, the available data for training from known classes remains unused.

Consequently, during the inference stage, this methodology may exhibit

subpar performance when dealing with known classes.

2. Retraining an Image Encoder on Seen Classes: In order to make use

of the training data from familiar classes, the authors suggest retraining an

image encoder specifically on these classes. However, when training new

classifiers using the data from known classes, the retrained image encoder
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may not possess the capacity to generalize effectively to classes that have

not been previously encountered. To address this, the authors suggest that

the image encoder be retrained using the features generated from the pre-

trained CLIP text encoder as fixed classifier weights. The image encoder

captures vision features, while the text encoder generates representations for

the seen classes. The author’s objective is to enhance the alignment between

these vision features and the corresponding text representations within the

shared embedding space. This method gives the image encoder gains some

generalization ability to unseen classes. By using the text feature from CLIP

as the classifier weights for MaskFormer, this method can be seamlessly

combined with the MaskFormer training procedure. So the MaskFormer

does not need to train additionally on the image encoder separately.

These two approaches work in synergy, addressing the fact that they tackle dif-

ferent aspects of the problem Therefore, the authors use the results of these two

strategies by an ensembling mechanism, combining their outputs to obtain im-

proved performance. This ensemble approach helps leverage the strengths of both

strategies for region classification using the CLIP model.

Within the framework of zero-shot semantic segmentation with the CLIP

model, the authors investigate two distinct approaches for creating viable text

prompts.:

1. Hand-crafted Prompting: This crafting approach involves leveraging

the preexisting prompts specifically designed for image classification tasks

within the CLIP framework. The ImageNet-1K dataset is utilized for this

purpose These prompts consist of natural sentences with a vacant space.

That vacant space can be filled with the class names corresponding to a

specific dataset. However, considering that these prompts were not origi-

nally tailored for semantic segmentation, their suitability for this task may

vary. To identify the most effective prompt for ZS3, the authors thoroughly

handcrafted to evaluate and experiment with all available prompts using

the training data.

2. Learning-based Prompt: The learning-based prompt approach utilizes

techniques that have demonstrated potential in customizing large-scale pre-

trained language and vision-language models for targeted tasks further

along the processing pipeline. In this approach, the input sentence is

passed to the text encoder in the CLIP model. The input sentence can

be utilized as a sequence of tokens, which consists of two distinct token

types: the first is the prompt token and the second one is the category to-

ken. The formulation of the generalized prompted text follows a pattern of
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[p0]...[pi][cat0]...[catn]...[pm]. Here, ’n’ represents the count of category to-

kens, and ’m’ represents the count of prompt tokens. In the learned prompt

approach, tokens [p0][p1]...[pm] are treated as learnable parameters. These

parameters can be made to generalize on novel classes by training them on

the seen data.

These two approaches offer different ways to construct text prompts for zero-

shot semantic segmentation. The hand-crafted prompting approach relies on pre-

defined prompts, while the learning-based prompt approach allows the prompt

tokens to be learned from the data. Both approaches strive to enhance the effec-

tiveness of the CLIP model when utilized for zero-shot semantic segmentation,

focusing on achieving better performance.

In addition to the two-stage framework presented in the paper, a more con-

ventional approach for semantic segmentation is to use a fully convolutional net-

work(FCN). FCN is a widely used method for supervising an image segmentation

task. The FCN generates a map of features with spatial information based on the

input image, and a group of trained classifiers is applied to all the pixels of the

feature map to produce segmentation maps. When incorporating the CLIP model

into the FCN framework, there are two strategies outlined When incorporating

the CLIP model into the FCN framework, there are two strategies outlined:

1. Direct Pixel-wise Classification: In this specific method, the CLIP

vision encoder generates a feature map, which serves as the image repre-

sentation of the input image. This image representation can be utilized

for performing classification at the pixel level. However, the initial CLIP

model represents the visual features of an image using the information en-

coded in the token [cls], which may not directly align with the requirements

of the FCN framework. Additionally, there might be a resolution mis-

match between the image size used in CLIP pre-training (224x224) and

the higher image resolution typically required for semantic segmentation

(e.g., 640x640). To address this, the sliding window technique is employed,

where multi-scale inference is performed by sliding a window over the high-

resolution image. This technique has been used in previous works and has

been shown to improve performance.

2. Retrained FCN-based Vision Encoder: In this approach, a vision en-

coder constructed using a fully-connected network undergoes retraining on

the classes that have been observed using a comparable technique. The

CLIP text encoder is employed to derive consistent weights for the classi-

fier, enabling the retrained model to possess a level of capability to gener-

alize towards classes that have not been encountered before. By utilizing
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Figure 2.11: ZS-MaskFormer for Zero-Shot Semantic Segmentation [45].

the training data from previously encountered classes, this approach en-

hances the model’s capacity to effectively handle categories that have been

observed as well as those that are new or unfamiliar.

Similar to the two-stage framework, the predictions from these two strategies can

be ensembled by default unless specified otherwise. This ensemble strategy aims

to combine the strengths of both approaches and improve overall performance.

The model architecture of Zero-Shot MaskFormer is depicted in figure 2.11.
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Chapter 3

Methodology

3.1 Architecture Overview

Fig. 2.10 depicts our suggested ZSK-Net model. It is divided into two parts: (a)

mask proposal creation and (b) region categorization. To create mask prediction

and accompanying class probability, we use the notion of dynamic kernels[32, 7,

22, 12, 51], which are a collection of learnable parameters updated according to

their corresponding characteristics in the picture. These are sent into the area

classifier, which uses a CLIP-like[35] model to categorize the regions as visible or

unseen.

3.1.1 Mask Proposal Generation

The mask proposal generator’s purpose is to generate binary masks for all objects

in the given picture. We reformulate K-Net [49] as a mask proposal generator to

do this assignment.

The model begins by receiving an input picture mathcalI and sending it to

the backbone feature extractor.

When we consider the backbone as a function of mathcalI, we obtain the

extracted features F in RC×H×W as an output of B(I), where C is the number of

output channels and H, W are the height and width of the feature map. For our

pipeline, we utilize an Atrous Spatial Pyramid Pooling (ASPP) head [8] as the

kernel generator, which employs which uses F to generateN initial D-dimensional

kernels, K0 ∈ RN×D, from which we obtain N binary masks applying Mpred
0 =

K0 * F . The initial kernels K0 are iteratively updated through S stages to get

the final set of N refined, discriminative, and group-aware kernels Ks.

The process of making kernels group-aware includes three critical steps: 1)

grouping the properties unique to each of the N kernels. This is accomplished by
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the use of binary masks generated by each kernel, which map important pixels of

an image to the associated kernel. 2) A weighted summation of the kernels and

their associated characteristics determined in the preceding step is used to update

the kernels. 3) Obtaining kernel updates only based on their own characteristics

appears counter-intuitive, as each kernel must also be aware of what the other

N − 1 kernels have learned. This is made easier by running the upgraded kernels

via a multi-head attention (MHA) [39] module. The kernel update head governs

the three processes that change static kernels to dynamic kernels in each of the

model’s S phases. The following equations can be used to define this process

mathematically:

FK = ΣH
u Σ

W
v Mprev(u, v) · F(u, v) (3.1)

FG = FC(FK)⊗ FC(Kprev) (3.2)

Kupdated = GF ⊗FK + GK ⊗Kprev (3.3)

Knext = MHA(Kupdated) (3.4)

Mnext = gi(Knext) ∗ F (3.5)

The equation labeled as 3.1 groups the features for each kernel by multiplying

the feature map F with the masks Mprev. To calculate a gate feature FG, we

multiply FK with the kernels and pass them through a fully-connected (FC)

layer. The update process is performed by taking a weighted sum of the grouped

features and kernels, as shown in Equation 3.3. The weights for these terms,

denoted as GF and GK, are obtained by linearly transforming FG and applying a

sigmoid operation. By convolving the feature map F with gi(Knext), we obtain

the updated set of masks Mnext. Here, gi represents a linear transformation

followed by a ReLU activation and Layer Norm.

3.1.2 Region Classification

The Mask Proposal generation module generates Mask proposals M and cor-

responding class scores P . These outputs are then inputted into the Region

Classification module. The design of this module follows a CLIP [35] approach,

where the class scores P are passed through the text encoder, and the Mask

proposals MS are passed through the image encoder of a CLIP model.

Text encoder: To obtain the class embedding X cls, we utilize the text

encoder Etext of the CLIP model. Firstly, the text encoder is initialized with

the class names provided in the text prompt T . Then, we proceed to forward

both the text prompt and class scores P to the text encoder Etext of CLIP. This
process results in the generation of the desired class embedding X cls.
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Xcls = Etext(P , T ) (3.6)

The mathcalXcls operate as fixed classifier weights for the mask proposal genera-

tor, allowing us to use the training data of seen classes without explicitly training

the CLIP image encoder on them.

Image encoder: Simultaneously with the text encoder, the image encoder

operates to produce the image embedding X img based on the mask proposal

MS. Initially, the mask is converted to binary form and used to mask the image,

thereby extracting the foreground region. This process takes place within the

”crop and mask” sub-module, depicted in Figure 2.10. The resulting foreground-

extracted image is subsequently fed into the image encoder, resulting in the gen-

eration of the desired image embedding Ximg.

The class and image embeddings are integrated as follows to provide a unified

embedding that is used to forecast the final segmentation mask:

Xcombined = Xcls · Ximg (3.7)

3.2 Hungarian Mask Loss

During the training phase of our module, a bipartite matching loss [7, 10, 13]

is utilized. In this process, the model generates N mask proposals, where N

is often much larger than the actual number of objects present in the image.

Consequently, many of these proposals do not correspond to meaningful objects

in the image. To address this challenge, the bipartite matching strategy estab-

lishes a one-to-one mapping between each mask proposal and the ground truth

masks. The set of ground truth masks includes an additional category for ”no

object” to which the irrelevant proposals are matched. This enables the model

to automatically disregard masks that are not relevant to the given input image.

This concept is similar to how it is used in object detection to avoid using post-

processing techniques such as non-max suppression to reject undesired bounding

boxes.
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Table 3.1: Performance Comparison of the proposed ZSK-Net architecture on the

benchmark Pascal-VOC dataset.

Pascal VOC

Method hIoU mIoU-seen mIoU-unseen

SPNet[42] 21.8 73.3 15.0

ZS3-Net [4] 28.7 77.3 17.7

CaGNet [19] 39.7 78.4 25.6

SIGN [11] 41.7 75.4 28.9

ZS-MaskFormer [45] 75.3 86.4 66.7

ZSK-Net (Ours) 85.7 91.3 80.7

Gain 10.4 ↑ 4.9 ↑ 14 ↑

Table 3.2: Performance Comparison of the proposed ZSK-Net architecture on the

benchmark COCO-Stuff dataset.

COCO-Stuff

Method hIoU mIoU-seen mIoU-unseen

SPNet[42] 16.8 20.5 14.3

ZS3-Net [4] 15.0 34.7 9.5

CaGNet [19] 18.2 35.5 12.2

SIGN [11] 32.3 15.5 20.9

ZS-MaskFormer [45] 36.4 39.8 33.5

ZSK-Net (Ours) 37.3 39.7 35.4

Gain 0.9 ↑ .1 ↓ 1.9↑
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Chapter 4

Experiments

4.1 Dataset

We performed experiments using the two widely utilized benchmark datasets for

the Zero-Shot Semantic Segmentation (ZS3) task: the ’Pascal VOC’ dataset [15]

and the ’COCO-Stuff’ dataset [5].

Pascal VOC: The Pascal VOC dataset consists of 11,185 training images

and 1,449 validation images, encompassing a total of 20 distinct classes. For our

experiments, we followed the approach outlined in [45] and divided the classes

into 15 ”seen” classes and 5 ”unseen” classes. The Pascal VOC dataset includes

objects such as chairs, bicycles, and dining tables, which are susceptible to oc-

clusion. This presents a challenge for ZS3 models in accurately capturing the

intricate details of these objects while generating mask proposals.

COCO-Stuff : With a total of 171 classes, which are divided into 156 ”seen”

classes and 15 ”unseen” classes, this dataset is considered large-scale. It com-

prises 117,000 training images and 5,000 validation images. On average, each

example in this dataset contains 7.7 objects, and approximately 90% of the im-

ages have multiple categories assigned to them. Consequently, this dataset poses

an exceptionally challenging scenario for zero-shot semantic segmentation [31].

4.2 Evaluation Metrics

The model was tested using a variety of conventional evaluation techniques, in-

cluding mean IoU (mIoU), pixel accuracy (pAcc), and harmonic mean IoU (hIoU).

We choose hIoU as the primary comparison metric since it is a single number that

indicates how the model fared on both the seen and unseen classes. This is a pow-

erful metric that assesses the model’s performance across all classes and a better

indicator of a ZS3 model’s resilience and generalizability. hIoU is defined by the
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following formula:

hIoU =
2×mIoUseen ×mIoUunseen

mIoUseen +mIoUunseen

(4.1)

4.3 Implementation Details

For comparison purposes with state-of-the-art models, the default backbone used

is ResNet-101. During both training and testing, the mask proposal generator

generates a total of 100 mask suggestions. The models were trained using an

RTX 3090 GPU. Unless specified otherwise, the chosen CLIP version employed

the ViT-B/16 backbone. All experiments were conducted with a single cue as

the input.

The learning rate is initially set to 1e−4, accompanied by a weight decay of

1e−4 and a polynomial learning rate decay with a power of 0.9. The batch size

used for both datasets is 8. The training process consists of 40,000 iterations for

the Pascal VOC dataset and 240,000 iterations for the COCO-Stuff dataset. The

remaining hyperparameters are kept mostly consistent with the ones mentioned

in [45].

Table 4.1: Class-wise performance analysis of both seen and unseen classes in

Pascal VOC dataset. Unseen classes are highlighted in gray.
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4.4 Comparison with Baselines

We evaluated our model against the top-performing ZS3 models on the Pascal

VOC and COCO-Stuff datasets, without utilizing any additional techniques to

enhance performance. The comparison results can be found in Table 3.1 for the

Pascal VOC dataset and Table 3.2 for the COCO-Stuff dataset.

Pascal VOC: Our model demonstrated exceptional performance on the dataset,

achieving a harmonic mean Intersection over Union (IoU) score of 85.7. This

represents a significant improvement of +10.4 compared to the previous leading

method, ZSMaskFormer [45]. Moreover, our pipeline outperformed the previ-

ous state-of-the-art approach on both the unseen and seen classes. Specifically,

it achieved a score of 91.3 mean IoU (mIoU) on the seen classes and 80.7 on

the unseen classes, surpassing the previous best model’s scores of 86.4 and 66.7,

respectively.

COCO-Stuff : Our model performed admirably on the COCO-Stuff valida-

tion set, getting a harmonic mean Intersection over Union (hIoU) score of 37.3.

This is a significant improvement of +0.9 over the prior state-of-the-art approach.

Our model performed significantly better on the unseen classes, with a mIoU of

35.4 compared to the previous best method’s score of 33.5, representing a +1.9

improvement. Furthermore, our model’s performance on the observed COCO-

Stuff classes is comparable to the prior best technique.

Observations: The observations from Table 3.1 and 3.2 validate that the

pixel-based approaches [42, 4, 19, 11] employed by models addressing ZS3 exhibit

a notable bias towards the seen classes. This bias is evident from their inade-

quate performance on the unseen classes across both datasets. In comparison

to the pixel-based techniques stated above, our decoupled formulation outper-

forms them not just on unseen classes, but also on seen classes. Our technique,

ZSK-Net, produces the best results, with the greatest scores for both visible and

unseen classes and the smallest variance between the two class types. This means

that our model isn’t biased toward either class type. These results confirm our

hypothesis that dynamic kernels are useful for transferring training knowledge to

the inference phase. This investigation also indicates that dynamic kernels may

learn discriminative features, making them good segments for both visible and

unseen classes.

4.5 Seen-to-Unseen Knowledge Transfer

The analysis of class-wise performance on the Pascal VOC validation set is pre-

sented in Table 4.1. The dataset was divided into 15 seen classes and 5 unseen
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classes, namely potted plant, sheep, sofa, train, and TV monitor. For each

class, the table lists the mean Intersection over Union (mIoU) and pixel accuracy

(pAcc) scores. The model demonstrates relatively higher scores for the sheep and

train classes in terms of both mIoU and pAcc. Specifically, the mIoU and pAcc

scores for sheep are 87.8 and 91.2, respectively, while those for train are 96.6 and

99.9, respectively. These scores are comparable to some of the best-performing

seen classes, highlighting the model’s strong performance on these specific classes.

The relatively high performance of the model on the sheep and train classes can

be attributed to their visual similarities with some of the seen classes. For in-

stance, sheep shares certain features with classes like horse, cat, and dog, which

allows the model to leverage its knowledge from these visually similar seen classes.

Similarly, the train class exhibits similarities to other vehicle classes such as bus

and car, enabling the model to generalize its understanding of vehicle-related

features. The remarkable generalization ability of dynamic kernels has facilitated

the model in learning visual features from seen classes and effectively transferring

this knowledge to unseen classes, leading to high performance. This observation

becomes evident when considering other unseen classes, such as potted plant

and sofa, which lack visual similarities with any seen classes. In comparison,

the model’s performance in these classes is relatively lower than those with vi-

sual similarities. This further strengthens the notion that dynamic kernels serve

as effective agents for generalization in zero-shot semantic segmentation tasks.

Their ability to capture and transfer knowledge across classes that exhibit visual

similarities contributes to their success in handling unseen classes.

Table 4.2: Considering different values for number of stages.

Number

of

Stages

hoU mIoU-

seen

mIoU-

unseen

2 76.6 85.0 69.7

3 77.1 86.0 69.8

4 81.1 87.1 76.0

5 81.6 87.5 76.3

6 71.0 79.0 64.5
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4.6 Ablation Study

We conducted an ablation study to analyze the impact of varying the number of

stages in the pipeline. This parameter determines the model’s size and affects the

frequency of kernel updates until reaching the most refined version. By examining

the results presented in Table 4.2, we observed a progressive improvement in

harmonic mean IoU (hIoU) performance up to 5 stages. However, beyond 5

stages, the performance started to decline, indicating a saturation point. Notably,

the performance gain from stage 4 to 5 in terms of hIoU was not substantial, even

though a pipeline with 4 stages is computationally less demanding compared to

one with 5 stages. Therefore, we determined that utilizing four stages strikes the

optimal balance between performance and computational efficiency, and thus, we

selected this value for the number of stages in our model.

4.7 Qualitative Analysis

In Figure 4.1, we present visualizations of multiple segmentation predictions and

compare them with the results obtained using the current state-of-the-art model,

ZSMaskFormer [45]. The visualization includes four segmentation results from

the Pascal VOC dataset, featuring two unseen classes (sofa and sheep) and

four visible classes (dining-table, chair, person, and bicycle). The figure is

divided into four rows, each showcasing an example, and four columns displaying

the original image, the ground truth, the prediction made by ZSMaskFormer

(current state-of-the-art), and the prediction made by our model, ZSK-Net.

In the second case, which involves a sheep, our proposed method generates

a prediction that closely resembles the ground truth, exhibiting a high level of

accuracy. However, ZSMaskFormer struggles to accurately identify certain sheep

pixels, leading to misclassifications.

Regarding the first image, which represents the unseen class sofa, ZSMask-

Former demonstrates a notable number of misclassified pixels. It mistakenly

assigns sofa labels to various areas of the image that are not part of the sofa.

In contrast, our model, ZSK-Net, surpasses this performance by reducing the

occurrence of false positives. Although there is a minor flaw in labeling the cush-

ion on the sofa as part of the sofa, overall, our model produces more accurate

results. Now let’s consider the seen classes. In the first example, the image con-

tains a dining-table and a chair. Table 4.1 indicates that the mIoU score for

the chair class is comparatively lower than the other seen classes. This could

be attributed to chairs being frequently occluded by other objects in the image,

making their segmentation challenging. Nevertheless, ZSK-Net performs better
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Input Image Ground Truth ZSMaskFormer ZSK-Net (ours)

Figure 4.1: Qualitative results comparing the proposed model with the state-of-

the-art. Results of both unseen (rows 1-2) and seen classes (rows 3-4) have been

presented here.

in maximizing the true positives in this example, resulting in a more accurate

segmentation map compared to ZSMaskFormer.

The final example showcases multiple persons as seen objects. ZSMask-

Former fails to accurately capture the leg regions, whereas our proposed method

successfully incorporates this detail in its prediction. This qualitative experiment

demonstrates the capability of dynamic kernels as effective segmentors for both
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seen and unseen classes. It showcases that our model, ZSK-Net, is able to leverage

the advantages of dynamic kernels to improve segmentation performance across

different object categories.
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Chapter 5

Conclusion

This study introduces the concept of dynamic kernels within the realm of zero-

shot semantic segmentation. The proposed pipeline leverages the feature under-

standing capabilities of dynamic kernels to generate region proposals in an input

image. These proposals are then classified using a pre-trained vision-language

model such as CLIP. Our experimental results on the Pascal VOC and COCO-

Stuff datasets demonstrate that this approach achieves state-of-the-art perfor-

mance in terms of segmentation accuracy. However, it should be noted that

achieving very high harmonic mean IoU (hIoU) performance on datasets with

a large number of classes still poses a challenge. Addressing this challenge and

further improving the performance of the proposed technique on datasets with

numerous object categories could be the focus of future research in this field.
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