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Abstract

Waste Detection is of significant importance to the environment. With the lack of a
proper detection architecture for waste detection, we are looking to propose an Object
Detector specifically designed to deal with the varying attributes required for accurate
waste detection to increase the general detection capabilities of the detector. Our ap-
proach involves modifying the neck of the object detector to increase performance due
to the neck having more influence over the total performance of the object detector
than any other component. Building on this hypothesis, we propose our modified re-
cursive feature pyramid neck, called BRPN,Balanced recursive pyramid network. The
BRPN involves merging the already established recursive pyramid network with the
balanced feature pyramid network. By re-scaling, integrating, refining, and strength-
ening qualities of the balanced feature pyramid network integrated with the already
high-performing recursive feature pyramid, our balanced recursive pyramid network
increases the average precision metrics on Zerowaste and Flow data sets by +1.24 and
+.91 when compared against the vanilla recursive pyramid network.

viii
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Chapter 1

Introduction

1.1 Motivation and Scope

1.1.1 Object Detection

Object detection in computer vision deals with detecting instances of objects of certain
classes like cars or bottles in images [1]. The primary objective of this domain is to
provide an estimation of the location of the specified objects. Object detection has ap-
plications in various real-world situations like autonomous driving, video surveillance,
or in waste detection. Typically images consist of a small number of objects. But there
are many locations where these objects may be positioned and their scales may vary
too [2]. Therein lies the challenge of object detection. Applications of object detection
range in various domains; from autonomous driving and video surveillance to waste
detection. Our research looks into improving the performance of object detectors, par-
ticularly in the waste detection domain, enabling faster and more accurate detection

Figure 1.1: Object Detection Example
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Figure 1.2: Waste Detection Example

of waste objects in different environments. Object detection has gone through a lot of
improvement with the development of deep learning techniques in recent years, with it
being responsible for a lot of breakthroughs in this domain [3]. Conventionally, Object
Detectors involve the backbone module which is responsible for extracting deep latent
features, and the neck module, which in turn fuses those features to attain information
at different scales [4]. Our research mainly focuses on the neck module and how we
can modify some parts of it to increase feature fusion.
Object detection has gone through a lot of improvement with the development of deep
learning techniques in recent years, with it being responsible for a lot of breakthroughs
in the domain of Object Detection [3].

1.1.2 Waste Detection

According to the world bank, we are expected to reach about 3 billion tonnes of waste
by the year 2050 [5, 6]. Analyzing this waste can help in managing it. This is a diffi-
cult task to achieve manually. Because of the wide variety of waste objects present,
automation in this field is difficult to achieve making waste management a highly
labor-intensive task. [7] Improper waste management has several consequences in-
cluding severe effects on the natural resources, public health, and the overall environ-
ment. Here waste detection can not only help with managing waste using automation
but can also be used to educate users about throwaway waste [8]. Deep learning can
be used to classify and detect waste, which can help with analysis, streamlining the
process as a result. Different types of waste require different methods of treatment.
Some types of waste such as paper, cardboard, glass, or plastic can be recycled [9,10].
Some other types like lumber or boxes can be reused or re-manufactured [8, 10]. It is
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important to understand these different management techniques, as mismanagement of
waste can lead to causing more problems than providing a solution.

Hence detection of waste can be really useful in determining methods of treatment
for different kinds of waste. Waste detection can also give useful information about
the environment such as the varieties of waste in different locations and their overall
effect on the environment. The presence of toxic substances like medical wastes can
be identified and measured using deep learning, providing opportunities to assess the
situation and make decisions to minimize damage to the ecosystem. Waste detection
techniques can be applied to identify waste in locations where it is difficult to reach.
In these locations, waste detection techniques can be used by automated systems [11]
to collect trash at a much faster rate than if it was done manually. Several waste data
sets have been organized and collected in recent years and these data sets provide op-
portunities for detecting waste in challenging environments. There is also research
work on merging some of the data sets to create new and bigger data sets which helps
with improving the quality of these data sets.

Convolutional Neural Network algorithms have become the standard for most com-
puter vision tasks including object detection [11]. In our research, we focus on the
modification of existing CNN architectures to ensure generalized object detection per-
formance is improved. This is because, in the waste management domain, the types of
objects that need to be detected are also generalized.

1.2 Problem Statement

While recent works have introduced various kinds of data sets, due to the environ-
ment from which these data sets are formulated such as underwater trash, cluttered
trash, or water surface trash, it presents complex challenges to overcome. These chal-
lenges include the visibility of waste in these environments due to their size, shape, or
the environment itself. For example, underwater trash is difficult to detect due to the
background affecting visibility. Some kinds of trash which are small in size are even
more difficult to detect in challenging environments like bottles floating in inland wa-
ters. All these factors affect the accuracy of the existing models trained by these data
sets. Hence a generalized model is required to improve the detection of these wastes
in challenging conditions accurately and efficiently. Because of the challenges present
in the existing waste datasets, it is important that the focus should be on all levels of
feature extraction, from low-level features to high-level features. This will ensure that
varieties of object types can be handled efficiently by the same object detector.
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Overall it is important that the generalized system we construct will be robust for dif-
ferent types of environments, sizes, and orientations of objects in the images.

The problem statement can be stated as “Modelling a generalized system for waste
detection that is robust for various situations which include different environments and
different types of waste and efficient enough to be used on an industrial scale.”

1.3 Research Challenge

The first challenge that needs to be dealt with is finding an architecture that performs
well for different waste data sets. For different data sets that were published recently,
different deep learning architectures were used to train the data, however, general-
ized architectures have not been established which perform well for different kinds of
waste data sets and or merged data sets.

The next challenge would be to ensure the good performance of the architectures
while balancing the computation cost. This will be the most difficult challenge con-
sidering that waste detection datasets have different challenges like difficult conditions
for the background of the images or variation of size, shape, and orientation of objects
in images. The performance of recent works using these architectures suggests there
can be a lot of things which is possible to improve these architectures.

Another challenge would be to ensure that modification to existing architecture is
working as an addition to the existing architecture. This means ensuring that modi-
fication does not eliminate any main feature of the existing architecture and that either
the modification improves upon those features or adds to the set of features. This en-
sures that the strength of the architecture is increased in an incremental fashion which
will be easier to understand and improve upon.

It is better if any modification on a single architecture can be replicated for any other
feature with similar architecture. This means modification needs to be modular. If
we modify the structure of the Feature Pyramid Networks of an object detector, then
modifications should be such that it can be added to any object detector with a feature
pyramid network or a version of the feature pyramid network. This ensures for any fu-
ture architectures introduced with greater performance, further experimentation can be
performed with the modifications introduced in our research.

Other challenges include setting the hyperparameters. This involves finding the best
set of parameters and ensuring that they are kept the same for a fair comparison of the
performance of the models.



CHAPTER 1. INTRODUCTION 5

The final Challenge includes training and comparison of results. This heavily depends
on the resources available for our research, and the extent of our modifications. It is
vital that there is a balance between the increase in performance the model introduces
and how computationally expensive the operations become after the modification is
introduced. It is also important to ensure that our research takes place within the con-
straints set in terms of our resources, hence enabling fair comparisons between differ-
ent architectures.

1.4 Objectives of the Thesis

1. Build an efficient waste detection method that is robust for various backgrounds
such as in underwater environments or cluttered environments. This system can
be used for automated waste detection with low inference time.

2. The waste detection method should also work well for detecting waste of differ-
ent sizes and orientations. For example, it should be able to detect small objects
with reasonable accuracy compared to objects of bigger sizes.

3. Targeting a specific area of object detector to generalize the improvement of
detection. A particular region of interest can be the neck of the object detector
which is responsible for the fusion of semantic and spatial features.

4. Comparing the performance of the proposed architecture with appropriate modi-
fications with the architecture without the modifications

5. Analyzing the performance of our proposed method and comparing the results
with the existing architectures present in recent works.

1.5 Research Contribution

To summarize the key contributions so far

1. We modified the Recursive Pyramid Network of the neck of DetectoRS by adding
the balanced feature pyramid to strengthen multi-level features of the Recursive
Pyramid Network

2. The proposed architecture outperforms the original DetectoRs performance on
ZeroWaste and Flow
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3. All other conditions including the data augmentations were kept same for the
experiment.

1.6 Organization

We continue our thesis report from Chapter 2. In chapter 2 we provide the literature
review of various dataset papers in the waste detection domain. This is followed by
the literature review of the different architectures regarding the neck section of the
FPN.
In chapter 3 we discuss the architectures we proposed or worked on so far. In this
chapter, we go over in detail about the architecture pipeline providing various dia-
grams and explanations of the proposed architectures.
In Chapter 4 we go over the results and discussions of our work so far. In this chap-
ter, we analyze the results of our experiments and provide conclusions based on these
results.
In chapter 5 we provide the topics we are going to pursue before the final thesis de-
fense based on our recent research and experiments. Lastly, we provide the overall
conclusion.
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Chapter 2

Background Study

2.1 Waste Detection

[12–16] Waste can be indoor waste or outdoor waste. Small, big, underwater, on land,
solid, liquid [12–16]. As each category of waste shows different textures, settings, and
sizes the work on waste detection is predominantly focused on creating and maintain-
ing data sets. The paper we have studied created new data sets or merged data sets
from existing waste-based data sets. But one common feature in all of the papers was,
their proposed methodology is based on deep learning architecture.
Sylwia et al [5] presented a new benchmark data set that utilizes the existing open-
source data set to the fullest. The publicly available data sets were merged and filtered
to create a unified benchmark data set. As waste identification is an ambiguous pro-
cess all the existing data sets focused on key criteria. Either the data set is focused on
one single class or the data set image count is not enough to create a relevant deduc-
tion. Thus the problem arises of creating a benchmark waste detection data set, which
will solve the above-mentioned problems and create a merged benchmark data set that
will show the best practices of waste detection. Also, it will work as a baseline.
Then the methodology they followed for creating the merged data set, and detect waste
is given. Detect waste is based on the Extended TACO and additional waste-based
data sets were added thus making the whole data set of over 28000 images and 40000
objects. The key point in the detect waste data set was that it created a diverse waste-
based data set featuring indoor, outdoor, and underwater images. Additionally, the au-
thors proposed a two-stage deep learning-based framework for detecting waste in neu-
tral conditions. The proposed framework outperforms the merged data set and also on
the individual data set. All of this created a baseline for future waste detection work to
be based on.
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Figure 2.1: Detect waste distribution

Figure 2.2: Zerowaste dataset distribuition

Dina et al [12] presented the largest openly available in-the-wild waste detection
dataset ZeroWaste focused on finding waste in cluttered scenes. As the industrial re-
cycling sector processed waste in the MRF conveyor belt, the waste there is usually
cluttered in a tiny space. In existing waste datasets the waste images are made of clear
backgrounds and the wastes rarely overlap with one another thus creating a necessity
for an industrial-grade cluttered waste dataset. Dina et al formulated the dataset to
solve the above problem. They proposed a waste dataset that focused on deformable
waste in dense areas that fully replicates the recycling facility.
The data necessary for the waste detection were collected from a recycling facility
during its regular operational hour. Thus making the dataset similar to the real world.
ZeroWaste-f the fully supervised part of the dataset consists of 4661 frames from the
video that was recorded in the recycling facility. One limitation that arises from the
dataset is as we can see in the figure, there is a class imbalance in it. So the way to fix
it was to augment the dataset with the TACO dataset.
The authors also provided a baseline result for the ZeroWaste dataset. The three most
popularly used object detection algorithms are used such as Mask R-CNN, Trident
Net, and RetinaNet. Results from that experiment showed that TridentNet performed
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Figure 2.3: Zerowaste dataset

Figure 2.4: Flow dataset images

better out of the three. But one interesting finding from the paper was that all of the
methods struggled to identify small objects. Another limitation of the paper that the
author described is that the image count the is still smaller than those of the standard
large-scale benchmarks. And lastly, the author described that the current state-of-the-
art detection method still struggles in detecting cluttered waste.
Yuwei et al [13] presented a floating waste detection dataset FloW that was collected
from the point of view of the USVs in real-world inland water in various conditions.
The main focus for creating a flow dataset was to enable unmanned vehicles to venture
into the marine inland water thus reducing the risk of human injuries and mitigating
the pollution present in the inland waters. Flow is the first openly available dataset that
is focused on inland waters thus making the waste detection task richer than before.
To accurately represent the real-world condition of the waste. Yuwei et al used USV to
take the images in the inland waters. Moreover, the images were rescaled and upscale
for better object detection functionality. The final version of it, The FloW datasets
contain 2000 images with 5271 labels. Then the author benchmarked the dataset with
some of the well-used object detection algorithms to find how it dealt with the dataset.
The key finding from the result was that two things hindered a better result. One was
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light reflection and the other one was water waves. Both of these along with the fact
that most of the objects in the waste dataset are small impacted the result. All of it
together can make the deduction that accuracy for real-life floating bottles is relatively
low.
Another important impact done by the authors Yuwei et al was that more than half the
labeled floating waste in the dataset can be regarded as small objects. Thus it paves the
path for a waste detection algorithm that focuses more on small waste objects.
Michael et al proposed an underwater waste data set that focuses on marine litter. Ma-
rine debris shows a great threat to the environment as it affects the marine ecosystem.
Disrupting the natural way of the environment.
The main difficulty in collecting and recycling marine waste is that polluted locations
are hazardous for humans to access. Thus creating the need for an autonomous waste
detection system. With that view in mind, the authors created the TrashICRA data
set. It was made possible by the use of J-EDI data set which consists of video footage
underwater. From the video footage, it was sampled at 3 frames per second. After up-
sampling and correction, the final data set consists of 5720 images.
Afterward, the four most popular state-of-the-art object detection algorithms were
used to benchmark the data set and to find out how object detection algorithms work
in the case of underwater marine debris. Results from the data set don’t give us a clear
verdict. As underwater marine debris collection is done by autonomous underwater
vehicles there is a need for a balance between inference time and accuracy. Thus con-
cluding that the architecture that one wants to use is purely a subjective choice as all
of the frameworks give us near-identical results [17]

2.2 Object Detector Necks

The neck of an object detector contributes the most to the performance of an object
detector [4]. Since our approach focuses on improving the neck portion of an object
detector in this section we focus on necks and show previous literature on object de-
tector necks.

2.2.1 Feature Pyramid Network

Tsung Yi Lin et al proposed FPN [18], a top-down layer with lateral connection to
make use of the pyramid structure of deep convolution architectures. The FPN mixes
high semantic information available from deep levels of a convolution network and
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Figure 2.5: Feature Pyramid Network

fuses it with high spatial information available at the lower layers. The fusion of high
spatial and semantic information massively increases the performance of object de-
tectors. The primary concept of the Feature Pyramid network is to take the benefits of
semantic information found in the processed feature maps and take the high-resolution
feature map of earlier layers. The authors couple FPN with the Faster R-CNN archi-
tecture and saw SOTA performance on the COCO object detection dataset at the time
of publication. The introduction of feature pyramids in deep learning massively in-
fluenced further model architectures. The FPN laid the template for a multitude of
papers [19–23] to work on and improve upon.

2.2.2 Path Aggregation Network

Shu Liu et al improved upon FPN by introducing PaNet (Path Aggregation Network)
[19]. PaNet picks up on a key weakness of the FPN design that the long path from the
backbone bottom layer which contains more spatial information is lost. PaNet sug-
gests an extra bottom-up layer after the FPN top-down layer to integrate more spatial
information with the already rich semantics by cutting the distance down. The extra
top-down layer adds extra computation which adds more semantic information too.
Also, the PaNet paper argues that the FPN levels which separately predict from each
FPN layer don’t take into account that each layer might have information from dif-
ferent levels. Adaptive Feature Polling in the PaNet fixes that by taking a mix of all
the Neck output layers. The authors showed results of PaNet on instance segmenta-
tion tasks, on the Mask R-CNN which outperformed FPN. Later works have extended
PaNet too Object Detection as well
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Figure 2.6: Path Aggregation Network

Figure 2.7: EfficientDet

2.2.3 Bidirectional Feature Pyramid Network

Ming Xin et al [20] proposed the EfficientDet object detector. The Detector uses BiFPN
which comes as an improvement to PaNet. The authors argued that the layers in PaNet
which only had a single input edge weren’t as important to the performance of the
model compared to the computation they added. So they removed the layers with only
the input edge and due to the computational complexity being less could stack more
of these BiFPN layers together to make a bigger higher performing neck. The authors
also argued that each layer of a neck has a different importance to each task, so they
assigned weights to each layer of the neck and let the model figure which layer to fo-
cus on for each dataset or task. BiFPN improves upon PaNet by a big margin.
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Figure 2.8: Recursive Feature Pyramid

2.2.4 Recursive Feature Pyramid Network

S Qiao et al [24] in their paper proposed RFP (Recursive Feature Pyramid) neck with
their object detector Detectors. They took a different approach from their contem-
porary neck designs. They adopted the design philosophy of looking and thinking
twice where a loop between the backbone and neck in this FPN was used. This loop
enhances the FPN by making sure the backbone features receive direct gradient up-
dates from the head of the detector. Using the RFP neck and incorporating atrous con-
volutions the authors show that their architecture achieves SOTA in the COCO object
detection dataset.

2.2.5 Generalized Feature Pyramid Network

Yiqi et al [4] start with an intuition that the neck contributes more to the performance
of an object detector than any other component. Based on that intuition they pro-
posed to make an extremely heavy neck and compensate for that with an extremely
light backbone architecture. The authors proposed a novel S2D chain (Space to depth)
backbone and a neck GFPN (Generalized FPN). The GFPN is stacked back to back for
further feature fusion. For effective feature transfer to the deep layers, a novel queen
fusion is proposed by the author. They also used a log2n skip connection. The queen
fusion takes 3 layers of a single FPN top-down and merges them by interpolating the
top layer and max-pooling the bottom layer. The authors show that their detection
model beats the SOTA map on the COCO dataset by using an inferior backbone to
the ResNet but compensating with a heavy neck.
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Figure 2.9: GiraffeDet

2.2.6 Parallel Feature Pyramid Networks

The authors try to improve upon the limitation of the original feature pyramid network
[21]. The original feature pyramid’s different abstraction levels reduce overall perfor-
mance, especially on smaller objects. It loses a lot of information in this process. The
parallel Feature pyramid addresses these lackings by not increasing the depth but in-
creasing the width of the feature pyramid. In order to create a parallel pool of feature
maps with various sizes, the authors first use spatial pyramid pooling along with a few
extra feature transformations. The additional feature transformation in PFPNet is par-
allel processing is used to produce feature maps with comparable levels of semantic
abstraction across scales. Finally to create the final Feature pyramid levels the feature
pool pieces are resized to a uniform size and their contextual data is collected. The
concept from this is that computing in parallel and not in-depth retains some spatial
information that is required in identifying smaller objects. The authors use an MCSA
module similar to that of the inception network to compute and process the feature
maps in parallel. The report significant increase in performance when compared to the
original feature pyramid network on both the Pascal VOC and COCO object detection
data sets.

2.2.7 Extended Feature Pyramid Network

Deng et al [23] propose an Extended Feature Pyramid Network, which includes an
additional new module feature texture transfer (FTT), which super-resolves features
and extracts specific regional information of the passed on feature map. The motiva-
tion for this paper comes from the fact that previous feature pyramids’ efforts to detect
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Figure 2.10: Parallel Feature Pyramid Network

Figure 2.11: MCSA Module



CHAPTER 2. BACKGROUND STUDY 16

Figure 2.12: Extended Feature Pyramid Network

Figure 2.13: FTT Module
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small objects have been subpar. The authors argue that merging various scales alle-
viates the problem the detection of small objects still remains an issue. Along with
the neck module, the paper also suggests a loss function that alleviates the area im-
balance in the foreground-background. The FTT module allows the combination of
low-resolution and high-level semantic features with shallower regional textures. The
EFPN enables decoupling of the small and medium-sized objects. The authors find
significant improvement using the EFPN on standard data sets compared to the origi-
nal FPN.

2.2.8 Trident Feature Pyramid Network

C.Picron et al [25] comes to the same conclusion as GFPN [26] that increasing the
self-processing or computation in the neck instead of the backbone gives a perfor-
mance. To this end, the authors propose Trident Pyramid Networks which enables
better communication among layers and also better self-processing. The Trident Pyra-
mid allows control over the neck design with hyperparameters allowing easier tuning
of communication layers and self-processing layers. The authors report an increase in
the performance of the Trident Pyramid Network when compared to BiFPN.

2.2.9 Graph Pyramid Network

G. Zhao et al [26] proposes Graph Feature Pyramid Networks which can change their
topological architectures to accommodate support for dynamic feature transfer across
all scales and image structures. The authors create a superpixel hierarchy appropriate
for each image, this superpixel hierarchy is used as the structure source for the graph
feature pyramid network. Local attention of two types is also introduced for this graph
feature pyramid network by generalizing global channel attention for CNNs.
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Figure 2.14: Trident Feature Pyramid Network

Figure 2.15: Graph Pyramid Network
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Chapter 3

Proposed Methodology

The objective of our proposed method is to improve the neck of an object detector so
that we can get better performance in the domain of waste detection. To this end so far
we have proposed an inception module-based layer connecting the backbone with the
neck for better feature aggregation or fusion. In this section we first describe the neck
portion of an object detector, followed by the inception module then we explain our
intuition for putting the inception module to combine the backbone and the neck. A
diagram of our architecture is shown below.

3.1 Balanced Recursive Feature Pyramid Network

We propose an architecture that combines the feature-balancing properties of Libra
R CNN [27] with the Recursive feature Pyramid Network of DetectoRs architecture.
This is achieved by passing the outputs of the Recursive Feature Pyramid through the
feature balancing steps of Libra-R-CNN so that the final output is rescaled, averaged,
and refined using a non-local Gaussian attention module. Combining these two archi-
tectures ensures that feature extraction not only benefits from a feedback connection
to the backbone layers but that the feature level imbalance is also mitigated during the
training process. Finally, the non-local Gaussian attention module enhances the final
balanced output.
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Figure 3.1: Balanced Recursive Feature Pyramid Network

3.2 Components of our Detector

3.2.1 Backbone

Resnet [28]of depth 50 was used as the backbone which is the same backbone that
was used for the original Cascade R CNN for comparison. The backbone was kept the
same to ensure that this component did not affect the overall results, allowing only the
neck to be the main factor. This backbone acts as the bottom-up path of the overall
architecture with the topmost layer being the most semantically rich.

3.2.2 Recursive Feature Pyramid

The macro level improvement proposed in the detectors paper called Recursive Fea-
ture Pyramid(RFP) is a technique that improves the performance of the Feature Pyra-
mid Network (FPN) by the addition of a new feedback connection from the FPN [21]
to the backbone of the architecture. By unrolling this recursive structure to produce
an incremental implementation, RFP allows the object detector’s backbone to pro-
cess images several times, resulting in incrementally effective representations. RFP, in
essence, iteratively improves FPN to produce more robust and accurate object detec-
tion results.

Each Feature Pyramid Networks (FPN) layer is stacked T times in recursive Feature
Pyramids. The diagram at Fig 3.2 depicts the two-stage unrolling of Recursive Feature
Pyramids, with the blue-shaded region representing the backbone utilized for the first
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Figure 3.2: Recursive Feature Pyramid Network

stage of bottom-up FPN operation. Before returning the prediction feature mappings
f(i) to the backbone, they are converted using the ASPP module, which employs the
idea of atrous convolution. R(i) is the name given to this transformation on the feature
map f(i). Recursive Feature Pyramids can build more robust representations by adding
ASPP, boosting the object detector’s accuracy and dependability.

Several feature fusion and attention layer strategies have been shown to be highly ef-
fective in deep networks for detecting objects of various scales with a respectable con-
fidence score. The authors have included a Fusion Module to improve the information
stored inside the maps and increase object detection performance. This module em-
ploys top-down Feature Pyramid Networks (FPN) operation feature maps (f(i)s) from
various FPN stages and integrates them in their design with an implicit attention gate.
This strategy, as shown in the picture, can considerably increase the detector’s accu-
racy and reliability by successfully integrating data from different sources.

3.2.3 Balanced Feature Pyramid

For balanced learning to take place at the feature level, integration of Deep High-level
features and Low-level features should be such that, the end result should possess bal-
anced information across all the available resolutions. However, the sequential manner
of integration that architectures like FPN and PaNet have, allows for more focus to be
placed upon adjacent resolution than others. Hence the semantic information present
in non-adjacent layers gets diluted once per fusion during the flow of information.

To mitigate this imbalance, a balanced feature pyramid works in two stages:
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1. Feature Scaling: The output features of the feature pyramid network are first re-
sized to a single feature size, in this case, it is C4. This is achieved via max pooling
and interpolation respectively. The next step involves obtaining the balanced semantic
features by simple averaging. After balanced semantic features are obtained, the fea-
tures are then rescaled to their original shape using the same but reverse process. No
parameter is involved with this procedure.
2. Refinement: Refinement involves refining the balanced semantic features obtained
from the previous step. The end product from refinement will lead to the features be-
ing more discriminative. It was found that the non-local Gaussian attention module is
more stable in this process compared to refinement using convolutions directly. The
refinement process is thus conducted using embedded non-local Gaussian attention.
Thereby enhancing the already balanced features.

3.2.4 DetectoRS

DetectoRS was chosen as the detector. We change the neck of this detector to our pro-
posed neck. The authors proposed macro-level and micro-level changes. We only use
the micro-level changes.
nd in the micro level of the proposed architecture for object detection, the authors add
a new technique named Switchable Atrous Convolution (SAC). SAC uses location-
dependent switch functions that operate at different atrous rates. The procedure works
on the same input feature. This results in a feature map that has different switches
which controls how the output of SAC will look like. The convolutional structure on
the backbone in the ResNet [28] was replaced with SAC for the use of SAC in the de-
tector. This change significantly improves the detector’s performance, making it more
accurate and reliable.

Atrous convolution is an effective method for expanding the field of view of filters in
any convolutional layer. What atrous convolution does is, with an atrous rate r, it adds
r-1 zeros between the filter values. Thus converting the kernel size of a k x k filter to k
= k + (k - 1)(r - 1). This is done without adding more parameters or computation to the
overall architecture. The receptive field is an important notion in Convolutional Neural
Networks because a bigger kernel size can improve feature map output context infor-
mation. However, this comes at the expense of more computations. As a result, atrous
convolution establishes parity between the parameter count and the computational cost
to keep a broad receptive field.
While dilated convolutions with higher atrous rates are good at acquiring contextual
information, they may fail to pick up local information from smaller objects on oc-
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Figure 3.3: Atrous Convolution

Figure 3.4: Switchable Atrous Convolution
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casion. In order to address this issue, the authors developed a novel idea called con-
ditional convolutions, specifically Switchable Atrous convolutions (SAC). SAC is a
dependable option for pre-trained backbone networks, allowing for greater flexibil-
ity in capturing both local and contextual data. The object detector’s performance is
improved by adding SAC, making it more accurate and reliable while dealing with
objects of varying sizes.
Now to improve the performance of the ResNet Residual blocks, all the standard 3x3
convolution operations were replaced by the dilated convolution which uses SAC
structure with two different atrous rates. The figure above shows the modification.
This change results in more flexibility in capturing contextual information. Also the
authors proposed a switch function S(x), which consists of a 5x5 kernel Average Pool-
ing Layer in addition to 1x1 convolution block. Using pooling layers, this switch can
collect statistics on the feature map, which can then be utilized to detect objects at var-
ious scales. With this above most modification, the ResNet backbone becomes capable
of tackling the challenges of detecting objects in complex scenarios.
As an additional modification to improve performance, the authors have incorporated
a global context mechanism before and after each of the 3x3 blocks. These mech-
anisms consist of lightweight 1x1 convolution kernels and a global average pool-
ing layer. The use of global information is deemed more effective for stabilizing the
switch function S(x) that governs the switching between two different convolution op-
erations. By leveraging these mechanisms, the object detection backbone can better
capture global contextual information while remaining computationally efficient.

3.3 Training Methodology

We coded our Balanced Recursive Feature Pyramid architecture in the mmdetec-
tion library [29]. The base code used for DetectoRs was the default code available in
mmdection. The images in Zerowaste and Flow dataset were all resized to 1333*800.
We used basic augmentation like horizontal, and vertical flipping. The backbone used
in our experiments was the ResNet50, which did not use pre-trained weights. Our
model was updated with each higher validation score. We used the Adam optimizer [30]
and kept a learning rate of 0.0001 with weight decay.
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Figure 3.5: Learning Rate Zerowaste

Figure 3.6: Learning Rate Flow
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Chapter 4

Results and Discussion

4.1 Datasets

4.1.1 Flow Dataset

Flow data set: First openly available dataset that focuses on inland waste data sets.
Consists of images of wastes floating on inland waters. There are 2000 images in to-
tal and the class of objects the annotations exist for is 1, bottle. The number of small
objects present in the data set is in the majority.

4.1.2 ZeroWaste Dataset

ZeroWaste:The largest openly available cluttered waste dataset.Consists of 4661 im-
ages present on a cluttered background. The main objective of this data set is to depict
waste in cluttered scenes. There are 4 classes in the data set which include paper, plas-
tic, metal, and glass.

4.2 Our results

Table 4.1 contains the results of base architectures on Flow and ZeroWaste. From a
number of models, Cascade R-CNN has the highest mAP 0.5:.95 of 43.4 on Flow. De-
tectoRs was a close second with 43.0. The other models are significantly lower. When
looking at ZeroWaste we can see DetectoRs performing the best with a mAP 0.5:.95
of 30.22, while the other models are around the mid-20s in mAP 0.5:.95. Based on the
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Table 4.1: Performance of different models on Flow and ZeroWaste

Model Flow ZeroWaste
Cascade R-CNN [13] 43.4 N/A
FPN [13] 33.4 N/A
DSSD [13] 27.5 N/A
RetinaNet [13] 24.9 21.0
Mask R-CNN [12] N/A 22.8
TridentNet [12] N/A 24.2
DetectoRs 43.0 30.22
DetectoRs-BFP(Ours) 43.91 31.46

Table 4.2: Comparison of different architectures on FloW and ZeroWaste dataset

Dataset DetectoRS DetectoRS-BFP (Ours) change
(mAp 0.5:0.95) (mAp 0.5:0.95) (mAp 0.5:0.95)

Flow-test 43.0 43.91 +.91
Zerowaset-test 30.22 31.46 +1.24
(same padding)

initial results we decided to pick DetectoRs as our base detector.
Table 4.2 contains the comparison between base DetectoRs and our modified Detec-
toRs which includes our proposed Balanced Recursive Feature Pyramid. We can see
on both datasets our proposed model outperforms the base DetectoRs. On the Flow
dataset, we see an increase in mAP 0.5:.95 by +.91 and on the Zerowaste dataset by
+1.24.
If we look at the performance of our model when compared with the performance of
models in Table 4.1 we can see that it our performs all other models available in the
literature on both Flow and Zerowaste dataset.
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Chapter 5

Conclusions

5.1 Summary

In our work so far, we have experimented with two waste-based data sets ZeroWaste
and Flow. We also benchmarked widely used architectures. Our contribution was to
add the Balanced feature pyramid with the neck of DetectoRs, Recursive pyramid net-
work. By adding the Balanced feature pyramid it strengthens the multi-level features
of the recursive feature pyramid using the same deeply integrated balanced seman-
tic features. We have seen significant improvement in DetectoRs with the addition of
a balanced feature pyramid network. With The new neck-balanced recursive feature
pyramid network, DetectoRs outperforms itself by 1.24 percent on ZeroWaste and by
.91 percent on the Flow dataset. Our model as per our knowledge gives us the best
performance in the ZeroWaste dataset and gives us comparable results with State of
the art in the Flow dataset.

5.2 Future Work

Future work can be done on the neck by exploring different ideas with the integration
of MHSA (Multi Head Self Attention), or by trying different design choices such as
proposing heavier necks altogether.
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