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Abstract

In this report we discuss some methodologies related to facial expression recog-

nition(FER). Facial expressions can be recognized with the help of collective

representation of multiple facial regions and proper decoding of the high-order

interactions between the local features is very necessary to recognize a particu-

lar expression efficiently. However, if noise or inconsistency is present, the FER

task becomes error-prone. Because of the noise involvement in the samples, the

performance of a model degrades. So, it becomes compulsory to cope with the

inconsistency at first. Thus we present a model which will try to recognize facial

expressions with the ability to focus on multiple regions and tackle the noise in-

volvement or annotation ambiguity by suppressing it’s effect during the training.
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Chapter 1

Introduction

1.1 Overview

In human correspondence, facial expressions are immediate and critical social

messages[17, 19]. They communicate essential nonverbal emotional clues in inter-

personal relationships when used in conjunction with other signals. Vision-based

facial expression recognition has now evolved into a useful sentiment analysis tool

having a wide range of practical applications. In retail, for example, an individ-

ual’s appearance information is used to determine whether a human sales assistant

is required[22]. Additionally, by consistently observing facial expressions, thera-

pists are able to help patients’ conditions and treatment regimens[9]. E-learning,

social robots and facial expression manipulation are some other notable crucial

application areas. Facial expression recognition (FER) is a technological advance-

ment that uses computers to identify and differentiate between facial expressions.

A number of large-scale facial expression datasets were developed over the years

as this investigation area has grown.

In this report, we have proposed a method to classify in-the-wild facial expres-

sion images by utilizing concepts and ideas from mainly [28] and [33] with hopes

of attaining better performance and better deal with ambiguity in labelling.
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1.2 Problem Formulation

Facial expression recognition (FER) makes use of computers to detect facial ex-

pressions automatically. Different facial expressions share inherently similar un-

derlying facial appearance and their differences can be difficult to discern. One of

the distinctive features of FER is that there’s a very delicate contention between

capturing the subtle face regions accurately and achieving a collective overall pic-

ture. A model which only consists of a single attention head has trouble focusing

on multiple areas of the face at once. Therefore, cross-attention network con-

sisting of multiple attention heads can be utilized which can deploy a series of

attention heads to focus on multiple facial regions simultaneously. In this report,

we discuss a model[28] whose module implements each spatial and channel at-

tentions, that permits for capturing higher-order interactions among local facial

features. It also consists of an Attention Fusion Network (AFN) that ensures

attentions are drawn to different facial regions before all the attention maps are

combined into a single comprehensive attention map.

The performance of FER relies massively upon high-quality annotated data.

Gathering the high-quality and large-scale dataset with clear unambiguous anno-

tations is very hard. Moreover, facial images show inter-class similarity as well

as annotation ambiguity which leads to confusion, even it becomes hard for a

human to identify the expression. Furthermore, deep learning models have the

tendency to memorize the large-scale samples which leads to over-fitting. So,

we will also introduce a framework to address this issue utilizing the concept of

attention consistency[33]. We demonstrate a model which can cope with noisy

samples without memorizing them.

6



1.3 Research Challenges

We have experienced a variety of difficulties in the FER field. The issue of

noisy labels is one. Due to the ambiguity of facial emotions, which is made worse

by low-quality photos, label-noise poses a significant problem for facial expression

recognition in the real world.[30]. The two main categories of current research are

changing the principal loss function and choosing clean samples for training. The

initial strategy relies on memorization, while deep neural networks attempt to fit

the pure samples.[1]. Additionally, other works concentrated on sample selection

or reweighting to reduce dataset uncertainty. Using clean data Mentor net was

trained in this study[27], and after training, this model was utilized to direct the

Student net by reweighting the samples. Some authors suggested regularizing

attention scores as well as completely reweighting the dataset. But memorizing

causes over-fitting in the majority of models, which is a problem. The second

approach focuses on determining the noise transition matrix or calculating the

loss function. The link between the noisy labels and the actual data is modelled

using the noise transition matrix. On the other hand, To suppress the noisy

labels, a generalized cross-entropy loss function was proposed by Thulasidasan

et al. [24] and Zhang et al. [34]. These models, however, are likewise unable to

manage a huge number of classes.

Since different expressions can be similar to one another, it is harder to distin-

guish them. The majority of publications use single-head attentions to capture

the face regions, however these models suffer from over-lapping and are unable

to gain enough information about critical facial areas. Class separability should

be applied appropriately to discover the distinctions. However, [28] proposed a

multi-head cross attention module to address the mentioned issue.
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Chapter 2

Literature Review

2.1 Facial Expression Recognition

One of the most amazing and challenging study tasks in social correspondence

is recognizing human emotion from images. The performance of deep learning

(DL) based emotion recognition is superior to that of traditional image process-

ing techniques.[12] applied a robust CNN to picture identification and used the

deep learning open-source library ”Keras” developed and provided by Google

for facial emotion detection. For the purpose of recognizing human emotions, a

face-sensitive convolutional neural network (FS-CNN) was proposed by [20] to

recognize faces in large-scale images, after which face milestones are investigated

to forecast appearances for feeling acknowledgment. Also PRATIT, a model for

facial expression detection that uses particular image preprocessing processes and

a Convolutional Neural Network (CNN) model, has been proposed by [16].

For human computer interaction to be successful in advancing applications

for artificial intelligence and humanoid robots, real-time facial recognition appli-

cations must have the option to be done at a rapid and accurate pace. Real-time

video data was used to identify faces with deep learning techniques in [4] to iden-

tify the faces’ expressions of happiness, surprise, surprise, sadness, and neutral
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emotion.

[27] suggested an approach called Self-Cure Network (SCN) to suppress the

vulnerabilities for large-scale facial expression recognition in order to address

noisy-label or ambiguity concerns.

[32] stated that uncertainty is a relative idea. Motivated by this idea, they

presented Relative Uncertainty Learning, a novel technique for aiding deep learn-

ing models for the purpose of learning uncertainty for each sample. They carefully

created a second branch to show the input image uncertainty and used it to reduce

noise during training.

2.2 Attention Mechanism

In visual perception, attention mechanism plays an important role [3, 18]. Par-

ticularly, attention enables individuals to efficiently search for more significant

information in a complex setting. There have been some recent attempts to

replace CNNs and Recurrent Neural Networks (RNN) with monotonous atten-

tion modules that have produced impressive results. For instance, [25] suggested

a straightforward network architecture known as Transformer that completely

avoids recurrence and convolutions in favor of a multi-head attention mechanism.

Based on Transformer [6] established a pure attention mechanism whose effective-

ness outperformed earlier state-of-the-art techniques. Convolutional Block Con-

sideration Module (CBAM) has been suggested by [29] as a method for gaining

rich attention features by sequentially integrating channel and spatial attention.

2.3 Discriminative Loss

Recent research demonstrates how the discriminative loss function can be sig-

nificantly tailored to the FER problem. A DDA loss was proposed in and the

benefits of center loss and softmax loss were combined in [7]. Similarly, to boost
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the inter-class distance for various categories, a cosine metric based on center

loss was introduced in [2]. Additionally, an attentive center loss that promotes

understanding the connections between each class center and the center loss was

put forth in [8]. All these loss functions introduce additional parameters and

computations. The affinity loss is proposed in [28] is more straightforward, and

the inter-class distance is widened by using the internal relationship between the

class centers.

2.4 Label Noise

Since the recognition inconsistency in the lab-gathered FER datasets is signifi-

cantly high, additional initiatives have been taken in recent years to address the

FER problem for in-the-wild (ITW) images, which have a lot of label noise. To

further mine the underlying truth, [31] first took annotation inconsistencies into

account and gave each sample more than one label. Wang et al. It was proposed

by [27] to relabel the photos in order to suppress the uncertain ones and learn an

important weight for each sample. [21] trained multi-branch models, leaving out

one class for each branch, to identify the latent truth under label noise. [32] pro-

posed to learn the uncertainty of different facial images by comparison and then

suppress the uncertain images. They can be mainly categorized into two classes,

sample selection [27, 32] or label ensembling [31, 21]. Sample selection is a tech-

nique for choosing clean samples in order to filter out noise among the dataset.

On the other hand, label ensembling is a technique that utilizes crowdsourcing

methods to achieve better performance. To sum up, it is required to know either

noise rate in order to channel out noisy samples or incur additional calculation

overhead for the classifications tasks that deal with a large amount of classes.

However, the aforementioned methods cannot generalize the classification tasks

properly. Thus, Zhang et. al. [33] proposed erasing-attention consistency(EAC)
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method which prevents the model from over-fitting without knowing the underly-

ing noise rate present in the dataset or introducing extra calculation and is better

in generalizing classification tasks too.

2.5 Attention Consistency

The idea of attention consistency is initially proposed by [10] in order to improve

multi-label image classification and visual perceptual plausibility by taking into

account visual attention consistency under spatial transforms. It is assumed

that the attention maps that were learnt by the model would undergo similar

transformation as those for the input images. This allows a comparison between

the attention maps to determine the degree of ambiguity.
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Chapter 3

Methodology

Our proposed model utilizes a multi-headed cross attention network for classifi-

cation and an attention consistency loss to reduce the impact of noisy labels on

the training. The cross attention network was inspired by the work of [28] and

the concept of attention consistency was obtained from [10]. Below we show the

architecture of our proposed model. After that, we explain the workings of the

two parts of our model as mentioned earlier.

Figure 3.1: Our proposed model. The cross-attention network is used to

obtain the cross-entropy or classification loss and the attention consistency loss

is calculated from the extracted features and the weights from the last FC layer.
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3.1 Cross Attention Network

The cross-attention network, as in [28] is broken down into three parts to teach

high-quality attentive features: Multi-head cross Attention Network (MAN), At-

tention Fusion Network (AFN), and Feature Clustering Network (FCN). First,

from a batch of face expression images, the input images are erased randomly.

Then these images are flipped and two batches of images are obtained, one con-

taining the original images I and the other containing the corresponding flipped

images I
′
. Both of these batches of images are passed through the subsequent

FCN, MAN and AFN modules. The FCN outputs a basic feature embedding with

class discrimination capabilities from the images. After that, several sectional fa-

cial expression regions are captured using the MAN. The AFN then normalizes

the attention maps and trains these maps to focus on various areas to avoid over-

lapping. Lastly, the AFN combines these aforementioned attention maps into one

to predict the expression class of input images.

MAN contains two types of attention units. Spatial attention unit and channel

attention unit. Spatial attention units contain convolutional kernels to extract im-

age features in various scale and channel attention units provide encoder-decoder

mechanism for the spatial features. The process has been shown in figure 3.2.
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Figure 3.2: Overview of the Cross-Attention Network. The approach is di-

vided into three sub-networks. The essential features are extracted and grouped

first by FCN, which utilizes a kind of loss function called affinity loss that de-

creases the intra-class distance and also increases the inter-class distances. After

that, there is MAN which deploys multiple attention heads to focus on multiple

interesting face regions. Finally, there is the AFN which which utilizes partition

loss to make the heads focus on different regions and leads to the classification.

3.1.1 Feature Clustering Network

Though facial expressions can be different but these expressions can share some

similarities. So, the differences may become subtle and proper discrimination

between the underlying features become necessary. To maximize class margin,

affinity loss[28] is used which is a kind of discriminative loss. It tries to increase the

inter-class distance and reduce the intra-class distance. It does so by picking class

centres for each class through random sampling on an n-dimensional gaussian

distribution, where n represents the dimension of class centres. This allows the

model to learn a good differentiation between classes.

Laf =
ΣY

i=1||fi − cyi||22
σ2
c

(3.1)

In equation 3.1, Y is the dimension of the label space, fi represents the feature
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vector obtained from the backbone for the i-th input vector, cyi represents the

class centre for the label yi and σc denotes the standard deviation among class

centres.

3.1.2 Multi-head Cross Attention Network

The MAN module consists of some parallel attention heads that work indepen-

dently of each other. Each attention head consists of a spatial attention unit

followed by a channel attention unit. The feature vectors from the backbone net-

work are taken as input into each head. The outputs from the spatial attention

unit are taken as input into the channel attention unit which then generates the

final attention map for a particular head. The structure of an attention head has

been shown in figure 3.3.

From the figure 3.3, we can see that the spatial attention network consists

of 4 convolutional kernels with different size and one activation function. These

kernels are used to capture image features at different scales. On the other hand,

the channel attention units contain a pooling layer and two linear layers with one

activation function.

Let h denote the number of cross-attention heads, As = {As1 , As2 , ...., Ash}

and Ac = {Ac1 , Ac2 , ...., Ach} denote the spatial attention units and channel at-

tention units of each attention head. Also, let Ms = {Ms1 ,Ms2 , ....,Msh} de-

note the spatial attention maps generated by each spatial attention unit and

Mc = {Mc1 ,Mc2 , ....,Mch} denote that generated by each channel attention unit.

Then the output from the i-th spatial attention unit is given by-

Msi
i∈{1,..,h}

= f × Asi(ws, f) (3.2)

where ws are the network parameters of Asiand.

Similarly, the output of the i-th channel attention unit is given by-
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Mci
i∈{1,..,h}

= Msi × Asi(wc,Msi) (3.3)

where wc are the network parameters of Aci .

Figure 3.3: Structure of an attention head. It comprises of a spatial attention

unit followed by a channel attention unit.
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3.1.3 Attention Fusion Network

Though cross-attention heads can capture features in a better way but still may

suffer from over-lapping. Over-lapping happens when multiple attention maps

focus on same image regions. To handle this, a log-softmax function is first used

to scale the attention maps generated by the attention heads. Next, a partition

loss is used which penalizes the similar attention maps from the independent

heads and forces the attention heads to focus on different regions to avoid over-

lapping. Finally, the normalized attention maps are merged into a single attention

map and it is directed to the final fully-connected layer for the computing class

prediction.

Let, v denote the output vectors of the i-th cross attention head Hi, vj de-

note the j-th vector of Hi, then v
′
, the output from applying the log-softmax is

computed as:

v
′

j
j∈{1,..,h}

= log(
evj

Σh
k=1e

vk
) (3.4)

The difference between the attention maps generated by the cross-attention

heads is maximized by a partition loss. In particular, h, the number of cross-

attention heads has been used to determine the ideal number of different unique

regions to focus on. Additionally, the MAN with more cross-attention heads may

be able to focus on more subtle areas which will lead to extraction of higher level

facial features. Then, the partition loss can be written as follows:

Lpt =
1

NC
× ΣN

i=1Σ
C
j=1 log(1 +

h

σ2
ij

) (3.5)

where C is the channel size of the attention maps, σ2
i,j, j denotes the variance

of the j-th channel on the i-th sample.
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3.2 Calculating the Flip Attention Consistency

The alignment or coherence between a neural network’s attention mechanism and

human attention is referred to as attention consistency. It seeks to make sure that

the model pays attention to pertinent portions of the input data, much as how

people pay attention to significant areas. The interpretability and robustness of

the model’s predictions are both enhanced by this consistency.

The facial images before and after flip have the same semantic meaning related

to the facial expression[33]. The flip attention consistency refers to the idea that

if input images are made to undergo some kind of a spatial transformation, then

the attention maps generated by the model should also be according to the same

transformation as the input images. It includes using human eye-tracking data to

build a model that anticipates where people will focus their attention. Utilizing

this concept, we apply the flip attention consistency loss[33] to prevent the model

from learning from the noisy label samples.

3.2.1 Attention Map Generation

The attention map produced by the model tells us what the model is basing

it’s predictions on. It’s a weighted sum of feature maps where the weights were

extracted from the last convolution layer. Let the feature map obtained from

the final convolution layer be denoted by F ∈ RC×Y×X . Here, C represents the

number of channels, Y represents the height and X represents the width of the

feature maps. Let the weights from the FC layer be denoted by W ∈ RL×C , where

L denotes the no. of classes. Then the attention map is calculated as follows:

Mi(y, x) = ΣC
c=1W (i, c)Fc(y, x) (3.6)

Here, Mi(y, x) is the value of the attention at location (y, x) for class index i.

We extract the weights from the last FC layer in AFN after passing through the
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original images I. These weights are used to generate attention maps not only for

the feature maps of I but also for those of I
′
. We denote the generated attention

maps from I as M and those from I
′
as M

′
.

3.2.2 Flip Attention Consistency Loss

LetWai denote the ai-th weight from the final FC layer of AFN with ai as the label

of the i-th image. Then we use the below equation to calculate the flip attention

consistency loss lc which minimizes the distance between the two attention maps

M and Flip(M
′
):

Lc =
1

NLYX
ΣN

p=1Σ
L
q=1∥Mpq − Flip(M

′
)pq∥2 (3.7)

The combined loss function comprising of the affinity loss used in FCN, the

partition loss used in AFN, the flip attention consistency loss and the cross-

entropy loss used to classify can be written as-

L = λ1Laf + λ2Lpt + Lcls + λ3Lc (3.8)

where λ1, λ2 are the weighting hyper-parameters for Laf and Lpt. Here, both

λ1 and λ2 are empirically set to 1.0 and λ3 is set to 4.
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Chapter 4

Experiments

In this section, our experimental evaluation results are described in details. The

proposed method has been used in three famous FER datasets: RAF-DB, AffectNet-

7 and AffectNet-8. We have gained a slightly higher accuracy in RAF-DB but

slightly less accuracy in both the classes of AffectNet datasets in comparison to

DAN[28].

4.1 Datasets

4.1.1 RAF-DB

RAF-DB [14] is a large-scale facial expression dataset comprising of two different

subsets of images- basic and compound emotions. The basic subset contains im-

ages of seven classes- surprised, fearful, happy, sad, angry, disgusted and neutral.

There are 15,339 images in the basic set with 12,271 images in the training set

and 3,068 images in the test set. The compound subset contains images of 12

compound emotion classes.
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4.1.2 AffectNet

AffectNet [5] is another large-scale facial expression dataset. It is the largest

benchmark dataset for ITW face images in this domain and consists of seven

classes- happy, sad, surprise, fear, disgust, anger, neutral, contempt. The first

seven classes form AffectNet-7 which contains 287,401 images among which 283,901

are training images and 3,500 are validation images. There is also AffectNet-8

which contains the seven classes from AffectNet-7 along with the contempt class.

It contains 287,651 training images and 3,999 validation images.

4.2 Implementation Details

The aligned images provided by both RAF-DB and AffectNet were used for train-

ing and validation of the model. Images were reshaped according to the backbone

used during training and validation, in this case, 224 x 224. In order to avoid

overfitting, some common data enhancement techniques like rotation, flip etc.

were also used. Since ResNet-18[11] performed the best as the backbone, it was

adopted as the backbone feature extractor for the model.

The code was written using the python language and the Pytorch framework

and the model was trained for 40 epochs on a personal computer having an RTX

3070 8GB gpu for all the experimentations and results. The number of attention

heads in the cross-attention network was set to 4 as it seemed to give the best

performance.

For the RAF-DB dataset, Adam was used as the optimizer with a batch size

of 64 and a learning rate of 0.0001. For AffectNet-7 and AffectNet-8 datasets,

also Adam was used as the optimizer with a batch size of 32 and a learning rate

of 0.0001. Since there is an inconsistent ratio in the data of the training and

validation sets of both datasets, some sampling strategy was used to upsample

the classes having less volume and downsample the ones having very high volume.
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This helps to attain a balance between the classes during training time.

4.3 Ablation Studies

Ablation studies [15], also known as sensitivity analysis or feature removal analy-

sis, are a method frequently employed in machine learning and scientific research

to comprehend the value and contribution of various parts or aspects within a

system. The term ”ablation” describes the process of deliberately deleting or dis-

abling certain components or factors to examine the influence on the performance

or behavior of the system as a whole. To verify and understand the performance

and effects of the different components of the model, ablation studies were per-

formed on the RAF-DB[14] dataset.

4.3.1 Number of Cross Attention Heads

The number of attention heads used has an effect on the performance of the

model. As we can see in Figure 4.1[28], the performance of the model seems to

vary based on the number of attention heads used. Multiple attention heads seem

to improve the performance over using a single one and 4 seems to be the optimal

number of attention heads. Figure 4.1 holds similarly for our modified model as

well.
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Figure 4.1: Ablation studies for different numbers of attention heads in the MAN

module for RAF-DB dataset [28].

4.3.2 Effects of Different Loss Functions Used

The usefulness and effects of the two loss functions, affinity loss in FCN and the

partition loss in AFN, have been tested separately in the tables 4.1 and 4.2, while

the effects of the consistency loss has been shown in table 4.3 on RAF-DB with

30% noisy labels.

Methods Accuracy(%)

- 87.88
Affinity Loss 89.07

Table 4.1: Performance comparison of the model with and without the affinity
loss used in FCN.
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Methods Accuracy(%)

- 87.30
Partition Loss 89.07

Table 4.2: Performance comparison of the model with and without the partition
loss used in AFN.

Methods Accuracy(%) on 30% Noise

- 79.11
Consistency Loss 81.46

Table 4.3: Performance comparison of the model with and without the consistency
loss.

4.4 Comparison With Other Models

The performance of our proposed model on RAF-DB, AffectNet-8 and AffectNet-7

datasets are given in the tables 4.4, 4.5 and 4.6 respectively along with perfor-

mances of various other models on those datasets for comparison. ResNet-18

is taken as the baseline model for all 3 datasets. The model achieved an accu-

racy of 89.07% on RAF-DB dataset and 60.33% and 63.42% on AffectNet-8 and

AffectNet-7 respectively. This shows that the proposed model is quite compet-

itive in terms of performance even though it could not achieve state-of-the-art

results.

Methods Accuracy(%)

PSR[26] 88.98
SCN[27] 87.03
MViT[13] 88.62
RUL[32] 88.98

ResNet-18 [11] 71.67
DAN[28] 89.73
EAC[33] 89.04
Ours 89.07

Table 4.4: Performance comparison of our model with various other models on
RAF-DB.
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Methods Accuracy(%)

PSR[26] 60.68
SCN[27] 60.23
MViT[13] 61.40
RUL[32] 60.66

Baseline (ResNet-18) [11] 56.84
DAN[28] 61.49
Ours 60.33

Table 4.5: Performance comparison of our model with various other models on
AffectNet-8.

Methods Accuracy(%)

PSR[26] 63.77
DDA-Loss[7] 62.34
MViT[13] 64.57

EfficientFace[35] 63.70
Baseline (ResNet-18) [11] 56.97

DAN[28] 65.20
EAC[33] 64.32
Ours 63.42

Table 4.6: Performance comparison of our model with various other models on
AffectNet-7.

4.5 Comparison of our model with different back-

bones on RAF-DB

We have run the proposed model with various backbone feature extractors on

RAF-DB dataset. The comparative performance among the different backbone

models is given in 4.7. For clean samples, ResNet-18 backbone gives us the

highest accuracy(89.07%) among all. Whereas Vision Transformer has acquired

the lowest accuracy among them(56.71%). We couldn’t identify the reason behind

this poor performance of ViT.

Then we added 30% noise in the dataset and ran our model using the back-

bones again. This was done to test the ambiguous label handling capacity of our

model. ResNet-18 [11] has achieved the highest accuracy(81.46%) here also but
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again Vision Transformer [6] gave us the lowest performance(48.32%).

Our Model Clean Samples(%) 30% Noise(%)

ResNet-18[11] 89.07 81.46
ResNet-50[11] 87.39 75.57

Inception V3[23] 86.41 73.02
ViT B 32[6] 56.71 48.32

Table 4.7: Performance comparison of our model with different backbones on
RAF-DB.
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Chapter 5

Conclusion

Our work was mainly focused on the idea of multi-head cross attention network

and erasing attention consistency. Multi-head cross attention network (MAN)

has the ability to emphasize on multiple facial areas and it can extract crucial

features more efficiently. Moreover, attention consistency encourages the model

to learn more from the unambiguously labelled images and the consistency loss

prevents the model from remembering noisy samples. Thus, in this paper, we

have proposed an architecture by incorporating the technique of erasing attention

consistency into the multi-head cross attention network to develop a good noise-

handling mechanism and achieve better generalization in classification tasks. In

future, we want to explore further to learn and develop better noise handling

techniques and also explore the possibilities of vision transformers in this domain

which seems to be getting more and more attention in recent times.
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