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Answer an 6 (six) questions. Figures in the right lnargin indicate full marks of questions with
corresponding COs and }'Os in parentheses.

t ,T.aratiQn in Cc)11vc)ILlti011al Neural Net~vorks

(CbnvNets) over regular Neural Networks (NNs)?

6
(COI)
(PDI)

b) if we initiate all weights in a Neural Network to a constant c, we suffer from the wejght
symmetry problem after each update. Againl following the standard approach ?f randclm
initialization with tV, , E N(0, a2) Will cause the outPut tO converge tO zero Or diverge de-
pending on whether the a value is too small or too large. In this scenario, how can You
initialize the weights?

4
(COI)
(POI)

c) Consider the following hypothetical ConvNe1 architecture defined bY series of different_lay-
ers (i.e. Convolutional layer, RELU function. Max Pooling laYer, Flattening, FC laYeR ??ft-
max layer). Calculate the shape of the output volume and the number of parameters (weights
and bias) at each layer.

You should write the output shapes in the format (H, W, C), where H, W, C are the
height, width and channeZ dimensions, respectiveIY. Unless specifled, assume valid convoIu
tion where appropriate.

Starting with an input sized 64 x 64 x 3:
CONV3-16 > RELU > CONV3-32 > RELU '’ POOL2 > CONFV5-16 > CONV5-32 > POOL-
2 > Flatten > FC28 > FC14 > SoBmax-5

Here the notations follow the convention given below:

12
(COI)
(POI)

i CONVf_N denotes a convolutional layer with N frlters, each them of size f x f .

ii. POOL-n denotes a n X n max-pooling laYer with stride of n and 0 paddlng-

iii. FLATTEN denotes to flattenning the feature vector.

iv. FC-N denotes a fully-connected layer with N neurons.
v. Softmax-N denotes Softmax function wlth N neurons.

d) Why are the residual connections often used in deep neural networks?
3

(COI)
(PO 1)

2. a) During decision tree generation for classifICatiOn, instead of taking a binarY SPlit for thF
numeric attribute, we use ternary split using tWO thresholds Wma and Wmb ' in other words’ we
use three potential branches where samples can take ith branch according to the following
conditions:

Xk < Wm'; Wm' :; Xk $ tOmb; X > W mb

Propose a modification of the tree induction method along with impurity measure to learn
those two thresholds.

b) Compare between Discriminative model and Discriminant function with examples'

8
(C03)
(P03)

7
(C02)
(P02)
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c) From the training data in Table 1 classify the tuple x = [yourh, low, no, /air]7 using NaIve

Bayes classifler. Calculate individual class-conditional probability for each class.

a) What properties does an ilnpurity test functit )n need to satisfy? Give an example of impurity
test function and draw iTs respo lise graph fOI a tIVo-class problem.

3

b) Consider the Table 1 which prese11ts a training set of class-labeled tuples from the AlIElec-
tronicIS customer database. In tlris example, each attribute is discrete valued. The class
label attribute,buys_compu£c’r has two distinct values namely, {yes, no}. Therefore, there are
two distinct classes. Let class C] correspond to yes and class C2 correspond to no. There are
nine tuples of class yes and five tuples of class no. RID represents the record/tuple number,
which is not useful for our task. Generate a decision tree from this database along with all
calculations for split generation

Table 1: Training samples from the AlIElectronics customer database for Question 3.b

RID

1
2
3
4
5
6
7
8
9

10
11
12
13
14

income studentage

youth
youth

middle_aged
senior
senior
serllor

middle_aged
youth
youth
senior
youth

middle_aged
middle_aged

senior

high
high
high

medium
low
low
low

medium
low

medium
medium
medium

high
medium

a) Imagine you are working on a project to analyze customer purchasing behavior for a large
retail chain with millions of transactions recorded over several years. The dataset contains a
wide range of features such as customer demographics, purchase history, time of purchase,
product categories, and more. However, the dataset is extremely high-dimensional, with
thousands of features, making it challenging to extract meaningful insights and build predic-
tive models effIciently. As a machine learnIng expert, you have been tasked with developing

a customer categorization model to identify distinct customer groups based on their purchas-
ing patterns. However, due to the high dimensionality of the dataset, traditional machine
learning algorithms like clustering or classification models struggle to effectively process and

extract insights from the data. How can you leverage Principal Component Analysis (PCA)
to address the challenges posed by the high dimensional nature of the dataset?

4.

b) What are the implications of having a positive, negative, or zero covariance between variables
in terms of their linear relationship and impact on statistical analysis?

c) Let an orthonormal transformation y = (Fl, where the matrix @ contains all eigenvectors.
Show that for orthonormal transformations. Euclidean distances are preserved, i.e., . I1)/ 112 =

2III

10
(COI)
(POI)

5

(COI )
(POI)

20
(COI)
(POI)

Class:buys_computercredit_rating

fair
excellent

fair
fair
fair

excellent
excellent

fair
fair
fair

excellent
excellent

fair
excellent

no
no
no
no

yes
yes
yes
no

yes
yes
yes
no

yes
no

no
no
yes
yes
yes
no
yes
no

yes
yes
yes
yes
yes
no

8
(COI)
(POI)

3 X 3
(C02)
(P02)

8
(COI)
(POI)
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Explain whY k-means clustering algorithm rla)' not hnd the best solution? How can you
choose the right value of k?

5 + 3
(COI)
(POI)

6 + 6
(COI)
(POI)

b) Consider the data set as given in Table 2 consisting of the scores of two variables on each of
six individuals,

Table 2: Dataset for- €?ue'stjon 5.b

Sample
1

Xl
1.0
1.5

3.0
7.0
3.5
4.5

AppIY the k-medoids clustering algorithm with the value k = 2. Provide all required calcu-
lations up to two cluster-center updates.

c) “Both k-means and k-medoids clustering algorithms produce convex shaped clusters” – Do
you agree or disagree? Justify your answer.

5
(C02)
(P02)

7
(COI)
(POI)

6. a) The Support Vector Machine (SVM) is a highly accurate classification method. However,
SVM classifrers suffer from slow processing when training with a large set of data tuples.
Discuss how to overcome this diffICUlty and develop a scalable SVM algorithm for effrcient
SVM classiflcation in large data sets.

b) Consider a Support Vector Machine to classifler the following training data for a two-class
problem given in Table 3

Table 3: Training data for Question 6.b

After plotting these six training points t use a separate graph paper), construct the
weight vector for the optimal hyperplant!, and calculate the optimal margin width.

7
(COI)
(POI)

3
(C02)
(P02)

If you remove one of the support vectors does the size of the optimal margin decrease,
or stay the same, or increase? Mention explicitly which one you have removed.

[Note: You do not need to calculate the so]utions by solving, rather hnd the answers by
inspecting the graph.]
How does the kernel trick work in SVM classifier? Give an example with the polynomial
kernel that can be effectively utilized to handle non-linearly separable data sets.

C) 4 +4
(COI)
(POI)
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