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Answer all 6 (s Figures icatefull
O responding CO% and PO n parethess
1. a) Answer the following questions based on Figure 1: 54+
5+8
-— (o3
(eon)
4 |
B B )
Figure 1: Activation functions for Question 1.a
i. What limitations of the sigmoid activation function do the above activation functions
olve?
ii. Whatis n partly solves this
problem?
iii. Why is it ne b i i inaneural
network? Explain mathematically.
b) Differentiate between multinomial logistic regression and a neural network. Comment on 7
the utility of hidden layers of a neural network in cases of text inputs. ((ggﬂ
8

2. A simple feedforward neural network is depicted in Figure 2. Answer the following questions
based on this figure:

x Uy
;.,., o

Dputiper Wibdenler Ovputiaer

Figure 2: A simple feedforward network for Question 2
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a) Which downstream task of NLP is presented in the figure? 3
(con

(eon)

b) What operation is being performed on the question marked component (?) in Figure 22 6
Mention a few methods to perform this operation. (coy)
(po1)

<) Suppose the hidden layer has the dimension of d, x 1. Determine the dimension of the 6
‘weight matrices mentioned in the figure, (cos)
(von)

d) Modify ¥ i 1 ipervision. 10
(co3)

(von)

a) Discuss the differences between the NLP tasks listed below in terms of dataset annotation, 4 +4
training strategy, etc. (con
(eon)

i. Sequence Labeling and Sequence Classification

il Language Modeling and Causal LM Generation

b) networks. Sim- 4 +5
arl, how have bidirctional RNNs proven to be quie effctive at sequence classification? (€09

1

©) Figure 3 is a diagram of an LSTM unit that learns to forget textual information that isno 8
Tonger needed and to remember information required for future decisions. oy
o1

- .

Figure 3: A single LSTM unit for Question 3.c

Describe the gates in the above diagram that allow the network to forget and remember
distant information. Provide mathematical deductions for the responsible gates

4. Four architectures for NLP tasks are depicted in Figure 4. Answer the following questions based 5 5
on this diagram: (o3
(eon)
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Figure 4 Four architectures for NLF tasks or Question 4
a) Identify the NLP tasks and architectures depicted in Figure 4.
b) How s the loss calculated in each of these NLP tasks?

©) Inwhat NLI
in those tasks.

Justify

d) How would you turn a language model with autoregressive generation into architecture d)
for machine translation tasks?

) What limitation of architecture d) can be solved with attention mechanism?

5. a) Explain how the notion of distributional hypothesis is utilized to build powerful language 5
models. (cony
(po1)
b) Differentiate between the following concepts 5+5
. (co3)
i. attention and self-attention mechanism Pon
il pre-norm and post-norm transformer
©) Label the components of the incomplete transiormer block provided in Figure 5. Draw the 10
incomplete parts of the block as well. (co3)
(*03)
Figure 5: An incomplete transformer block for Question 5.¢
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4) Consider the follow that passes through unit 20
(con)
Sally sells seashells by the seashore (ron

‘The query, key, and values for each of the tokens are depicted in Table 1:
Table 1: Query, Key. and Value Vectors for question Question 6.3

[ Token Query Key Value 4‘
013,065, 029, 0 55,024,083,006] |

I I

Sally | 072,045,031, 081] | 97|

sells | (063,029, 091,024] | [0.52,0.07,072, 031 | [0.89,046,071,0.15]
1 (036,081,094, WH 074,023,009, 061]
1 ]
|

seashells
by .08 021,097,033,0.12]

026,059 93,0.14,027,075)
seashore | [0.81, 0.36,0.77,0.09] | [0.42, 0.65, n7v osm 0.68,0.59,0.03,0.83] |

Caleulae the output ofthe st atenton unitfor the token seashells.
b) Whati i in
issue?

be employed s
(con
(o)
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