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Abstract

Facial expression is one of the most powerful masses of non-verbal communication

through which we can easily enter the world of one’s instant emotions or intuitions.

As most of the time, it elicits naturally, so it brings out a lot of applications in the

field of machine intelligence, behavioral science, clinical practices, biometric security,

gaming, human computer interactions, psychological research, data-driven animation

etc. Proper expression recognition can lead to an intelligent machine for taking com-

mands more effectively, can show the insight psychological condition of a patient to a

psychiatrist or researcher, can show the next suggested path for any computer game.

But automatic facial expression recognition is a challenging task due to the different

factors such as variations in illumination, pose, facial expression, alignment, different

ages, occlusions etc. In this thesis paper, we propose a novel feature representation by

a new feature descriptor, named Patterns of Oriented Motion Flow (POMF) from the

optical flow information, to recognize the proper facial expression from a facial video.

The POMF computes different directional motion information and encodes those direc-

tional flow information with enhanced local texture micro pattern. As it captures the

spatial temporal changes of facial movements through optical flow and enables to ob-

serve both local and global structures, it shows its robustness for the facial expression.

Finally, the POMF histogram is used to train the expression model by Hidden Markov

Model (HMM). To train through the HMM, the objective sequences are produced by

the generation of codebook using K-means clustering technique. The performance of the

proposed method has been evaluated over the RGB camera based and Depth camera

based video. We also compare the proposed method with the other promising appearance

based methods. Experimental results demonstrate that the proposed POMF descriptor

is more robust in extracting facial information and provides higher classification rate

compared to other existing promising methods.
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Chapter 1

Introduction

In this chapter, we first present an overview of our thesis that includes the significance

of the problem and the problem statement in detail. Besides, we also discuss about

the different research challenges what we are going to face in the whole scenario. After

that, we present our thesis objectives and contributions. The chapter ends with a short

description of the organization of this thesis.

1.1 Overview

Facial expression provides non-verbal cues which are the representation of a person’s

emotions or intentions. We can easily capture anyone’s behavior or reaction based on this

natural indications. Facial expression recognition system attracts the researchers a lot

in the last few decades because of its increasing demand in the field of automatic human

computer interaction system. Basically, its natural identity makes it more applicable

over the other biometrics.

An automatic facial expression recognition system refers to a computer system which

tries to analyze and recognize the facial feature from the visual perspective. The fun-

damental components embedded in a facial expression recognition system are: image

acquisition, pre-processing, feature extraction, classification, and post-processing, as

shown in figure 1.1. Besides these steps, a key issue in successful facial expression anal-

ysis is to find an efficient feature extraction method, which will provide a robust facial

feature representation for the classifier to train and test.

The facial expression recognition system can be applied over static image or video image.

If we consider a static image, then the desired facial featured will be extracted only from

that particular image. On the contrary, if we consider a video image then we will have

to consider a sequence of the image frames and need to track our feature over all the

1



Chapter 1. Introduction 2

Figure 1.1: Components of a generic facial expression recognition system

Figure 1.2: Representation of different types of facial expression

frames for that particular video. So in order to get a viable facial expression recognition

system we need to capture the valid facial parameters over the image or video. Figure

1.2 shows different types of facial expression.

1.2 Significance of the Problem

Facial expression recognition system addresses a lot of applications ranging from ma-

chine intelligence, biometric, human computer interaction, behavioral science, gaming,
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interaction to psychological research, clinical practice, etc. Because of the availability

of the both improved versions and inexpensive versions of camera, a widespread appli-

cations are appearing day by day in the different fields of computer interaction. Let’s

think about a home environment where if someone enters, based on his/her mode some

home applicants will be activated. For instance, if he/she is in sad mood, cool music

will be played on; if he/she is fear mode, more lights will be switched on etc. Let’s say,

we want to get the feedbacks of the clients in a photography exhibition. Whenever they

are going through the photographs, we can analyze their facial expressions and get the

glimpse of their feedbacks. Let’s say, someone is trying to search something in the search

engine. After examining his/her mode, the searched contents will be appeared. These

are some recent trends of the promising applications of facial expression analysis.[Figure

1.3]

1.3 Research Challenges

Deriving an efficient, robust, and effective feature representation is a critical issue for any

successful facial expression recognition system [1]. Although it receives considerable at-

tention, the inherent variability of facial appearances makes recognition in unconstrained

environment a difficult and challenging task. Human faces are non-rigid, dynamic ob-

jects with a large diversity in shape, color and texture, due to multiple factors such as

head pose, lighting conditions (contrast, shadows), occlusions (glasses), gender, illness,

aging, and other facial features (makeup, beard). Therefore, a key challenge is achieving

optimal preprocessing, feature extraction, and classification, particularly under condi-

tions of input data variability. For example, in the figure 1.4, from the first row, first,

second and third images are the samples of happiness, but their appearances are totally

different considering their gender, hair, facial view, skin color.

1.4 Thesis Objectives

Our research aimed at designing an effective appearance-based facial expression recog-

nition system based on the optical flow information of the video sequences which will

overcome different challenges of the facial expression recognition problems. The designed

facial expression recognition system should satisfy the following criteria:

• Facial expression recognition should be done from the video sequences using image

frames.

• It will address an efficient feature extraction method which will convey the image

information from frame to frame.
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Figure 1.3: Examples of some recent applications of facial expression
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Figure 1.4: Different types of challenging situation of facial expression

• The proposed feature descriptor should be robust against different factors like

variations in illumination, pose, alignment, occlusion, facial expression and aging

etc.

• Proper training method should be used for the classification of the video sequences.

• The comparative performance should be evaluated against different existing promis-

ing methods using proper benchmark dataset.

1.5 Thesis Contributions

In this thesis work, we have proposed a Facial Expression Recognition system using the

optical flow information from the video sequences, addressing a new feature descriptor.

The main contributions of this thesis are summarized as follows:

• For increasing the machine intelligence, the image frames are extracted from depth

video sequences instead of the conventional RGB video sequences.

• Optical flow is utilized to convey the facial expression information from frame to

frame by introducing motion changes.

• We have proposed a novel facial descriptor named Patterns of Oriented Motion

Flow (POMF).
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• The robustness of the proposed feature descriptor is increased by incorporating

both local and global information from the image frame.

• To train the feature, we need time sequential feature, which is produced by the

codebook generation using K-means clustering technique.

• Proper training method for the classification of each expression is done using Hid-

den Markov Model (HMM).

• The recognition performance is evaluated with existing different promising meth-

ods with both RGB and Depth video.

1.6 Organization of the Thesis

The rest of the thesis will be organized as follows: in Chapter 2, we present the litera-

ture review of different types of approaches for facial expression recognition system and

different machine learning techniques for modeling the FER system. In Chapter 3, we

propose our proposed POMF descriptor and motivation behind the idea. There, we dis-

cuss about the overall idea of our proposed descriptor and step by step implementation

process. In Chapter 4, experimental setup, experimental results and performance analy-

sis of our proposed descriptor with various promising methods are discussed. Finally, in

Chapter 5, we conclude our thesis contributions and shows the future scopes for further

developing the proposed method.



Chapter 2

Literature Review

In this chapter, we first present a discussion on different geometric and appearance-based

facial feature representation, which is followed by a review on different appearance-based

methods. Finally, we end the literature review with the description of some pattern

recognition methods used for the facial expression recognition system.

2.1 Facial Feature Representation

During the last two decades, many methods have been proposed for different face-related

problems, where different facial feature extraction techniques have been introduced.

Based on the types of features used, facial feature extraction approaches can be roughly

divided into two different categories: geometric feature-based methods and appearance-

based methods. Besides, facial expression recognition can be extracted from a static

image or video image. So two types of method is proposed; one is individual frame

based another is sequence based. Figure 2.1 shows the basic steps of a facial expression

recognition system and their various types.

Figure 2.1: Basic steps of facial expression recognition system

7
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Figure 2.2: 34 fiducial points for face

2.1.1 Geometric Feature-Based Approaches

In geometric feature-based methods, the feature vector is formed based on the geometric

relationships, such as positions, angles or distances between different facial components

(eyes, ears, nose etc.). Earlier methods for facial recognition are mostly based on these

geometric feature representations.

For facial expression recognition, facial action coding system (FACS) [2, 3] is a popular

geometric feature-based method which represents facial expression with the help of a set

of action units (AU). Each action unit represents the physical behavior of a specific facial

muscle. Later, Zhang [4] proposed a feature extraction method based on the geometric

positions of 34 manually selected fiducial points (Figure 2.2). A similar representation

was adopted by Guo and Dyer [5], where they employed linear programming in order to

perform simultaneous feature selection and classifier training. Recently, Valstar et al.

[6, 7] have studied facial expression analysis based on tracked fiducial point data and

reported that geometric features provide similar or better performance than appearance-

based methods in action unit recognition (Figure 2.3).

Virtually, all of the existing vision systems for facial muscle action detection deal only

with frontal-view face images and cannot handle temporal dynamics of facial actions.

Maja Pantic et al. [8] present a system for automatic recognition of facial action units

(AUs) and their temporal models from long, profile-view face image sequences (Figure

2.4). They exploit particle filtering to track 15 facial points in an input face-profile

sequence, and introduce facial-action-dynamics recognition from continuous video input

using temporal rules. The algorithm performs both automatic segmentation of an input
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Figure 2.3: Fiducial facial points which will be tracked

Figure 2.4: Facial points of the face components

video into facial expressions pictured and recognition of temporal segments (i.e., onset,

apex, offset) of 27 AUs occurring alone or in a combination form in the input face-profile

video.

On the other hand, some grid tracking methods were also proposed based on the geo-

metric models. Irene Kotista et al. [9] proposed a grid-tracking and deformation system,

based on deformable models, tracking the grid in consecutive video frames over time,

as the facial expression evolves, until the frame that corresponds to the greatest facial

expression intensity (Figure 2.5). User will select the grid point at first frame and then

it will be tracked over the other frame. The geometrical displacement of certain selected

Candide nodes, defined as the difference of the node coordinates between the first and

the greatest facial expression intensity frame, is used as an input to a novel multi-class
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Figure 2.5: Grid tracking

Support Vector Machine (SVM) system of classifiers that are used to recognize either

the six basic facial expressions or a set of chosen Facial Action Units (FAUs).

However, the effectiveness of geometric methods is heavily dependent on the accurate

detection of facial components, which is a difficult task in changing and unconstrained

environment, thus making geometric methods difficult to accommodate in many scenar-

ios.

2.1.2 Appearance-Based Approaches

Appearance-based methods extract the facial appearance by applying image filter or

filter bank on the whole face image or some specific facial regions. Basically, we can

observe two types of approaches in appearance-based methods. One type of approach

tries to apply some feature reduction or class separation methods directly on the intensity

values to minimize the feature size. Another type of approach uses any descriptor on

the image intensity values and generate some key features from the image.

In case of feature minimization or class separation approaches Principal component anal-

ysis (PCA) [1, 10, 11], Linear Discriminant Analysis (LDA) [12], independent component

analysis (ICA) [13, 14], Gabor wavelets [15] are the commonly-used appearance-based

methods for facial expression recognition. Among these techniques, PCA is a global

feature extraction method, where the whole facial image is taken into account during

feature vector generation. This method provides an optimal linear transformation from

the original image space to an orthogonal eigenspace with reduced dimensionality in the

sense of least mean squared reconstruction error. In [16], the authors applied Fisher

Linear Discriminant Analysis (FLDA) to classify further the principal component (PC)

features of the facial expression images (Figure 2.6). Basically, FLDA is based on the

class information that projects the data onto a subspace with the criterion that maxi-

mizes the between-class scatter and minimizes the within-class scatter of the projected

data. On the other hand, ICA and Gabor wavelets extract the local features of an

image, therefore called local feature descriptors. ICA is a better choice for FER than

PCA. Basically, ICA is the generalization of PCA that seeks the independences of the
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Figure 2.6: Facial feature representation based on PCA (left) and ICA (right) for
expression recognition

image features. It performs blind source separation with the assumption that the input

data is the linear mixture of the sources and then reduces the statistical dependencies

of data to produce statistically independent bases and coefficients.

On the other hand, key feature generation type approaches apply any descriptor to

the image intensity values. These type of approaches try to generate some fruitful

information from the neighborhood region of an image and generate the key features.

LBP [17], LDP [18], POEM [19] are some popular descriptors for the feature extraction

in case of facial expression recognition system.

2.2 Feature Descriptors in Appearance-Based Approaches

In this section, we present a review on some facial feature representation techniques

from some appearance-based approaches.

2.2.1 Enhanced ICA

Previously, we have already seen the widely use of PCA, LDA and ICA feature extraction

techniques. In [16], Zia et al. present a new method to recognize several facial expres-

sions from time sequential facial expression images. To produce robust facial expression

features, Enhanced Independent Component Analysis (EICA) is utilized to extract lo-

cally independent component (IC) features which are further classified by Fisher Linear

Discriminant Analysis (FLDA) (Figure 2.7). So their proposed EICA is consists of three

fundamental stages: firstly, PCA is performed first for dimension reduction, then, ICA

is applied on the reduced PCA subspace to find statistically independent basis images,

and finally, FLDA is employed to compress the same classes as close as possible and to

separate the different classes as far as possible.
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Figure 2.7: Overview of the EICA FER system

Their proposed FER system consists of preprocessing of sequential facial expression

images in video, feature extraction via EICA-FLDA, codebook generation via vector

quantization algorithm, and modeling and recognition via HMM. Figure 2.7 shows the

overall architecture of our proposed FER system where λ denotes HMMs and L the

likelihoods of HMMs.

2.2.2 Local Binary Pattern (LBP)

Local binary pattern (LBP) is a gray-scale and rotation invariant texture primitive that

describes the spatial structure of the local texture of an image. Among the appearance-

based feature extraction methods, Ojala et al. [17] the local binary pattern (LBP)

method which was originally introduced for the purpose of texture analysis and its

variants were used as a feature descriptor for facial expression representation [20], [21],

[22], but it has also been robustly used on face recognition [23]. The LBP method is

computationally efficient and robust to monotonic illumination changes. However, it is

sensitive to non-monotonic illumination variation and also shows poor performance in

the presence of random noise.

Local Binary Pattern (LBP), a gray-scale invariant texture pattern has gained much

popularity among the researchers for encoding the spatial information of image texture.

The basic LBP [17] was developed based on the presumption that image texture will

be represented by two aspects, a pattern, and its strength. It encodes the gray-scale

structure of an image using a binary code. It generates a label to each pixel of an

image by thresholding its neighbor values with the center value. The resulting pattern

represents a binary number which is converted to a decimal number before assigning to
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Figure 2.8: Illustration of LBP encoding

Figure 2.9: Three examples of the extended LBP; the circular (8,1) neighborhood,
the circular(12,1.5) neighborhood, and the circular (16,2) neighborhood, respectively

(from left to right)

each pixel.

LBPP,R(xc, yc) =
P−1∑
p=0

s(gp − gc)2p (2.1)

s(x) =

1 x ≥ 0

0 x < 0
(2.2)

Here, gc denotes the gray value of the center pixel (xc, yc) and gp corresponds to the

gray values of equally spaced pixels P on the circumference of a circle with radius R.

This encoded pattern ensures the rotation invariance of the gray-scale structure of the

image. For further improvement of rotation invariance and finer quantization of the

angular space, a variation of LBP was also proposed which is known as Uniform LBP.

As in the significant image area, a certain local binary pattern appears frequently, they

contain very few transitions from 0 to 1 and 1 to 0 in a circular bit sequence.

Ojala et al. [17] observed that LBP patterns with U ≤ 2 are the fundamental properties

of texture, which provide a vast majority of all the 8-bit binary patterns present in any

texture image. Therefore, uniform patterns are able to describe significant local texture

information, such as bright spot, flat area or dark spot, and edges of varying positive and
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Figure 2.10: LBP encoding for facial expression recognition system

negative curvature. All the other patterns (U > 2) are grouped under a miscellaneous

label.

In the facial expression recognition, at first, a face image is divided into some non-

overlapping region from which LBP histograms are extracted and concatenated into a

single, spatially enhanced feature histogram (Figure 2.10).

2.2.3 Local Directional Pattern (LDP)

As LBP is highly sensitive to noise and non-monotonic illumination changes, so a new

local micro pattern is introduced. Jabid et al. [18] first proposed the local directional

pattern (LDP) to represent local features. As with LBP, LDP features have a tolerance to

illumination variation; however, they represent much more robust features than LBP as

they consider gradient information. Thus, LDP can be considered a robust approach to

face recognition system [18], facial expression recognition system [24], object recognition

[25]. Recently, Zia [26] proposed LDP-PCA for the better recognition system in the

facial expression recognition from video sequences.

LDP [18, 24, 25] is a gray-scale texture pattern which characterizes the spatial structure

of a local image texture. An LDP operator computes the edge response values in all eight

directions at each pixel position and generates a code from the relative strength magni-

tude. Since the edge responses are more illumination and noise insensitive than intensity

values, the resultant LDP feature describes the local primitives including different types

of curves, corners, and junctions, more stable and retains more information. Given a

central pixel in the image, the eight directional edge response values mi, i = 0, 1, ..., 7 are

computed by Kirsch masks Mi in eight different orientations centered on its position, as

shown in figure 2.11.

Presence of edge or corner will cause high edge-response values in their respective di-

rections. Likewise, uniform or smooth regions will provide edge response values of same
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Figure 2.11: Kirsch edge response masks in all eight directions

Figure 2.12: Illustration of the LDP encoding process; (a) original image, (b) mag-
nitude of eight directional edge responses, (c) LDP binary code = 00100011 for center

C

or similar magnitudes in different directions. Therefore, The LDP operator sets the

most prominent k directions to 1 and others to 0 in order to obtain an 8-bit binary

pattern based on the relative strength of the edge response values in different directions.

Formally, the LDP code is derived by

LDPk =
7∑
i=0

bi(mi −mk)2
i (2.3)

bi(a) =

1 a ≥ 0

0 a < 0
(2.4)

Here, mk is the magnitude of the kth most significant directional response. Since the

edge responses are less sensitive to illumination and noise than intensity values, the

resultant LDP feature retains more information and characterizes the texture primitives

in a more robust manner. The LDP encoding process is illustrated in figure 2.12.
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2.2.4 Patters of Oriented Edge Magnitude (POEM)

Although most of the feature selection was based on intensity value, but Vu et al. [19]

first proposed a robust feature selection based on gradient value of the image. They

proposed a descriptor named Patterns of Oriented Edge Magnitudes (POEM) which has

desirable properties: POEM (1) is an oriented, spatial multi-resolution descriptor cap-

turing rich information about the original image; (2) is a multi-scale self-similarity based

structure that results in robustness to exterior variations; and (3) is of low complexity

and is therefore practical for real-time applications. They first applied this robust de-

scriptor on the face recognition system [19], [27], [28], [29], [30]. Later on, because of

its robustness it has been used for the facial expression recognition system [31]. The

POEM feature extraction consists of three steps:

1. Gradient computation and orientation quantization: first the gradient image

is computed, then orientation of each pixel is discretized over 0 − π(unsigned repre-

sentation) or 0 − 2π (signed representation) (in the original work they used unsigned

representation).

2. Magnitude accumulation: a local histogram of orientations over all pixels within a

local image patch (cell) is calculated to incorporate information from neighboring pixels.

3. Self-similarity calculation: the accumulated magnitudes are encoded across differ-

ent directions using the self-similarity LBP-based operator within a larger patch (block).

The final POEM descriptor at each pixel is the concatenation of all unidirectional PO-

EMs at different orientations.

Firstly, at the pixel position p, a POEM feature is calculated for each discretized direc-

tion θi

POEM θi
L,w,n(p) =

n∑
j=1

f(S(Iθip , I
θi
cj ))2j (2.5)

f(x) =

1 x ≥ t

0 x < t
(2.6)

Where Ip, Icj are the accumulated gradient magnitudes of central and surrounding pixels

p, cj respectively; S(., .) is the similarity function (e.g. the difference of two gradient

magnitudes); L, w refer to the size of blocks and cells, respectively; n, set to 8 by default

in this paper, is number of pixels surrounding the considered pixel p; and f is defined

where the value t is slightly larger than zero to provide some stability in uniform regions.

The final POEM feature set at each pixel is the concatenation of these unidirectional
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Figure 2.13: Fundamental steps of POEM facial feature extraction

POEMs at each of our m orientations:

POEM θi
L,w,n(p) = {POEM θ1 , ...., POEMθm} (2.7)

In the figure 2.13 step by step POEM feature extraction procedure is shown. Finally,

concatenated histogram of POEM will be the feature vector of the image.

2.2.5 Optical Flow Based Methods

Optical flow [32], [33], [34], [35] is the technique of independent motion estimation at each

pixel of an image sequence. The aim of this optical flow is to calculate an approximation

of image velocity or image changes from frame to frame which can be applied for a wide

verity of tasks like image segmentation, image registration, object tracking etc.

Optical flow contains prominent information in case of facial expression. As facial ex-

pression starts from a neutral stage and goes through continuous changes and again ends

with another neutral stage, so it contains the expression changing behaviors which can

easily be captured by optical flow information.
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Figure 2.14: Two consecutive surprise images and its corresponding optical flows

It is not for the first time that optical flow is being used for facial expression recognition

system. Mase [36] used optical flow (OF) to recognize facial expressions. He was one of

the first to use image processing techniques to recognize facial expressions. Lanitis et al.

[37] used a flexible shape and appearance model for image coding, person identification,

pose recovery, gender recognition, and facial expression recognition. Black and Yacoob

[38] used local parameterized models of image motion to recover non-rigid motion. Once

recovered, these parameters were used as inputs to a rule-based classifier to recognize

the six basic facial expressions. Yacoob and Davis [39] computed optical flow and used

similar rules to classify the six facial expressions. Irfan et al. [40] described a computer

vision system for observing facial motion by using an optimal estimation optical flow

method coupled with geometric, physical and motion-based dynamic models describing

the facial structure.

Recently, Zia et al. [41] used the optical flow information for facial expression recognition

which is further enhanced by Principal Component Analysis (PCA) and Generalized

Discriminant Analysis (GDA). Using these features, discrete Hidden Markov Models

(HMMs) are applied to model the facial expression system. But to train by HMM,

objective sequences are needed which was produced by the codebook generation using

Linde, Buzo and Gray (LBG) algorithm [42]. Figure 2.14 shows the optical flows of two

consecutive images of a surprise expression.

2.3 Machine Learning Techniques

After having the proper features from facial expression, we need a proper training method

to model the FER system. There are a number of machine learning approaches such as

Hidden Markov Model [26], Support Vector Machine (SVM) [24], Neural Network [43],

K-Nearest Neighbor classifier [44] etc. But among these, when we use time sequential

trainer like HMM, we need at first objective sequences which are produced from the

feature vectors through codebook generation.
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2.3.1 Codebook Generation

In pattern recognition applications, codebook generation is performed by the Vector

Quantization technique. Vector quantization (VQ) is a classical quantization technique

from signal processing that allows the modeling of probability density functions by the

distribution of prototype vectors. It was originally used for data compression. It works

by dividing a large set of points (vectors) into groups having approximately the same

number of points closest to them. This vector quantization is also used as clustering

methods. The main advantage of VQ in pattern recognition is its low computational

burden when used with other techniques such Hidden Markov Model (HMM). K-means

[45] and LBG [42] algorithms are two popular vector quantization techniques which are

discussed below.

2.3.1.1 K-means Clustering

The K-means [45] algorithm takes the input parameter, k and partitions a set of n

objects into k clusters so that the resulting intra-cluster similarity is high but the inter-

cluster similarity is low. Cluster similarity is measured in regard to the mean value of

the objects in a cluster, which can be viewed as the cluster’s centroid or center of gravity.

These centroids should be placed in a cunning way because of different location causes

different results. So, the better choice is to place them as much as possible far away

from each other.

The k-means algorithm proceeds as follows. First, it randomly selects k of the objects,

each of which initially represents a cluster mean or center. For each of the remaining

objects, an object is assigned to the cluster to which it is the most similar, based on the

distance between the object and the cluster mean. It then computes the new mean for

each cluster. This process iterates until the criterion function converges. Typically, the

square-error criterion is used, defined as

E =
k∑
i=1

∑
p∃ci

|p−mi|2 (2.8)

where E is the sum of the square error for all objects in the data set; p is the point in

space representing a given object and mi is the mean of cluster Ci (both p and mi are

multidimensional). In other words, for each object in each cluster, the distance from

the object to its cluster center is squared, and the distances are summed. This criterion

tries to make the resulting k clusters as compact and as separate as possible.

Although it can be proved that the procedure will always terminate, the k-means al-

gorithm does not necessarily find the most optimal configuration, corresponding to the
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global objective function minimum. The algorithm is also significantly sensitive to the

initial randomly selected cluster centers. The k-means algorithm can be run multiple

times to reduce this effect.

2.3.1.2 LBG Clustering

The Linde-Buzo-Gray algorithm (LBG) [42] is a vector quantization algorithm to derive

a good codebook. The algorithm is like a K-means algorithm which takes a set of input

vectors S = {xiεRd|i = 1, 2, ..., n} as input and generates a representative subset of

vectors C = {cjεRd|j = 1, 2, ...,K} with a user specified K << n as output according

to the similarity measure. The algorithm is summarized below.

LBG Algorithm:

1. input training vectors S = {xjεRd|i = 1, 2, ..., n}.

2. initiate a codebook C = {cjεRd|j = 1, 2, ...,K}.

3. set Do = 0 and let k = 0.

4. classify the n training vectors into K clusters according to xiεSq if ||xi − cq||p ≤
||xi− cj ||p for j 6= q.

5. update cluster centers cj , j = 1, 2, ...,K by cj = 1
|Sj |

∑
xiεSj

xi.

6. set k ← k + 1 and compute the distortion Dk =
∑K

j=1

∑
xiεSj

||xi − cj ||p.

7. (Dk−1 −Dk)/Dk > ε (a small number), repeat steps 4 ∼ 6.

8. output the codebook C = {cjεRd|j = 1, 2, ...,K},

The convergence of LBG algorithm depends on the initial codebook C, the distortion

Dk, and the threshold ε. In implementation, we need to provide a maximum number of

iterations to guarantee the convergence.

2.3.2 Classifiers

Classifiers are the mechine learning techniques which will finally generate our desired

model of facial expression and recognize the new samples of expresion. Some of the most

commonly used classifiers for facial expression recognition are SVM [46], Neural network

[47], HMM [48, 49].
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2.3.2.1 SVM

Support Vector Machine(SVM) [46], are supervised learning models with associated

learning algorithms that analyze data and recognize patterns, used for classification and

regression analysis. Given a set of training examples, each marked for belonging to one

of two categories, an SVM training algorithm builds a model that assigns new examples

into one category or the other, making it a non-probabilistic binary linear classifier.

It performs the classification by constructing a hyper plane in such a way that the

separating margin between positive and negative examples is optimal. This separating

hyper plane then works as the decision surface.

Given a set of labeled training samples T = {(xi, li), i = 1, 2, ..., L}, where xiεR
P and

liε{−1, 1}, a new test data x is classified by

f(x) = sign(
L∑
i=1

αiliK(xi, x) + b) (2.9)

Here, αi are Lagrange multipliers of dual optimization problem, b is a threshold param-

eter, and K is a kernel function. The hyper plane maximizes the separating margin with

respect to the training samples with αi > 0, which are called the support vectors.

SVM makes binary decisions. To achieve multi-class classification, the common approach

is to adopt the one-against-rest or several two-class problems. Basically, an SVM model

is a representation of the examples as points in space, mapped so that the examples

of the separate categories are divided by a clear gap that is as wide as possible. New

examples are then mapped into that same space and predicted to belong to a category

based on which side of the gap they fall on.

2.3.2.2 Neural Network

In machine learning and cognitive science, artificial neural networks (ANNs) [47] are a

family of models inspired by biological neural networks (the central nervous systems of

animals, in particular, the brain). Artificial neural networks are generally presented as

systems of interconnected ”neurons” which exchange messages between each other. The

connections have numeric weights that can be tuned based on experience, making neural

nets adaptive to inputs and capable of learning.

Neural networks are consists of nodes or units which are connected by some links. For

example, a link from unit j to unit i is represented by the activation aj from j to i.

Besides, each link also has a numeric weight Wj,i which determines the strength and
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sign of the connection. Each unit i first computes a weighted sum of its inputs:

ini =
n∑
j=0

Wj,iaj , (2.10)

Then it applies an activation function g to this sum to derive the output:

ai = g(ini) = g(

n∑
j=0

Wj,iaj). (2.11)

The activation function g is designed to fulfill to goals. First, we want the unit to be

“active” (near +1) when the “right” inputs are given, and “inactive” (near 0) when the

“wrong” inputs are given. Second, the activation needs to be nonlinear, otherwise, the

entire neural network collapses into a simple linear function.

In supervised learning, for a given set of example pairs (x, y), xεX, yεY and the aim

is to find a function f : X → Y in the allowed class of functions that matches the

examples. In other words, the desired goal is to infer the mapping implied by the data;

the cost function is related to the mismatch between our mapping and the data and it

implicitly contains prior knowledge about the problem domain. A commonly used cost

is the mean-squared error, which tries to minimize the average squared error between

the network’s output, f(x), and the target value y over all the example pairs. When

one tries to minimize this cost using gradient descent for the class of neural networks

called multilayer perceptrons, one obtains the common and well-known back-propagation

algorithm for training neural networks.

2.3.2.3 Hidden Markov Model (HMM)

Hidden Markov Model (HMM) [48, 49] is a statistical Markov model where the system is

developed based on Markov process with some unobserved (hidden) states. It is known

for its wide application in temporal pattern recognition especially in the field of machine

learning and data mining. The basic theory of HMM was developed by Baum et al. [48]

and it has been applied extensively to solve a large number of problems. Due to its

successful usage in pattern classification to decode the time-sequential events, HMM has

been adopted as a model and recognizer for expression recognition. Besides, different

enhance versions [50] of HMM have been used widely in the field of speech recognition,

gesture recognition, human activity recognition, facial expression recognition, language

modeling, motion analysis and tracking etc.

A basic HMM is represented by a set of parameters λ = {π,A,B} where, π = prior

probabilities of the states, A = transition probabilities of one state to another, B =

observation symbol probability matrix. The main purpose of HMM is to find out the
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model type (λk) with the highest probability of the likelihood P (O|λk) for the observa-

tion sequence O. If we denote the states in the model by S = {s1, s2, ..., sN} and each

state at given time t by Q = {q1, q2, ..., qt}, then the HMM parameters can be presented

as follows.

A = {aij}, aij = P (qt+1 = Sj |qt = Si), where 1 ≤ i, j ≤ N (2.12)

B = {bj(Ot)}, bj = P (Ot|qt = Sj), where 1 ≤ j ≤ N (2.13)

π = {πj)}, πj = P (q1 = Sj) (2.14)

To train each HMM, first vector quantization is performed on the training features

from the facial expression image sequences to obtain discrete symbols. Those obtained

sequential symbols are then trained with HMMs to learn the proper model for each

expression. On the other hand, to test a sample video of facial expressions, at first proper

feature vectors are extracted by POMF feature descriptor using the same procedure.

Then each of the trained models (λk) is used to generate the likelihood response for the

particular sample observation sequence (O). Finally, to determine the test observation

sequence, highest likelihood response from all N -trained expression HMMs evokes the

corresponding desired class of the facial expression as follows:

Detected Expression = arg
N

max
k=1

(P (O|λk)) (2.15)



Chapter 3

Proposed Method

In this chapter, we present the overall framework of our proposed facial expression

recognition system and explain the proposed Patterns of Oriented Motion Flow (POMF)

descriptor introducing the flow energy estimation process and micro pattern coding.

After that, we present how we can incorporate the POMF descriptor to generate the

model of facial expression system.

3.1 Framework of the Proposed FER

Our proposed method starts with the optical flow information from image frames. For

facial video, depth camera-based video is preferred. Then from the optical flow infor-

mation, the proposed POMF feature will be generated and those will be trained by

HMM. Finally, from the maximum likelihood response of HMM, the desired expression

will be recognized. Figure 3.1 shows the general steps of the proposed Facial Expression

Recognition (FER) system.

3.2 Optical Flow Estimation

Optical flow features have been used increasingly over the past decade in the field of

any motion detection or object tracking. As it defines the image changes from frame to

frame nowadays it is being used for facial expression recognition from video [36], [38],

[39], [40] and already it has exposed its robustness. From the video image of expression,

our first step is to calculate the motion change from frame to frame. And it is done by

the estimation of optical flow.

The optical flow methods try to calculate the motion between two image frames which

are taken at times t and t+ ∆t at every voxel position. For a 2D + t dimensional case

24
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Figure 3.1: Steps of the proposed FER system

(3D or n−D cases are similar) a voxel at location (x, y, t) with intensity I(x, y, t) will

have moved by ∆x, ∆y and ∆t between the two image frames, and the following image

constraint equation can be given:

I(x, y, t) = I(x+ ∆x, y + ∆y, t+ ∆t) (3.1)

If we consider that the movement is very small, the image constraint at I(x,y,t) with

Taylor series can be developed to get:

I(x+ ∆x, y + ∆y, t+ ∆t) = I(x, y, t) +
δI

δx
∆x+

δI

δy
∆y +

δI

δt
∆t+H.O.T (3.2)

From this equation it follows that:

δI

δx
∆x+

δI

δy
∆y +

δI

δt
∆t = 0, (3.3)

which results

Ixu+ Iyv + It = 0 (3.4)

where Ixu and Iyv represent the derivatives in the corresponding u, v and time dimen-

sions. Here, the main challenge of optical flow estimation is which property to track

and how to track it. More precisely, it needs to track a property which includes motion

information more robustly. Several image properties have been used for this purpose

throughout different optical flow estimation methods [32, 33]. Considering the velocity,
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filed associated with image changes [51], it can be estimated based on the assumptions

of brightness constancy, gradient constancy and flow smoothness.

Another important issue is that in the previous equation we have two unknowns but one

equation only. This is known as the aperture problem of the optical flow algorithms.

There are two kinds of classic approaches to solve this problem. One is local approach

and another one is global approach.

The local approaches consider that the displacement of the image contents between two

nearby instants (frames) is small and approximately constant within a neighborhood of

a particular point under consideration. Thus the optical flow equation can be assumed

to hold for all pixels within a window centered at a specific point. So, the local image

flow (velocity) vector (Vx, Vy) which is the vector representation of (u, v) must satisfy

the following equations.

Ix(q1)Vx + Iy(q1)Vy + It(q1) = 0

Ix(q2)Vx + Iy(q2)Vy + It(q2) = 0
...

Ix(qn)Vx + Iy(qn)Vy + It(qn) = 0

(3.5)

Where, q1, q2, ..., qn are the pixels inside the window and Ix(qi), Iy(qi), It(qi) are the

partial derivatives of the image I with respect to x, y and time t, evaluated at the

point qi. Lucas et al. [32] used this kind of solution. Later on, Anandan et al. [33]

showed how a series of local discrete search steps can be interleaved with Lucas-Kanade

[32] incremental refinement steps in a coarse-to-fine pyramid scheme, which allows the

estimation of large motions.

On the other hand, the global approaches consider smoothness in the flow over the whole

image. The main goal is to minimize the distortions in the flow and prefers solutions

which represent more smoothness. The flow is formulated as a global energy function

E which is then attempted to be minimized. This function is given for two-dimensional

image streams like the following equations.

E =

∫ ∫
[(Ixu+ Iyv + It) + α2(‖∇u‖2 + ‖∇v‖2)]dxdy (3.6)

Where, Ix, Iy and It are the derivatives of the image intensity values respectively to the

x, y and time dimensions; ∇u and ∇v are the optical flows and α is a regularization

constant. This function can be minimized by solving the associated multi-dimensional

Euler-Lagrange equations.

∂L
∂u −

∂
∂x

∂L
∂ux
− ∂

∂y
∂L
∂uy

= 0

∂L
∂v −

∂
∂x

∂L
∂vx
− ∂

∂y
∂L
∂vy

= 0
(3.7)
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Where L is the integrand of the energy expression, giving

Ix(Ixu+ Iyv + It)− α2∆u = 0

Iy(Ixu+ Iyv + It)− α2∆v = 0
(3.8)

where, ∆ = ∂2

∂x2
+ ∂2

∂y2
denotes the Laplace operator. For example, Horn and Schunck

[33] used this type of solution.

From any optical flow estimation, two kinds of flow information are found which are

known as horizontal flow (u) and vertical flow (v). Each of the u and v reveals two

directional flow information from an image. The positive u and the negative u represent

the flow information from left to right and right to left respectively. On the other hand,

the positive v and the negative v represent the flow information from top to bottom and

bottom to top respectively. In our method, we have used Lucas-Kanade [32] methods

to estimate the optical flow information.

3.3 Patterns of Oriented Motion Flow (POMF) Descriptor

In this thesis, we propose a directional optical flow based descriptor which is called

Patterns of Oriented Motion Flow (POMF). The rudimentary idea of the POMF is to

discretized the motion change information and captures the encoded micro pattern from

those motion changes. At first, discretized motion change will be enhanced by the local

motion changes and then further incorporated by the self-similarity measurements of

LBP micro pattern. Taking the directional changes of image information and encoding

those directional image velocity by LBP in POMF descriptor, a robust pattern will be

generated.

3.3.1 POMF Code

Optical flow computation and orientation quantization: The first step in extract-

ing the POMF feature, is the computation of optical flow between consecutive two image

frames from the video. The optical flow of the image produces the two flows informa-

tion: horizontal (u) and vertical (v) for each pixel. From these motion flow information,

four directional flows information are produced discretely over the u and v. Positive up

represents the horizontal flow from left to right whereas the negative un represents the

reverse direction. Similarly, positive vp represents the vertical flow from top to bottom

and negative vn represents the reverse direction. As a facial expression starts from a

neutral state, and then expose the expression, and again end with a neutral expression,

so here, certainly a prominent motion change is elicited through the different facial part

like mouth, eye, eyebrow, nose, chin, forehead etc. Figure 3.2 shows prominent motion
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Figure 3.2: Consecutive two frames of an anger expressed depth video sample and
corresponding optical flow response respectively (from left to right).

Figure 3.3: Optical flow response of tth and (t + 1)th frames of an anger expressed
depth video sample (left), four divisions of discrete directional motion flow (right)

changes of two consecutive depth image frames. Our intention is to make some direc-

tional motion vector from these horizontal and vertical motion information. A total

number of four directional patterns are created which represent flow energy information

in four discrete directions UpVp, UpVn, UnVn, UnVp (figure: 3.3). As a result, we can get

a robust pattern from the response of the directional approach (Figure: 3.4).

Local flow energy accumulation: The second step is to introducing the motion flow

information from the neighboring region. A local histogram of the motion orientation

changes over all cell pixels is estimated. Here, flow energy (u2 + v2) can be used as a

vote weight or some function of the flow energy. In our original POMF descriptor, we

have used flow energy. As a result, each significant motion pixel is identified as any of

the four directional motion change contributing pixel where it contains the flow energy.
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Figure 3.4: Responses of the two consecutive frames after discrete flow orientations.
Flow energy response of two consecutive anger expressed depth video sample (upper
row), directional flow UnVp (middle row, left), directional flow UpVp (middle row, right),
directional flow UnVn (lower row, left), and directional flow UpVn (lower row, right).
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Global self-similarity estimation: The last step of the POMF descriptor is to encode

the accumulated directional flow information by LBP descriptor. Here our intention is

to find out the self-similarity in a global region. LBP is a robust texture descriptor

which is robust for encoding any pattern information providing the rotation invariance

of the structure. In the original LBP descriptor [17], a uniform LBP was suggested which

more robust with finer angular space. In our experiment, the uniform LBP is used as

the significant facial expression pattern appear frequently and it performs better than

the LBP.

We continue LBP encoding process on the accumulated flow energy across four different

flow direction to build the final POMF descriptor. A POMF feature is calculated at

every pixel position p over each discretized flow direction (figure: 3.5).

POMF θiB,C,N (p) =

N∑
j=1

f(S(Eθip , E
θi
j ))2j (3.9)

Here, θi represents the directional flow at i(i = UpVp, UpVn, UnVp, UnVn) direction;

Eθip , E
θi
j are the directional optical flow value of central pixel p, and surrounding pixels

respectively; S is the similarity function; B, C refer to the size of blocks and cells re-

spectively; N is the number of pixels surrounding the considered central pixel p; and f

is defined as:

f(x) =

1 x ≥ α

0 x < α
(3.10)

Here, the value α is slightly larger than zero which ensures some stability in uniform

regions. Finally, from two consecutive image frames, the descriptor will be the concate-

nation of these unidirectional POMF of four directional flow:

POMFB,C,N (p) = {POMFUpVp , POMFUpVn , POMFUnVp , POMFUnVn} (3.11)

3.3.2 POMF Histogram

For facial expression recognition from a video sequence, at first consecutive image frames

are extracted from the video where an expression will be represented by some sequential

static images. Here, image frame should be extracted in such a way so that a significant

motion change is introduced. As optical flow information will be used for POMF, so

the presence of significant motion change will provide better results. Then for every two

consecutive image frames, an optical flow information is estimated. In our experiment,

we used Lucas-Kanade [32] method for estimating the optical flow information. From

the optical flow information, two kinds of motion flow information: horizontal (u) and
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Figure 3.5: Estimation of self-similarity over region
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Figure 3.6: Steps of POMF feature extraction from optical flow

vertical (v) are generated. On this u and v, the proposed POMF code is applied and

produced the four directional encoded motion flow information. Now from each consec-

utive two image frames, a POMF feature vector is generated. Basically, from the optical

flow information of each frame, four new directional frames will be appeared and each of

them is divided into multiple non-overlapping regions and a histogram is extracted from

each region which will create the POMF-HS. So if the video is divided into n number

of image frames, then (n− 1) number of POMF Histogram (POMF-HS) will be gener-

ated. All the accumulated feature vectors are used as the feature representation of that

particular facial expression from the video. Figure 3.6 shows the steps of POMF feature

extraction from two consecutive image frames.
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3.3.3 Robustness of POMF descriptor

POMF descriptor contains not only the local significant motion changes from two con-

secutive frames but also represents the directional motion information in neighboring

regions. It determines the following properties:

• POMF is a directional approach. So it clarifies its robustness against any direc-

tional motion changes with different levels of accuracy.

• POMF descriptor reveals multi-resolution feature because of different scales of cells

and blocks. At a time it contains both local and global information.

• Introducing flow energy information at each pixel, it represents horizontal and

vertical motion effect at the same time which make it more robust for identifying

proper motion changes.

• As we consider the motion flow information from the image frames, so we can

easily overcome the facial problems like age, beard, pose, gender etc.

Therefore, the POMF descriptor contains richer information from the facial expression

video. It considers the relationship of a frame to frame by the directional optical flow. As

a result, the expression changes from neutral status to final status is robustly represented

in the POMF. Moreover, the rest of the part except the expression is almost same

throughout all of the frames of any particular video. As a result, only the expression

exposed information will be captured which makes POMF robust against the variations

like illumination, background pattern, beard, facial hair, gender, pose etc.

3.4 Facial Expression Modeling and Recognition

While proper robust feature extraction is done, then the next stage of the facial ex-

pression recognition is modeling or training the sample sequences. In order to do that,

we applied HMM modeling and we test the samples using each HMM trained model

for recognition. Highest likelihood containing expression is ultimate recognized facial

expression.

3.4.1 Modeling the Expression

After the POMF feature extraction, discrete HMMs are applied for expression training.

But HMM takes the observation sequences value. So for doing it, we have applied K-

means [45] clustering technique to generate our desired observation sequences. K-means
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Figure 3.7: Training phase of the FER system

clustering technique takes all the samples and clusters the samples based on their fea-

tures. Here, the optimum cluster size is needed to declare. For all type of expressions, all

sequences are clustered by the codebook and observation symbol sequences are produced

which will be trained by HMMs.

In the figure 3.7, how the training phase is done explained step by step. First of all, we

have different image sequences SM which are the representations of sample videos. Each

of the samples SM is divided into several sequences of frames SN . From these, each of

SN s, feature vector FN s are extracted using the POMF histogram feature. Then each

of the feature vector FN s is needed to convert an observation number and that is done

by the K-means clustering technique. While K-means clustering is performed, each of

the feature vector FN s will be represented by a particular symbol. All the feature vector

FN s from a sample video will create symbol sequences of ON s. Then these symbolized

sequences OM s will be used to train the models of expressions by HMM.

3.4.2 Recognizing the Expression

Now after the model creation, if we want to test a sample video of facial expression,

then like the same procedure, at first proper feature vectors should be extracted by

POMF feature descriptor. Each of the trained models is used to generate the likelihood

response for the particular sample observation sequence. Finally, to determine the test

observation sequence, highest likelihood response of all T-trained expression HMMs

evokes the corresponding desired class of the facial expression.

Detected Expression = arg
k=T
max
k=1

(P (O|HT )) (3.12)
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Figure 3.8: Testing phase of the FER system

In the figure 3.8, how to test a video sequence is shown step by step. Like the training

phase, at first from the test sample video, SN s image frames are extracted. Then from

each of the frames SN , POMF histogram feature vectors are extracted which will gen-

erate the feature vector FN . To create the symbolic sequence ON K-means clustering

technique is applied. Now, this symbolic sequence is tested over the trained HMM ex-

pression models. Finally, among all of the expression models, highest likelihood captured

model will be considered as the recognized model of the facial expression.
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Experimental Analysis

In this chapter, we evaluate the performance of the proposed POMF descriptor for facial

expression recognition system. We will present our proposed method’s performance

drawing the comparison with some other prominent methods which will be applied in

both RGB and Depth database. Besides, in the latter part, we will also show the

performance of our proposed method in case of changing other parameters and the

computation time.

4.1 Data Set and Experimental Setup

In our FER experiments, two types of facial expression database are used which are CK

database [52] and Depth database [26]. As we are dealing with video, so for both case

video samples of facial expression are used.

The CK database [52] consists of 100 university students who at the time of their in-

clusion were between 18 to 30 years old; 65% were female, 15% were African-American,

and 3% were Asian or Latino. Subjects were instructed to perform a series of facial ex-

pression displays starting from neutral or nearly neutral to one of six target prototypic

emotions. Image sequences from neutral to target display were digitized into 640×480 or

640×690 pixel arrays of gray scale frames. In our setup, we selected 60 image sequences,

each of which was labeled as one of the six basic emotions: surprise, anger, fear, disgust,

happiness and sadness. Figure 4.1 and 4.2 show some of the samples of the CK database

[52]. On the other hand, the Depth database [26] contains both RGB and Depth image

sequences containing the six basic expressions: surprise, anger, fear, disgust, happiness

and sadness. Human is able to percept RGB images but we are dealing with Machine.

Machine’s perception is different than Human. So we can also provide some more infor-

mation rich image to the Machine. Hence, the concept comes about depth image. In the

depth image, high pixel value represents a near distance and low pixel value represents

35



Chapter 4. Experimental Analysis 36

Figure 4.1: Sample facial expression images from the CK database

Figure 4.2: Examples of different expressions of the CK database. Anger, Disgust,
Fear, Happiness, Sadness, Surprise expression respectively (from left to right)

a far distance. Depth information greatly contributes to the facial expression. Figure

4.3 shows examples of different facial expression of the Depth database[26] and Figure

4.4 shows the contributions of depth information in a facial image. Besides, In depth

database [26], the expression video clips were of different length, and each video began

and ended with a neutral expression. A total of 120 sequences, each of which was one

of the six types of expressions, are used.
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Figure 4.3: Examples of different expressions of the Depth database. Anger, Disgust,
Fear, Happiness, Sadness, Surprise expression respectively (from left to right); normal

gray faces (upper row) and the corresponding depth faces (lower row)

Figure 4.4: Depth image (a) and corresponding pseudo-color-distribution image (b)
of a surprise expression
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Table 4.1: Confusion matrix using CK database with Optical flow-PCA

Expression Anger Disgust Fear Happiness Sadness Surprise

Anger 70 20 0 0 10 0

Disgust 0 80 20 0 0 0

Fear 0 0 70 20 10 0

Happiness 0 0 10 90 0 0

Sadness 0 0 20 0 80 0

Surprise 0 10 10 0 0 80

Table 4.2: Confusion matrix using CK database with POMF

Expression Anger Disgust Fear Happiness Sadness Surprise

Anger 80 10 0 0 10 0

Disgust 10 80 10 0 0 0

Fear 0 0 80 20 0 0

Happiness 0 0 10 90 0 0

Sadness 10 0 0 0 90 0

Surprise 0 0 0 0 0 100

Table 4.3: Average expression recognition rates on CK database

Face Representation Recognition Rate (%)

Optical flow-PCA 78.83

POMF 86.67

4.2 Performance Analysis

4.2.1 Performance on CK Database

CK database [52] is the collection of RGB image sequences only. There is no depth

information in the samples. Most of the optical flow based methods tried to track the

geometric shape through optical flow and, therefore, most of them are geometric-based

methods. But we are working with optical flow in the appearance-based method. Re-

cently, Zia [41] proposed a method based on optical flow information and PCA methods.

So at first, we try to compare the performance with Optical flow-PCA [41]. When we

test the samples, some are identified as misclassified and results in other classes which

are represented by the confusion matrix. Tables 4.1, 4.2 show the confusion matrixes of

both Optical flow-PCA [41] and our proposed POMF with the same experimental setup.

If we look at the experimental results on Table 4.3, it looks very clear how we get the

upgrade in the accuracy. For the same experimental setup, our proposed POMF gains

86.67%, whereas the Optical flow-PCA [41] was 78.83%.
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Table 4.4: Confusion matrix using RGB faces with OF-PCA.

Expression Anger Disgust Fear Happiness Sadness Surprise

Anger 72.50 0 10 0 17.50 0

Disgust 10 75 0 0 15 0

Fear 0 0 75 5 20 0

Happiness 10 0 0 80 0 10

Sadness 0 0 15 0 77.50 7.50

Surprise 10 10 0 0 0 80

Table 4.5: Confusion matrix using RGB faces with POEM.

Expression Anger Disgust Fear Happiness Sadness Surprise

Anger 90 0 0 0 10 0

Disgust 10 85 0 0 5 0

Fear 0 0 85 0 15 0

Happiness 0 0 0 85 0 15

Sadness 10 0 0 0 90 0

Surprise 12.50 2.50 0 0 0 85

4.2.2 Performance on Depth Database

For expression recognition we have also compared the performance of the proposed

POMF with some promising existing methods, namely Optical flow-PCA [41], POEM

[31], LDP-PCA [26]. All these approaches were performed based on the same experi-

mental setup. Although all of the methods are not optical flow based but we try to draw

a comparative performance with the other promising appearance based methods.

4.2.2.1 Performance Evaluation on RGB Video Sequences

Since depth database [26], contains both RGB and Depth video sequences, so applied

the methods for the both cases. In case of RGB video images, confusion matrixes of the

methods are shown in Tables 4.4, 4.5, 4.6, 4.7. If we carefully look at the Table 4.8 it will

be more clear, actually how different methods are acting. POEM and LDP-PCA show

almost similar performance. POEM achieved 86.67% while LDP-PCA achieved 87.08%.

Both of the approaches use a feature representation instead of intensity values. LDP

uses the neighborhood edge responses values whereas, POEM considers the gradient

value. On the other hand, proposed POMF outperforms others achieving the highest

accuracy 87.91% while the direct Optical flow-PCA approach was only 76.67%.

4.2.2.2 Performance Evaluation on Depth Video Sequence

So far we have seen the performance with the RGB images. But like we said previously,

depth information contains great contributions in case of facial images. Tables 4.9,
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Table 4.6: Confusion matrix using RGB faces with LDP-PCA.

Expression Anger Disgust Fear Happiness Sadness Surprise

Anger 85 10 0 0 5 0

Disgust 0 87.50 0 2.50 10.50 0

Fear 0 0 85 5 10 0

Happiness 2.50 0 5 87.50 0 5

Sadness 0 0 0 2.50 87.50 10.5

Surprise 0 7.50 2.50 0 0 90

Table 4.7: Confusion matrix using RGB faces with POMF.

Expression Anger Disgust Fear Happiness Sadness Surprise

Anger 90 0 0 0 10 0

Disgust 5 85 0 0 10 0

Fear 0 0 85 0 15 0

Happiness 0 0 0 87.50 0 12.50

Sadness 10 0 0 0 90 0

Surprise 0 0 0 10 0 90

Table 4.8: Average expression recognition rates for different approaches on RGB
sequences

Face Representation Recognition Rate (%) on RGB

Optical Flow-PCA 76.67

POEM 86.67

LDP-PCA 87.08

POMF 87.91

Table 4.9: Confusion matrix using Depth faces with OF-PCA.

Expression Anger Disgust Fear Happiness Sadness Surprise

Anger 77.50 0 5 0 17.50 0

Disgust 5 85 0 0 10 0

Fear 0 0 77.50 5 17.50 0

Happiness 10 0 0 85 0 5

Sadness 0 0 10 0 80 10

Surprise 10 5 0 0 0 85

4.10, 4.11, 4.12 show the performance of the existing methods on the Depth video

sequences providing the confusion matrixes. It can be easily observed that how all the

method’s performance is improved in the case of Depth images. In the Table 4.13, all

the approaches manifest a better recognition rate than the RGB video images. POEM

and LDP-PCA both approaches reached a better recognition rate to 92.50% and 92.92%

respectively. An improved recognition rate of 81.67% is also found for Optical flow-PCA

approach than its prior RGB video. But POMF gave the best recognition rate of 94.17%.

However, PCA-based method takes a higher computation time for large feature vector

as it needs to calculate the covariance matrix for the computation of eigen vector and

eigen value.
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Table 4.10: Confusion matrix using Depth faces with POEM.

Expression Anger Disgust Fear Happiness Sadness Surprise

Anger 92.50 0 0 0 7.50 0

Disgust 7.50 92.5 0 0 0 0

Fear 0 0 90 0 10 0

Happiness 0 0 0 95 0 5

Sadness 5 0 0 0 95 0

Surprise 5 5 0 0 0 90

Table 4.11: Confusion matrix using Depth faces with LDP-PCA.

Expression Anger Disgust Fear Happiness Sadness Surprise

Anger 92.50 0 0 0 7.50 0

Disgust 0 92.50 0 0 7.50 0

Fear 0 0 92.50 0 7.50 0

Happiness 7.50 0 0 92.50 0 0

Sadness 0 0 0 0 92.50 7.50

Surprise 0 5 0 0 0 95

Table 4.12: Confusion matrix using Depth faces with POMF.

Expression Anger Disgust Fear Happiness Sadness Surprise

Anger 95 0 0 0 5 0

Disgust 7.50 92.50 0 0 0 0

Fear 0 0 92.50 0 7.50 0

Happiness 0 0 0 95 0 5

Sadness 5 0 0 0 95 0

Surprise 0 0 0 5 0 95

Table 4.13: Average expression recognition rates for different approaches on Depth
sequences

Face Representation Recognition Rate (%) on Depth

Optical Flow-PCA 81.67

POEM 92.50

LDP-PCA 92.92

POMF 94.17

4.2.3 Performance Evaluation with Different Parameters

In all of our experiments, we have used the same experimental setup to evaluate the

performance. To train by HMM, the features were symbolized by the K-means clustering

[45] technique using a cluster size of 40 and there were 5 intermediate hidden states

throughout all the experiments which are selected empirically. For the Depth database

[26], to train and test each facial expression model, 20 and 40 image sequences were

applied respectively.

HMM is popular to decode time-sequential events and considered to be better than

others [26, 53, 54]. Our depth image-based experiments are further enhanced in this
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Table 4.14: Expression recognition performance (%) using different classifiers on
Depth Video.

Activity SVM KNN Näıve-Bayes HMM

Anger 85 80 82.50 95

Disgust 77.50 82.50 87.50 92.50

Fear 77.50 87.50 92.50 92.50

Happiness 82.50 82.50 92.50 95

Sadness 77.50 87.50 82.50 95

Surprise 85 82.50 82.50 95

Average 80.83 83.75 86.67 94.17

Table 4.15: Accuracy with different size of codebook using POMF on Depth Database

Codebook Size Recognition Rate (%) on Depth

20 91.67

30 94.13

40 94.17

50 91.67

work to show HMM’s superiority over other traditional classifiers such as multiclass

Support Vector Machine (SVM) [46] using polynomial kernel, K-Nearest Neighbours

[55] and Nave-Bayes [56] classifier. Table 4.14 shows the comparative performance of

different classifiers using POMF on Depth database [26].

Table 4.15 shows the average accuracy rate with different codebook size. For the code-

book size 20, the accuracy rate was 91.67% which was further increased to 94.13% by

the increase of the codebook size 30. And it remained almost same by the codebook size

40. But after 40 when we took the size to 50, its accuracy again was fallen down.

Basically, it happens because of the inter-classes and intra-classes scattering. When the

codebook size is too small, some overlaps encounter among different classes. As the

proper number of clusters is not available, so the different feature vectors are taken to

the same class. On the contrary, when the codebook size is too large, then some new

classes are again clustered into new classes. As a result, same type of feature vectors

who are supposed be in the same cluster, they are divided into some new clusters. So

the solution is an optimum number of cluster size. And for our experiments, we can

easily see that the optimum number of cluster size lied between 30-40.

4.2.4 Computation Time Analysis

On the other hand, nowadays because of the availability of high computer processing

power the computation time is negligible. But we have analyzed to identify proposed

system performance with the other methods. Table 4.16 shows the performance con-

sidering the computation time. Here, one particular depth video sequence was used to
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Table 4.16: Average computation time for different methods on a particular video
sample

Methods on Depth Computation Time(s)

LBP 3.51

LDP 7.70

LDP-PCA 7.70

POEM 10.49

Optical Flow-PCA 28.20

POMF 34.19

measure the performance. There were total 10 image frames on that video sample. LBP

method takes 3.51s whereas LDP takes 7.70s, which is almost double because in LDP,

at first, we need to calculate the directional edge responses. On the other hand, POEM

is taking 10.49s, which is almost 3 times higher time than LBP. Because at first, it finds

the gradient image, then in two layers in encodes the results. Now all of the methods

are based local appurtenance based. In the case of optical flow based method at first we

need to calculate the optical flow from the image frames and it takes 27.89s and after

that, if we want to apply optical flow-PCA method then it takes a lot of time depending

on the sample size. Basically, when we will train the samples, a lot of time will be taken

by PCA. But if we only consider the testing phase, then only projection time is the need

which is considerably less and was around 28.20s. On the contrary, in the proposed

POMF for the same case, it needs only 34.19s, in which the actual step needs only 6.3s

which is close to POEM and considerable.
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Conclusion

5.1 Summary of the Contributions

In this thesis, an optical flow based facial expression recognition system is proposed

where the directional pattern encoded information is used from the optical flow of con-

secutive depth images. We proposed a novel and robust facial descriptor called Patterns

of Oriented Motion Flow (POMF). Using this descriptor POMF histogram is generated

from the sample frames to produce the expression feature vector. Finally, the objective

sequences of the feature vectors are trained by the Hidden Markov Model (HMM) to

produce the expression model.

As we work with the optical flow information and it represents only the changing in-

formation from a video, so we can easily capture the significant changes which occur

because of the expression. Besides, we can easily overcome different challenges of ex-

pression like age, gender, beard, glasses etc. Moreover, the directional optical flow

information ensures more robust feature description by generating an oriented pattern.

An experimental analysis on both RGB and Depth based video images is performed

including some salient approaches to evaluate the strength of our proposed method.

From the empirical results, it is obvious that our proposed POMF descriptor represents

better recognition rate for depth based facial expression recognition system. Besides, it

is also turn out that Depth image shows superior performance over RGB image.

5.2 Future Works

Although our proposed method showing better results but it is possible to enhance

its performance by introducing the solution for nonlinearity. As human face images

with large pose variation demonstrate significant nonlinearity, so we are planning to

44



Chapter 5. Conclusion 45

incorporate the solution for nonlinearity to the descriptor. On the other hand, because

of the robustness of the POMF descriptor, it should yield a better result in some other

dynamic applications like human activity recognition or gait detection etc. So in the

future, we would like to extend its usability over the other potential application fields.
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