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ABSTRACT 
 

In power transmission system, low frequency oscillation (LFO) is created due to lack of 

balancing mechanical input to electrical output. For solving the LFO problem FACTs devices are 

being adopted. In this research work, as a FACTS device the Interline Power Flow Controller 

(IPFC) is employed. The IPFC based damping controller (Lead-Lag) has been used for 

mitigating LFO in single machine infinite bus (SMIB) system. An eigenvalue analysis is 

performed to select the electromechanical (EM) oscillation mode which is known as unstable 

mode. The controllability index is applied to select the most effective control signal of the 

controller. Since improper tuning of gain and time constants of controller called controller 

parameters may lead to sub-optimal result, particle swarm optimization (PSO) and differential 

evolution (DE) have been applied to tune the parameters. To investigate the effectiveness of the 

optimizers, the eigenvalue analysis and time-domain simulations are carried out. The quantitative 

analysis and nonparametric statistical tests have been performed to find out the most suitable 

optimizer for the controller. The results analysis reveals that the DE tuned Lead-Lag based 

damping controller for IPFC shows superior performance in damping LFOs for the study system. 
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Chapter 1 

Introduction 

In this chapter, an overview of the thesis is presented that demonstrates the inspiring behind this 

work. The concurrent and previous technology adopted to mitigate Low Frequency Oscillation 

(LFO) which is the main part of this research work has been markedly focused in this chapter. 

The background of research is illustrated in section 1.1. In article 1.2, the existing mitigating 

method of LFO has been discussed. In section 1.3, literature review is mentioned. Then the main 

objective of the research work has been illustrated in article 1.4. Finally the chapter is ended with 

hints of thesis outline in section 1.5. 

  

1.1 Background 

A primary complexity with producing and using electric energy is that it cannot be stored except 

fewer amounts for short periods of time. So, at a certain instant the production and consumption 

must be equal. To maintain the balance between power production and consumption, the 

generated energy of power stations has to be controlled continuously. When an imbalance is 

occurred, the frequency must be changed. At normal operating condition of power grid, the 

frequency is kept around a pre-set value, although permitted to fluctuate within a certain range. 

However, the main reason of frequency fluctuations is random demand changes and the nature of 

fluctuations is influenced by the state of the generators that are participating in control system. 

The oscillations related with groups of generators; oscillating against each other are known as 

inter-area oscillation modes that bound from 0.1 to 0.8 Hz and the oscillations related with only 

one generator; oscillating against rest of the system are known as local oscillation modes that 

bound from 0.7 to 2 Hz [1]. The both oscillations modes are commonly called low frequency 

oscillations (LFO) which hamper the power flow of the system, threaten system security and 

disturb smooth operation of the power system. To overcome these problems, it is very important 

to use controllers for providing sufficient damping to maintain the system stability [3].  

In recent year, Flexible AC Transmission System (FACTS) devices are employed for enhancing 

power system stability. The FACTS devices became more effective and popular due to the 

advancement of power electronics. Mainly two types of FACTS - thyristor based FACTS and 
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Voltage Source Converter (VSC) based FACTS are used in practice. The latter family is more 

familiar because of its provision to use modern technology, operating features, and performance 

[9]. There are many VSC-based FACTS controller such as Static Synchronous Compensator 

(STATCOM) for shunt reactive power compensation, Static Synchronous Series Compensator 

(SSSC) for series reactive power compensation, Unified Power Flow Controller (UPFC) capable 

of compensating both active and reactive power independently, and Interline Power Flow 

Controller (IPFC) which is the main concern of this thesis [7, 8]. IPFC can regulate active and 

reactive power flows between different transmission lines by injecting series voltage into them 

and power transfer from overloaded to underloaded lines [6].  

 

1.2 The existing mitigating method of LFO 

Last few eras, Power System Stabilizer (PSS) has been extensively used to mitigate LFO, to 

improve the power system stability in an effective and economic way [11]. However, inability to 

mitigate voltage fluctuation, introduction of leading power factor, and failure to handle severe 

faults (i.e. three phase faults) are few of the major shortcomings of PSS which encourage the 

researchers to hunt for new damping controllers. Fortunately, with the advancement in power 

electronics based fast-switching elements; application of FACTS devices has become widespread 

with its excellent features of operation, controllability and transfer limits [12, 13], which 

motivates the researchers to employ FACTS devices in power system domain for enhancement 

of the stability. Although, at the beginning, thyristor based controller such as Static VAR 

Compensator (SVC), Thyristor Controlled Series Compensator (TCSC), Thyristor Controlled 

Phase Shifter (TCPS) are widely used for mitigating LFO; due to their slow response in terms of 

controllability, they have been recently replaced by new generation VSC based FACTS 

controller such as STATCOM, SSSC, UPFC and IPFC [13]. Among the last generation FACTS 

controllers using the self-commutated VSC [15], UPFC and IPFC are the most versatile and 

powerful devices, improving the transfer capability of existing transmission lines. The UPFC, 

combining the functions of the shunt and series compensation is capable to control the active and 

reactive power flows in the transmission line [16]. The IPFC with two or more series connected 

converters working together is conceived for the compensation of multi-line transmission 

system. Therefore, the power optimization of the overall system can be realized in the form of 
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appropriate power transfer from overload to under loaded lines, enhancement of transient 

stability and mitigation of system oscillations [17, 19]. 

 

1.3 Literature review 

In this article, it describes several methods and controlling techniques to mitigate LFO in past 

and current researches. The efficiency of LFO mitigation generally depends on the effective 

design of damping controller. Hence, researchers’ emphasis on the aspects of designing damping 

controller and the selection of the control strategy that is cited in many literatures has been 

included in this chapter. This section begins with the discussion of several famous research 

works on IPFC based damping controller for the improvement of LFO.  

 

1.3.1 Research work based on IPFC equipped system relating to LFO and power flow 

A substantial number of research works have been accomplished relating to small signal stability 

to reduce the problem associated with LFO. With this purpose, this research concentrates on the 

improvement of damping function and designing of damping controller for mitigating LFO. In 

recent years, there has been growing interest on studying IPFC modeling for mitigating LFO and 

controlling power flow among transmission lines.  

A new IPFC steady-state model is presented in [2]. Where proposed an IPFC model that is 

equipped with power flow software. It proposes a scope of auto adjustment of IPFC parameters, 

counts of its operating bounds and stores all data in its memory. A case-study has been 

mentioned to show the performance of proposed IPFC model.  

The modeling and simulation of a Single Machine Infinite Bus (SMIB) system integrated with 

IPFC based damping controller has been introduced in [4]. Where the performance of IPFC 

based stabilizing controller for enhancement the system stability have been presented. Particle 

Swarm Optimization (PSO) has been used to find out the optimal settings of controller 

parameters using different modulating signals. The most effective signals are selected with the 

help of controllability index. Although, this work presents the eigenvalues and nonlinear time 

domain simulation has been used to verify the effectiveness of IPFC based damping controller, 

this work has some limitations. Firstly, there is no comparative study of optimization. Secondly, 

the performance of different disturbances is not mentioned in this work. However, this works 

lacks of supportive analysis in favor of the robust damping controller. 
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In IPFC, two VSCs are connected by a dc capacitor for exchanging real power between two 

transmission lines. One of VSCs can capable of providing controlled series reactive power 

compensation by controlling magnitude and phase angle of VSC. Furthermore, it can able to 

control the transferred real power between lines through dc terminal. The IPFC enhance the 

power system stability and robust control of power flow in transmission lines [30].  

An adaptive design of IPFC has been proposed in [10]. Where used reinforcement learning (RL) 

technique for damping of LFOs in power system. The RL based damping controller is integrated 

to SMIB and multi machine power system (MMPS). The proposed controller is capable of 

exhibiting its robustness and adaptive behavior against changing operating conditions with high 

nonlinearities in practical power system. To investigate the performance of the damping 

controller in both SMIB and MMPS, nonlinear simulations are carried out using MATLAB 

Simulink. The simulations are done the system integrated with (a) only optimal classical PSS, (b) 

coordinated designed of PSS and IPFC, and (c) RL based optimized IPFC. Krill herd 

optimization algorithm is used for coordination design of PSS and IPFC in both SMIB and 

MMPS. The performances in various operating conditions and fault types are examined for all 3 

cases of simulations and are compared with one another. Simulation results show the 

effectiveness of the proposed damping controller to mitigate the LFOs in the power systems. 

A SMIB system included with IPFC and PSS controller has been addressed. For improvement of 

system stability in various disturbances, a lead-lag controller has been proposed to produce 

supplementary signal. The proposed supplementary controller is applied to increase the damping 

of the power system LFOs. Imperialist optimization algorithm (ICA) and shuffled frog leaping 

algorithm (SFLA) are implemented to search for optimal controllers and PSS parameters. 

Moreover, singular value decomposition (SVD) method is utilized to select the most effective 

damping control signal of IPFC lead-lag controllers [27].  

From the literature review of previous and existing models of IPFC based damping controller, it 

can be identified that there are some limitations. 

 Some works concentrate on the basic design of damping controller but the optimization 

of the controller parameters is neglected. 

 In some research works, optimization is used but quantitative and non-parametric 

statistical analysis missing. 
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To overcome these limitations, PSO & DE optimizers are employed in this work. For comparing 

the performance of the optimizers, quantitative and non-parametric statistical analyses are 

performed. 

 

1.4 Research objectives 

The treatment of the above-mentioned problems, a broadly adopted conventional controller is 

employed such as lead-lag controller to IPFC equipped SMIB system. Further, two different 

optimizers such as differential evolution (DE) and PSO are implemented to find out optimal gain 

for the controller. Later, we perform non-parametric statistical test to validate the effectiveness 

of each algorithms. In summary, the objective of this research work is given as follows: 

i. To study a nonlinear dynamic model of an SMIB system integrated with IPFC.  

ii. To analyze the system small signal stability of the linearized model in open-loop 

condition and incorporate controller.  

iii. To tune the controller parameters using meta-heuristic optimization algorithms to 

find the optimal parameters.  

iv. To study the dynamics of power system followed by small perturbation in time 

domain simulation. 

v. To compare the performance of the optimizers using statistical tool, time domain 

simulation and eigenvalue analysis to realize optimal condition. 

 

1.5 Thesis outline 

Summary of this thesis work is organized as follows: 

 Chapter 1 contains background, the existing mitigating method of LFO, literature review, 

research objectives and thesis outline. 

 Chapter 2 describes the FACTS devices and mathematical model of IPFC. 

 Chapter 3 explains the detailed methodology of proposed research work. 

  Chapter 4 demonstrates the analysis of IPFC such as controllability test analysis in open 

loop system, eigenvalue analysis in close-loop system, time domain simulation with 

results, quantitative analysis and Non-Parametric statistical analysis. 

 Chapter 5 is the last part of this research work which is ended with an explanatory 

conclusion with future work. 
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Chapter 2 

FACTS Devices and Mathematical Model of IPFC 

This chapter introduces the basic concepts of FACTS devices and mathematical model of IPFC 

equipped SMIB system. In the organization of this chapter, section 2.1 starts with introduction of 

FACTS devices. Section 2.2 depicts the basic elements of IPFC. Section 2.2.1 and 2.2.2 describe 

the basic construction and function of SSSC and IPFC respectively. The operation and control 

strategy of IPFC is discussed in section 2.3. In section 2.4, the nonlinear dynamic model of IPFC 

integrated SMIB system is described. This chapter is ended with the illustration of linearized 

model of IPFC integrated SMIB system in section 2.5. 

 

2.1 Introduction of FACTS devices 

For last several decades with the advancement of power electronics devices, application of 

FACTS devices has become simple with its excellent features of operations, controllability and 

transfer limits [5]. Turn of the century, to strengthen the power system, the technology of 

FACTS controller was advanced. Basically, FACTS devices are the power electronics-based 

controllers that are generally used with power transmission system to control one or more 

parameters of the system. There are many FACTS controllers, such as TCSC, SVC, SSSC and 

STATCOM. Combination of SSSC makes IPFC whereas a combination of SSSC and 

STATCOM forms UPFC. Although the FACTS controllers are costly than the ordinary power 

system controllers, they have been introduced in numerous real power system on the world  

Figure 2.1: Circuit diagram for the illustration of operational principle of FACTS controllers 

in order to their prevalent control execution capability [24]. Indeed, in order to regulate line 

power flow and to improve voltage profile, mechanically controlled series and shunt capacitors 

𝑉1
⃗⃗  ⃗ 𝑉2

⃗⃗  ⃗ 
 

𝑥 

𝑃12
⃗⃗⃗⃗⃗⃗  

https://www.powerthesaurus.org/turn_of_the_century/synonyms
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were used since the beginning of FACTS devices as early as the 1920s. The application of power 

electronics devices was prevalent when mercury valve was replaced by thyristor in controlling 

high voltage DC systems. The new age of FACTS controllers utilizes self-commutated, voltage 

source based power converters to realize quickly controllable, static synchronous AC voltage or 

current sources. Another age FACTS controller is built essentially on the synchronous voltage 

source (SVS) which is a perfect machine with no rotation and inertia. The magnitude and phase 

of the SVS can be controlled instantly to create reactive power as well as to direct active power 

flow that is not influenced by the variables affecting power flow [30]. The fundamental principle 

of the FACTS controllers can be described by the Fig.2.1 [31]. The real power transferred along 

the transmission line is expressed as following: 

𝑃12
⃗⃗⃗⃗⃗⃗  = 

𝑉1⃗⃗⃗⃗   𝑉2⃗⃗⃗⃗ 

𝑥
𝑠𝑖𝑛𝜃 

  (2.1) 

Where, θ is the phase angle difference between the sending end voltage, 𝑉1
⃗⃗  ⃗ and the receiving end 

voltage, 𝑉2
⃗⃗  ⃗  of the transmission line. In order to control power flow along the transmission lines 

it is essential for a FACTS controller to change the line impedance x with time, the magnitude of 

line voltages (𝑉1
⃗⃗  ⃗, 𝑉2

⃗⃗⃗⃗  ⃗), and phase angle separately to such a range that superior adaptability of 

power flow management is accomplished [32, 33]. 

 

2.2 Basic elements of IPFC 

The IPFC consists of two or more SSSCs. The common feature of IPFC is the possibility to 

exchange active and reactive power between transmission lines. To understand the 

comprehensive model of IPFC, it should be realize its basic elements. The basic element of IPFC 

is SSSC that use VSC based converter. The basic block diagram and function of these elements 

are shown in Fig. 2.2. 

 

2.2.1 Static Synchronous Series Compensator (SSSC) 

The SSSC is a combination of a dc source, a VSC (converts dc voltage into 3-ϕ output voltage at 

fundamental frequency), and a coupling transformer that is shown in Fig.2.2. It is connected in 

series with the power transmission line. The SSSC injects a voltage into the line in quadrature to 

the line current, thus emulating an inductive or a capacitive reactance in series with the line. The 
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SSSC operates like a controllable series capacitor and series inductor. Then the power flow on 

the line can be affected through the control of this series reactance. Thus the SSSC is capable of 

supplying or absorbing reactive power in the line [41]. 

 

Figure 2.2: Schematic diagram of SSSC 

2.2.2 Interline Power Flow Controller (IPFC) 

The IPFC topology is shown in Fig.2.3. A series VSC is inserted into each of several 

transmission lines, with all VSCs sharing a common dc link. In the IPFC both VSCs exchange 

active power with their power transmission lines. However, the active power injected by one 

power converter to its power transmission line must be equal (neglecting losses) to the active 

power taken away from the other power transmission line. The IPFC makes it possible to 

equalize real and reactive power flow between power transmission lines. It allows transferring 

power from overloaded transmission line to underloaded line.  
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Figure 2.3: Schematic diagram of IPFC 

2.3   Operation and control strategy of IPFC 

The IPFC is a controller that can control both active and reactive powers between the 

transmission lines, that means the phase angle and magnitude of voltage are controllable. It made 

of two or more series connected converters supplied by a common DC link, which enables the 

IPFC to compensate multiple transmission lines. The basic operation principle of an IPFC was 

described in [14]. A schematic diagram of the IPFC is shown in Fig. 2.3, which employs two 

back-to-back dc-to-ac converters that are connected in series with two transmission lines via 

series coupling transformers and the dc terminals of two inverters are connected through a 

common DC link. Finally it acts as an ac to ac converter.  

The equivalent circuit of an IPFC is shown in Fig. 2.4. Here, VS and δs denotes the magnitude 

and phase angle of sending end voltage respectively; whereas V1r and δ1r denotes the magnitude 

and phase angle of receiving end voltage of transmission line-1 respectively; ΔV1 and ψ1 denotes 

the magnitude of injected voltage and corresponding phase angle respectively; R1 and X1 

represent resistance and reactance of transmission line-1 respectively. Using Kirchhoff's Voltage 

Law it is obtained as follows. 

                       Vs∠δs ± ∆V1∠ψ1 - I1∠γ1(R1 + jX1) - V1r∠δ1r = 0                                   (2.2) 
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                                        I1∠γ1 = 
Vs∠δs ± ∆V1∠ψ1 − V1r∠δ1r 

R1 + jX1
                                            (2.3) 

 

Figure 2.4: Equivalent circuit of IPFC with its variables 

In fig. 2.5 shows the open loop model of IPFC equipped SMIB system. In this model, the 

transmission line represents as a lossless line, so resistance is neglected. Here, xd and xq denotes 

the d and q axes synchronous reactance of generator; xd’ denotes d axis transient reactance of 

generator; Vt represents generator terminal voltage; xt express reactance of line transformer; xt1 

and xt2 denotes reactance of VSC-1 and VSC-2 transformers; xl1 and xl2 presents reactance of 

transmission line-1 and line-2; V1 and V2 denotes output ac voltage of VSC-1 and VSC-2 

respectively. There are four controllable signals such as m1, θ1 are input to VSC-1 and   m2, & θ2 

are input to VSC-2. The injection or absorption of active or reactive power to transmission line-

1is regulated by modulation index (m1) & phase angle (θ1) and that of transmission line-2 is 

regulated by modulation index (m2) & phase angle (θ2) respectively.  

 

Figure 2.5: Open loop model of IPFC equipped SMIB system 
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2.4 Nonlinear dynamic model of IPFC integrated SMIB system 

To represent this research work, the IPFC integrated SMIB system has been considered that is 

shown in Fig. 2.5. The main parts of the system are a generator, a transformer, two parallel 

transmission lines and IPFC. The transients and resistance of transformer has been neglected for 

developing simplified non-linear differential equations. The differential equations are the 

function of the variables such as rotor speed (ω), rotor angle (δ), field voltage (Efd), q-axis 

internal transient voltage (Eq
′ ) and dc voltage (Vdc) that regulate the dynamic model of the IPFC 

equipped SMIB system. The equations are associated with the generator and its excitation 

system. The nonlinear dynamic model of generator and excitation system represents the effect of 

steady-state and direct (d) - quadrature (q) axes reactance’s on overall system performance 

whenever the mitigation of LFO in power system is of prime goal [43]. Additionally, 

consideration of dynamic field excitation allows the capability of establishing regulate in 

generator terminal voltage. So, the dynamic model of generator and its excitation system have 

been considered for this work is expressed as follows. 

δ̇ = ωb(ω − 1)     (2.4) 

ω̇ =
1

M
[Pm − Pe − D(ω − 1)]                (2.5) 

Ė′
q=

1

T′
d0

[Efd0 + ∆Efd − E′
q − (xd − x′

d)Id]                     (2.6) 

∆Ėfd =
1

TA
[KA(Vref − Vt)∆Efd]             (2.7) 

Where,  

ωb        = synchronous speed 

M  = inertia co-efficient of generator 

Pm        = mechanical input power of generator 

Pe         = electrical output power of generator 

D  = damping co-efficient of generator 

𝑇𝑑𝑜
′       = open circuit field time constant 

Efd0      =  initial field voltage 

∆Efd     =  field voltage deviation 

xd  = d-axis synchronous reactance 

x′
d  = d-axis transient reactance 
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Id  = d-axis armature current 

TA = time constant of excitation system 

KA = gain constant of excitation system 

Vref = reference voltage 

Vt = generator terminal voltage 

The equations (3.1-3.4) represent the dynamic state equations of third order generator model 

[18].  

Where, 

The output power of generator,  Pe = VtdItd + VtqItq 

The terminal voltage of generator,  Vt= Vtd+jVtq 

d-axis terminal voltage of generator,  Vtd = Xq.Itq 

q-axis terminal voltage of generator,  Vtq =Eq
′ -Xd

′ .Itd 

d-axis terminal current of generator,  Itd = I1d + I2d 

q-axis terminal current of generator,  Itq = I1q + I2q 

The terminal current of generator,  It= I1+ I2  or,  It= Itd+ jItq 

The current of transmission line-1,  I1= I1d+ jI1q 

The current of transmission line-2,  I2= I2d+ jI2q 

 

As the IPFC is linked into SMIB system, the dc-link voltage dynamics of IPFC is obtained by 

using Kirchhoff's Current Law at node 1 mentioned in Fig 2.5, which can be shown by the 

following equation [27]. 

V̇dc =
0.5m1

Cdc
[I1dcosθ1 + I1qsinθ1] +

0.5m2

Cdc
[I2dcosθ2 + I2qsinθ2]  (2.8) 

 

Where, 

m1, m2   = amplitude modulation index for VSC − 1, 2  

I1d, I2d    = d − axis current of transmission line − 1, 2 

I1q, I2q    = q − axis current of transmission line − 1, 2 

θ1, θ2      = phase angle modulation index for VSC − 1, 2 

Cdc          = dc link capacitor of IPFC  
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The equation of generator terminal voltage is obtained by applying Kirchhoff's Voltage Law on 

generator terminal to transmission line-1 in Fig. 2.5 as follows. 

V𝑡 = jxtIt − ∆V1+ jxl1I1 + Vr 

or, V𝑡𝑑 + j V𝑡𝑞 = jxt(Itd + jItq) − (∆V1𝑑 + j ∆V1𝑞)+ jxl1(I1𝑑 + j I1𝑞) + V𝑟𝑚(𝑠𝑖𝑛𝛿 + 𝑗𝑐𝑜𝑠𝛿) (2.9) 

Where, 

xt                     = transformer reactance 

∆V1                  = injected voltage in line − 1 

xl1                    = reactance of line − 1 

Vr                     = infinite bus voltage 

Vrm                  = magnitude of infinite bus voltage 

∆V1𝑑, ∆V1𝑞     = d, q axes injected voltage in line − 1 

The resistances of the IPFC transformers are ignored and per unit values of three phase dynamic 

differential equations of IPFC are obtained as follows [27]. 

As VSC-1 associated with transmission line-1,  

∆V1 = jxt1I1 + 0.5Vdcm1e
jθ1  

Or, ∆V1d + 𝑗∆V1q = jxt1(I1d + 𝑗𝐼1q)+ 0.5Vdcm1(𝑐𝑜𝑠𝜃1 + 𝑗𝑠𝑖𝑛𝜃1)                (2.10) 

The following equations are obtained by equating real and imaginary part of equation (2.10), 

∆V1d = −xt1𝐼1q+ 0.5Vdcm1𝑐𝑜𝑠𝜃1                                       (2.11) 

∆V1q = jxt1I1d + 0.5Vdcm1𝑠𝑖𝑛𝜃1                                        (2.12) 

As VSC-2 associated with transmission line-2, 

∆V2 = jxt2I2 + 0.5Vdcm2e
jθ2  

Or, ∆V2d + 𝑗∆V2q = jxt2(I2d + 𝑗𝐼2q)+ 0.5Vdcm2(𝑐𝑜𝑠𝜃2 + 𝑗𝑠𝑖𝑛𝜃2)               (2.13) 

The following equations are obtained by equating real and imaginary part of equation (2.13), 

∆V2d = −xt2𝐼2q+ 0.5Vdcm2𝑐𝑜𝑠𝜃2                                     (2.14) 

∆V2q = jxt2I2d + 0.5Vdcm2𝑠𝑖𝑛𝜃2                                      (2.15) 

By solving the above equations (2.11, 2.12, 2.14 & 2.15), the following relations in matrix form 

are obtained. 

[
I1q

I2q
] = [

x22

xdq
−

x12

xdq

−
x21

xdq

x11

xdq

] [
−0.5𝑚1Vdccosθ1 + Vrmsinδ

0.5m2Vdccosθ2 − 0.5m1Vdccosθ1
]  (2.16) 
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[
I1d

I2d
] = [

x22

xdd
−

x12p

xdd

−
x21

xdd

x11d

xdd

] [
E′

q + 0.5𝑚1Vdcsinθ1 − Vrmcosδ

0.5m2Vdcsinθ2 − 0.5m1Vdcsinθ1
]  (2.17) 

Where, 

x12 = xt + xq 

x21 = −xt1 + xl1 

x11 = x12 + x21 

x22 = xt2 − xl2 

x12p = xt + 𝑥𝑑
′  

x11d = x12p + x21 

xdq = x11x22 − x12x21 

xdd = x22x11d − x21x12p 

In next section, the linearized system matrix is formulated from this mathematical expressions of 

nonlinear dynamic model of IPFC equipped SMIB system to perform eigenvalue and 

participation factor analysis for open-loop condition [46]. 

 

2.5 Linearized Model of IPFC Integrated SMIB System 

Here, the linearization technique is applied on the non-linear dynamic model for developing 

linearized form for each consequent dynamic mathematical equation (2.4-2.8), since this 

linearized model is suitable for analysis of small signal stability [48]. For this target, the Taylor 

series expansion is employed to these non-linear mathematical equations and removes the higher 

order term for obtaining linearized equations. It is well known that removal of higher order term 

will sacrifice some accuracy, since non-linearities associated with terms are being ignored [44]. 

However, the small perturbation is considered for this work, linearized mathematical 

representation of this system dynamic model is considerably correct [45]. Now, Taylor series 

expansion is applied to non-linear dynamic equations (2.4-2.8) and the following linearized 

equations are obtained for considering first order term. 

 

∆δ̇ = ωb∆ω      (2.18) 

∆ω̇ =
1

M
[∆Pm − ∆Pe − D∆ω]             (2.19) 
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∆Eq
′̇ =

1

Tdo
′ [∆Efd − ∆Eq]                                   (2.20) 

∆Ėfd =
1

TA
[KA(∆Vref − ∆Vt) − ∆Efd]           (2.21) 

∆V̇dc = K7∆δ + K8∆Eq
′ − K9∆Vdc + Kcm1∆m1 + Kcθ1

∆θ1 + Kcm2∆m2 + Kcθ2
∆θ2       (2.22) 

where, 

∆Pe = K1∆δ + K2∆Eq
′ + Kpv∆Vdc + Kpm1∆m1 + Kpθ1

∆θ1 + Kpm2∆m2 + Kpθ2
∆θ2 (2.23) 

∆Eq = K3∆δ + K4∆Eq
′ + Kqv∆Vdc + Kqm1∆m1 + Kqθ1

∆θ1 + Kqm2∆m2 + Kqθ2
∆θ2 (2.24) 

∆Vt = K5∆δ + K6∆Eq
′ + Kvv∆Vdc + Kvm1∆m1 + Kvθ1

∆θ1 + Kvm2∆m2 + Kvθ2
∆θ2 (2.25) 

 

This model has 28 “K” constants which are termed as linearized constants. It is prominent way is 

that the linearized form permits to represent the system using state space model. In general, the 

state space model is expressed as follows. 

Ẋ = AX + BU 

Where, 

State Vector, X = [∆δ  ∆ω  ∆Eq
′   ∆Efd  ∆Vdc]

T
 

Control Vector, U = [∆m1  ∆θ1  ∆m2  ∆θ2]
T 

In general, A and B are known as system matrix and input matrix respectively. The matrices A 

and B help us to find out system eigenvalues, participation factor and controllability index for 

open loop condition [42]. Now, the equations (2.23 - 2.25) are substituted into the linearized 

equations (2.19 - 2.21) and the following state space equations of the IPFC integrated SMIB 

system are achieved. 

[
 
 
 
 
 

∆δ̇

∆ω̇

∆Eq
′̇

∆Efd
̇

∆Vdc
̇ ]
 
 
 
 
 

 = 

[
 
 
 
 
 
 

0  ωb 0 0      0
−K1

M

−D

M

−K2

M
0

−Kpv

M
−K3

Tdo
′

−KAK5

TA

K7

0

Tdo
′

0

TA

0

−K4

Tdo
′

−KAK6

TA

K8

1

Tdo
′

−1

TA

0

−Kqv

Tdo
′

−KAKvv

TA

−K9 ]
 
 
 
 
 
 

[
 
 
 
 

∆δ

∆ω

∆Eq
′

∆Efd

∆Vdc]
 
 
 
 

+

[
 
 
 
 
 
 
 

0 0 0         0
−Kpm1

M

−Kpθ1

M

−Kpm2

M

−Kpθ2

M
−Kqm1

Tdo
′

−KAKvm1

TA

Kcm1

−Kqθ1

Tdo
′

−KAKvθ1

TA

Kcθ1

−Kqm2

Tdo
′

−Kqθ2

Tdo
′

−KAKvm2

TA

−KAKvθ2

TA

Kcm2
Kcθ2 ]

 
 
 
 
 
 
 

[

∆m1

∆θ1

∆m2

∆θ2

] 

 

Where,  
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System matrix, A = 

[
 
 
 
 
 
 

0  ωb 0 0      0
−K1

M

−D

M

−K2

M
0

−Kpv

M
−K3

Tdo
′

−KAK5

TA

K7

0

Tdo
′

0

TA

0

−K4

Tdo
′

−KAK6

TA

K8

1

Tdo
′

−1

TA

0

−Kqv

Tdo
′

−KAKvv

TA

−K9 ]
 
 
 
 
 
 

 

 

Input matrix, B = 

[
 
 
 
 
 
 

0 0 0         0
−Kpm1

M

−Kpθ1

M

−Kpm2

M

−Kpθ2

M
−Kqm1

Tdo
′

−KAKvm1

TA

Kcm1

−Kqθ1

Tdo
′

−KAKvθ1

TA

Kcθ1

−Kqm2

Tdo
′

−Kqθ2

Tdo
′

−KAKvm2

TA

−KAKvθ2

TA

Kcm2
Kcθ2 ]

 
 
 
 
 
 

 

 

Generally, A and B are used to explain the characteristics of a system. According to stability 

theory, it is well known that if anyone of the eigenvalues of A lies in the right of half s-plane, the 

system is said to be unstable and if anyone of the eigenvalues of A lies in the left of half s-plane, 

the system is said to be stable. A and B are the constant matrices with suitable dimensions which 

are dependent on the operating point of the system. As long as all eigenvalues have negative real 

parts, the power system is stable when it is subjected to a small disturbance. If one of these 

modes has a positive real part the system is unstable.  
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Chapter 3 

Methodology 

This chapter describes the basic method to investigate LFO generated due to various causes in 

electrical power system. In the organization of this chapter, section 3.1 discusses the open loop 

eigenvalue analysis method. Then, finding eigenvalues and eigenvectors are described in 3.1.1. 

The formation of participation factor matrix is explained in section 3.1.2. In section 3.1.3, 

represent the identification of unstable mode from the open-loop analysis. Section 3.2 depicts the 

identification of best control signal. The design of damping controller is discussed in section 3.3. 

Section 3.4 depicts the close-loop system construction. The optimization algorithms are 

described in section 3.5. Subsection 3.5.1 & 3.5.2 illustrate PSO & DE algorithms respectively.  

Section 3.6 explains the objective functions. The controller parameters optimization is discussed 

in section 3.7. Section 3.8 explains time domain analysis. The non-parametric statistical test is 

illustrated in section 3.9. This chapter is ended by the discussion of parameters of IPFC equipped 

SMIB system in section 3.10. 

 

3.1 Open loop eigenvalue analysis  

The eigenvalue analysis can be used to investigate the small signal stability of the system at 

running condition. The type of the oscillation can be recognized by the nature of eigenvalue. 

Also, the participation factor is formed by eigenvectors which are obtained from eigenvalues of 

the system matrix. The participation factors indicate the involvement of producing LFO. Again, 

the damping ratio and oscillation frequency are to be computed from the eigenvalues that can 

help for finding the effectiveness of damping controller. The information regarding the dominant 

state of the system matrix is calculated by participation matrix gives clear conception of the 

oscillatory mode. The fundamental steps to investigate the LFO are as follows. 

 Step-1: To find equilibrium point 

 Step-2: To perform linearization of the differential equation of the system model around 

the operating point 

 Step-3: Transformation of differential algebraic equation (DAE) to ordinary differential 

equation (ODE) to form system matrix in reduced form 
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 Step-4: To find eigenvalues, eigenvectors and participation matrix 

 

3.1.1 Finding eigenvalues and eigenvectors 

With the help of system state matrix, it is easy to investigate the characteristics of steady state 

stability around the operating point. The number of states and eigenvalues depend on the 

dimension of the system matrix. 

 A − λI ϕ = 0                                                         (3.1) 

Where λ represents eigenvalues and ϕ represents right eigenvector. For non-trivial solution 

determinant of  A − λI  equals to zeros and the eigenvalues can be calculated. Similarly, another 

equation can be written to find out the left eigenvector 𝜓 as given below. 

 A − λI 𝜓 = 0                                                        (3.2) 

The right eigenvector contains information how each of the system state is affected by the 

oscillatory mode. It also determines the observability of the system. The controllability of a 

system is determined by left eigenvector. Eigenvector is used to find participation factors. The 

eigenvalues of the system matrix must lie in the left half plane to make the system stable. This 

indicates that the real part of complex conjugate must be placed in the left half plane. For 

unstable system the real part of complex conjugate always lies in the right half plane [34]. 

Assume an eigenvalue in complex format, λ = 𝜎 ± 𝑗𝜔 , the initial oscillation frequency 

(f) and damping ratio (𝜉) can be calculated using the following expressions [47]. 

𝜉 = 
−𝜎

 𝜎2+𝜔2
                                                           (3.3) 

f = 
𝜔

2𝜋
                                                              (3.4)     

 

3.1.2 Formation of participation factor matrix 

The participation factor matrix is formed by the left and right eigenvectors as following [35].      

P = [ 𝑃1, 𝑃2 , ………𝑃𝑛  ]                                               (3.5) 
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With  𝑃𝑖 =   

𝑃1

𝑃2… .
𝑃𝑛

  =  

𝜙1𝑖𝜓𝑖1

𝜙2𝑖𝜓𝑖2………
𝜙𝑛𝑖𝜓𝑖𝑛

  

Participation factor matrix, 𝑃𝑘𝑖 =  𝜙𝑘𝑖𝜓𝑖𝑘                                               (3.6) 

Where,  𝜙𝑘𝑖 = right eigenvector of i
th

 mode and 𝜓𝑖𝑘 = left eigenvector of i
th

 mode 

 

3.1.3 Identification of unstable mode from open loop analysis 

The eigenvalues provide stability information of the system. The electromechanical (EM) 

oscillation mode associated with machine inertia is found in eigenvalue analysis. The EM 

oscillation is related to the rotor speed equation of generators. The EM mode is identified by 

investigating the conjugate complex eigenvalue having higher participation factors than those of 

other state variables [30].  

 

3.2 Identification of best control signal 

The best control signal affects significantly on enhancing the damping of unstable EM oscillation 

(Δδ, Δω) mode for the system. Hence, it is essential to identify the best control signal out of four 

(𝑚1, 𝜃1 , 𝑚2, 𝜃2) of IPFC to integrate it with SMIB system [37]. The controllability and 

observability index analysis are commonly used for choosing most effective control signal. The 

characteristic of controllability handles the control input for adjusting the system state to a 

desired one. The property of observability helps to determine the initial state whether it is 

observable from the output or not. It is impossible to find out the particular state behavior from 

the system output, unless it is observable; hence not suited to stabilize that state. The 

controllability and observability index are obtained from eigenvector corresponding to 

oscillatory mode. The controllability index is calculated using the following equations [38, 39]. 

𝑟𝑘𝑖  = 𝑏𝑘𝑖  𝑂𝑖                                                              (3.7) 

𝑏𝑘𝑖  = 𝑊𝑖
𝑇𝐵𝑘                                                            (3.8) 

Here, i corresponds to the i
th

 state of eigenvalue, which are 3 and 4 in this work, since they are 

associated with EM mode as illustrated in Table 4.1. Also, k = 1 . . .  4, column number of input 

matrix B; 𝑂𝑖  is the observability index for corresponding EM modes. 𝑊𝑖
𝑇  is the left eigenvector 
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for EM modes of system matrix; A, B is the input matrix mentioned in linearization section. The 

result obtained from controllability index is presented in Fig. 3.1.  

 

Figure 3.1: Controllability index among four control signals of IPFC 

This figure describes that 𝑚2 control signal has significant impact on the improvement of our 

negatively damped EM mode than other control signals of IPFC, since 𝑚2 shows higher 

magnitude (0.3623) in controllability index. Hence,  𝑚2 is considered as best control signal for 

controller design. 

Table 3.1: Eigenvalues and participation factor analysis in open loop condition 

Eigenvalue, 

λ = 𝜎 ± 𝑗𝜔 

Associated 

state 

Participation 

factor (%) 

Damping ratio,  

 𝜉 = 
−𝜎

 𝜎2+𝜔2
 

Oscillation 

frequency,  f = 
𝜔

2𝜋
                                                               

-91.6101 + j0.0000 ∆𝐸𝑓𝑑  99.41% 1.0000 0.0000 

-10.1923 + j0.0000 ∆𝐸𝑞
′  98.50% 1.0000 0.0000 

0.3947 ±  j6.5774  ∆𝛿, ∆𝜔 48.89% -0.0599 1.0468 

0.0203 + j 0.0000 ∆𝑉𝑑𝑐  99.91% - 1.0000 0.0000 

 

Furthermore, for describing the stability nature, open-loop condition has been examined that is 

presented in Table 3.1. It is observed that the unstable state is associated with the EM mode and 

0.1838

0.2915

0.3623

0.1624

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

M
ag

n
it

u
d
e

Control Signal of IPFC

m1             θ1 m2              θ2



21 
 

the corresponding damping ratio is -0.0599 with an oscillation frequency of 1.0468 Hz. 

 

3.3 Design of damping controller 

In case of small signal stability, when the system is subjected to a sudden fault then fluctuation 

occurs around the operating point that results in power oscillation. Unless adequate damping is 

provided to damp this power oscillation it leads to system failure. 

 

Figure 3.2: Close loop configuration of IPFC integrated SMIB system 

For solving the power oscillation problem different supplementary controllers equipped with 

FACTS devices are used. In this work, the Lead-Lag controller applied to IPFC which is denoted 

as power oscillation damping (POD). To mitigate LFO, it must be increased system damping by 

diminishing EM oscillations. Hence POD control action is adopted in with IPFC. It is customary 

to place IPFC in the transmission line to regulate active or reactive power flow along the line and 

generally speed deviation (∆𝜔) is preferred as input to the Lead-Lag controller of IPFC [27]. 
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3.4 Close loop system construction 

In order to construct close loop system, lead-lag controller is attached for obtaining the best 

control signal, 𝑚2 in order to improve damping. The close loop system of this work is shown in 

Fig. 3.2. It is to be noted that, a voltage regulator is incorporated for maintaining dc link 

dynamics within tolerable limit, where it receives an error signal resulting from the comparison 

between actual dc link voltage (∆𝑉𝑑𝑐 ) and corresponding reference voltage (∆𝑉𝑑𝑟𝑒𝑓 ) to generate 

output signal, ∆𝑢3. The lead-lag controller block receives speed deviation (∆𝜔), processes it and 

deliver output signal, ∆𝑢2. It is to be noted that the number of associated states with the 

controller is two (∆𝑢1, ∆𝑢2). Then, the combination of these two output signals, ∆𝑢2 and ∆𝑢3 

with reference signal (𝑚2,0 ) is delivered to a low-pass filter to generate the most effective 

control signal, 𝑚2. 

 

3.5 Optimization algorithms 

Here, the optimization procedures used in this work have been discussed. The aim of 

optimization is to solve the problem of finding the parameters that maximize or minimize a given 

real valued function. It is to be noted that the detailed discussion of these algorithms are not 

scope of this work, but the interested one may study in detail to the research [36, 40]. In this 

thesis, the applied optimization algorithms provide a scope to select optimal parameters that 

confirm the design of optimal damping controller. 

  

3.5.1 Particle swarm optimization (PSO) 

PSO is a novel population based meta-heuristic algorithm invented by Kennedy and Eberhart in 

1995 [40]. PSO uses the social manners for instance, fish schooling and birds flocking to provide 

alternative solution to optimization problem characterized by non-linear in nature. The procedure 

PSO follows is about sharing individual knowledge of fishes or birds originated from group 

communication during the period of migration or food searching. However, it is very common 

that the finest path of food searching will not be known to all and once it is identified by one 

member, rest of the group follow that path. 
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In PSO, every individual person from the population is known as a particle and the entire 

population is named as swarm. The algorithm begins with an arbitrarily introduced population 

and moves in arbitrarily selected route. Each particle remembers the previous best records of its 

own and neighbors during the period of crossing in the searching space. Particles of a swarm 

educate better positions to one another as well as progressively alter their very own position and 

speed originated from the best position of whole particles. At whatever points every one of the 

particles have finished their development to another position, the subsequent stage starts. All 

particles in this manner will in general fly towards better positions over the searching procedure 

until the swarm go to an ideal estimation of the objective function. Consider a search space of N-

dimensional shape at the starting (N denotes the number of particle that needs to be optimized) 

and 𝑥𝑖
0s are produced within the boundary limit 𝑥𝑚𝑖𝑛 < 𝑥𝑖

0 < 𝑥𝑚𝑎𝑥  where 𝑥𝑚𝑖𝑛  and 𝑥𝑚𝑎𝑥  are 

denoted as lower and upper boundary limit of the search region. Current fitness value is 

calculated from the initial fitness of 𝑥𝑖
0. It is to be mentioned that minimum current fitness values 

are recoded as personal best 𝑗𝑖𝑛𝑑 ,𝑖
0  whereas the lowest value of personal best is termed as global 

best 𝑗𝑏𝑒𝑠𝑡
0 . The position of particle corresponding to pbest and gbest is recoded as 𝑝𝑏𝑒𝑠𝑡

0  and 𝑔𝑏𝑒𝑠𝑡
0  

respectively. In the event that 𝑥𝑖
𝑡  indicates the position vector of particle i in the N-dimensional 

search space at time step t, at that point the situation of every particle is modified time to time in 

the search space according to the following equations [40]. 

𝑣𝑖
𝑡+1 =  𝑣𝑖

𝑡 + 𝑐1 𝑝𝑏𝑒𝑠𝑡𝑖
𝑡 − 𝑥𝑖

𝑡 + 𝑐2 𝑔𝑏𝑒𝑠𝑡𝑖
𝑡 − 𝑥𝑖

𝑡                                 (3.9) 

𝑥𝑖
𝑡+1 =  𝑥𝑖

𝑡 + 𝑣𝑖
𝑡+1                                                       (3.10) 

Where, 𝑥𝑚𝑖𝑛 < 𝑥𝑖
0 < 𝑥𝑚𝑎𝑥  and 𝑣𝑖

𝑡  is the velocity vector of particle i that drives the advancement 

procedure and reflects both individual and social experience information from every one of the 

particles; xmin and xmax are the separate nearest and farthest points of boundary of the search 

space. Different steps of PSO algorithm are described below. 

 Step 1: Define the problem space and set the boundaries. 

 Step 2: Initialize an array of particles with random positions and velocities inside the 

problem space. 

 Step 3: Check if the current position is inside the problem space or not. If not, adjust the 

positions so as to be inside the problem space. 
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 Step 4: Evaluate the fitness of each particle. 

 Step 5: Compare the current fitness value with the particle's previous best value pbest. If 

the current fitness value is better, assign the current value to pbest update the current 

coordinates. 

 Step 6: Determine the current global minimum among the molecule's best position (gbest). 

 Step 7: If the current global minimum is superior to gbest, employ the present value to gbest 

and update the current global best positions. 

 Step 8: Update the velocity according to the equation (3.9). 

 Step 9: Move every particle to the new position according to the equation (3.10) and go 

back to Step 3. 

 Step 10: Repeat Step 3 to Step 9 until the stopping criteria is fulfilled. 

 

3.5.2 Differential evolution (DE) algorithm 

DE is one of the progressive algorithms which have striking properties of resolving optimization 

complications. The elementary DE algorithm was first suggested by Storn and Price in 1997 

[25]. The main steps of DE algorithm are initialization of a group, mutation, recombination and 

selection. Various steps related to DE algorithm are discussed below: 

 Step 1: This step is called initialization; an arbitrary set of probable solution for each 

component is generated within the search space. If an objective function having D real 

parameters is to be adjusted for a primary population size NP, the parameters vector 

includes the following form.  

𝑋𝑖,𝐺  = [𝑥1,𝑖 ,𝐺 , 𝑥2,𝑖 ,𝐺 , ……………𝑥𝐷,𝑖 ,𝐺]                                      (3.11) 

Where, i = 1, 2, ... … … NP and G is the generation number.  

The maximum and minimum limit for each parameter, 𝑥𝑗
𝐿 ≤ 𝑥𝑗 ,𝑖 ,1 ≤  𝑥𝑗

𝑈 . 

 The arbitrary parameters in each generation should lie within the interval, [𝑥𝑗
𝐿 , 𝑥𝑗

𝑈]. 

 

 Step 2: Three target vectors 𝑥𝑟1,𝐺 ,  𝑥𝑟2,𝐺  and 𝑥𝑟3,𝐺  are arbitrarily nominated from a 

specified parameter vector 𝑋𝑖 ,𝐺 for the mutation phase keeping in notice that the keys 

𝑟1, 𝑟2, 𝑟3 and i are different. These three vectors with mutation factor 𝑀𝐹  are used to 

produce the donor vector as below [59]. 
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𝑉𝑖 ,𝐺+1= 𝑥𝑟1,𝐺 + 𝑀𝐹( 𝑥𝑟2,𝐺 − 𝑥𝑟3,𝐺)                                     (3.12) 

 Step 3: In this recombination step, trial vector denoted by 𝑉𝑗 ,𝑖 ,𝐺+1 is generated and the 

trial vector gets updated by donor vector which have probability of 𝐶𝑅 . 

𝑉𝑗 ,𝑖 ,𝐺+1=  
𝑉𝑗 ,𝑖 ,𝐺+1,     𝑖𝑓 𝑟𝑎𝑛𝑑𝑗 ,𝑖 ≤  𝐶𝑅  𝑜𝑟 𝑗 = 𝐼𝑟𝑎𝑛𝑑
𝑉𝑗 ,𝑖 ,𝐺 ,          𝑖𝑓 𝑟𝑎𝑛𝑑𝑗 ,𝑖 ≤  𝐶𝑅  𝑜𝑟 𝑗 ≠ 𝐼𝑟𝑎𝑛𝑑

                                  (3.13) 

Where, 

𝑟𝑎𝑛𝑑𝑗 ,𝑖 is a arbitrary number having the range within [0, 1]  

𝐼𝑟𝑎𝑛𝑑  is a random integer which is taken from [1, 2, …….., D]. 

 

 Step 4: In the selection step, an evaluation is made between target vector and trial vector 

and ones with the best value is chosen and others sent to the generation for repeating. 

𝑥𝑖 ,𝐺+1 =  𝑉𝑖 ,𝐺+1    if  j (𝑉𝑖,𝐺+1) ≤ 𝑗(𝑥𝑖 ,𝐺)                         (3.14) 

                   = 𝑥𝑖 ,𝐺          otherwise 

The mutation, recombination and selection steps proceed until a pre-indicated stopping is 

achieved. 

 

3.6 Objective functions 

To select the most effective controller parameters that enhance most the power system transient 

performance, eigenvalue based objective functions are considered. The objective function is 

subjected to inequality constraints which are the limits of each controller gain K and time 

constants T1 & T2. In this work, the following two eigenvalue based objective functions have 

been proposed for the controller design problem [26].  

J1 =  (σi
n
i=1 − σ0)2                                                      (3.15) 

J2 =  (ξ0
n
i=1 − ξi)

2                                                       (3.16) 

     J  = - (J1+ WF*J2)                                                         (3.17) 

Where, 

σi is the real part of ith eigenvalues,  

σ0 is the estimation of the real part of eigenvalues,  

ξi  is the real part of ith damping proportions, 

ξ0 is the estimations of damping proportions, 
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WF is the weighting factor which is taken 0.1.  

The optimization of J1 will guarantee that the real part of the eigenvalues is lying close to the 

desired position and the optimization of J2 will ensure that the adequate damping has been 

introduced to the system. In this way, minimization of J will guarantee that both J1 and J2 

destinations are satisfied simultaneously while an optimization of controller gains is acquired. 

Therefore, in order to depict the optimization problem constraints of the parameter can be 

represented as follows. 

Kmin ≤ K ≤ Kmax 

T1min ≤ T1 ≤ T1max 

T2min ≤ T2 ≤ T2max 

 

3.7 Controller Parameter Optimization 

The main goal of employing optimization algorithm is to select the optimal parameters of 

controller among the different options to operate system in optimal conditions. In proposed 

damping controller design, two different optimizers such as PSO and DE are considered to tune 

the controller parameters (K, T1, T2) for enhancement of damping ratio; since improper tuning 

may lead to sub-optimal outcomes. However, since the optimization method for these algorithms 

are different, they have some similar as well as dissimilar parameters that need to be defined. In 

order to obtain best result, it is taken that the maximum population size is 100, the maximum 

number of iteration is 100, and the number of runs is 30 which similar parameters are for both 

PSO and DE; whereas, dissimilar parameters for PSO are cognitive accelerating coefficient is 2, 

social accelerating coefficient is 1.5 and for DE are mutation factor is 0.8 & crossover 

probability is 0.2 are considered for this work. After defining the parameters for these 

optimization algorithms, to keep the search space within practically feasible limits, the controller 

parameters are bounded by defining upper and lower limits as in Table 3.2. Further, in order to 

perform optimization using these algorithms, an eigenvalue based objective function is to be 

considered [26], whose minimization will ensure the desired optimal control parameters. It is to 

be noted that, eigenvalue based objective function exhibits better performance than time domain 

based objective function in terms of computational time [28]. 
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Table 3.2: Boundary and optimized value of controller parameters for different load 

Controller 

Parameter 

Boundary 

Value 

Optimized Value 

PSO DE 

Lower 

Limit 

Upper 

Limit 

Nominal 

Load 

Light  

Load 

Heavy 

Load 

Nominal 

Load 

Light  

Load 

Heavy 

Load 

𝑘𝑝  -50 50 -18.6896 -33.9278 -13.0922   -18.2420    -38.4458     -12.4281     

𝑘𝑖  -50 50 -3.7687    -19.2741     -5.9292     -1.6058    -16.4578     -4.2617  

𝑇1 0.01 10 4.7368     5.0190     6.9370   7.0836     10.0000 5.6879   

𝑇2 0.01 10 3.2437     1.9291    4.1982 4.6119     5.0562 3.0593   

𝑘𝑑𝑐  0.01 50 28.0755    31.8611    25.8302 26.9459    36.7072 22.9660 

𝑇𝑤  0.01 10 4.2269 6.4444 8.0085 4.4686 2.7354 5.4816   

 

Moreover, to find the most excellent optimization algorithm among these two, their 

performances are compared in terms of elapsed time and best fitness value obtained from 

multiple runs (30). Finally, two different statistical analyses have been performed to find out 

significant differences among these algorithms, which will be discussed in next section. 

 

3.8 Time domain analysis 

Time domain simulation lacks some features such as relevant information regarding various 

weak modes, the overriding states variable associated with weak modes and response of those 

modes to parameter variation and other details. Hence, for small signal stability analysis it is 

suggested to perform both eigenvalue and time domain analyses, where it is utilized as reciprocal 

answers for helping one another and confirm the outcomes. In time domain analysis, mode is 

perturbed and the behavior of state variable is calculated by solving differential equations using 

some numerical integration techniques with the known initial values [20, 21, 22]. In this case, the 

initial values are the initial operating point. Both eigenvalue and time domain analyses have been 

used in this research. The dynamic characteristics such as peak overshoot, peak undershoot and 

settling time of the state can be realized easily from time domain analysis. When a system is 

subjected to small disturbance it experiences transient condition means oscillation which may be 

sustained or decayed. The certain behavior of the system relies on the parameters of the system. 
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From the time domain simulation it is observed that, dynamic responses are started at the instant 

of disturbance and oscillation sustains for a specific period until adequate damping is provided. 

 

3.9 Non-parametric statistical test 

In this work, the non-parametric statistical tests such as Kolmogorov-Smirnov test is utilized in 

order to identify the presence of significant non-uniformity among above mentioned optimizers. 

For this purpose, each of the optimizers have been run several times (30) to obtain corresponding 

fitness values and to supply these fitness values as input to IBM SPSS (version 23) software. In 

case of Kolmogorov-Smirnov test, to identify the nature of data-set distribution, considered two 

hypotheses such as null hypothesis, 𝐻0 accepts the data set agreed with normal distribution 

whereas, alternate hypothesis, 𝐻1 rejects the decision of 𝐻0 with 5% significance level [23]. For 

Paired sample t-test, to justify statistically significant correlations among data-set, considered 

two hypotheses based on Asymp. Sig. 2-tailed value (p-value), such as null hypothesis, 𝐻0 

accepts if the data sets are correlated and alternate hypothesis, 𝐻1 admits if the data sets are 

different with a significant level of 0.05. 

 

3.10 Parameters of IPFC equipped SMIB system 

To perform the analysis of the system performance, the following parameter’s values are utilized 

for this research work [27]. 

Table 3.3: Parameters of IPFC equipped SMIB system 

Item Parameter’s Values 

Generator xd = 1.80 pu, xq = 0.7 pu, x′
d = 0.55 pu, D = 0 pu, 

M = 8 MJ/MVA, ω = 100π, Td0
′ = 2.19 pu 

Transformer xt = 0.1 pu 

Transmission line xl1 = 0.9 pu, xl2 = 0.9 pu 

Converter transformers xt1 = 0.1 pu, xt2 = 0.1 pu 

Exciter TA = 0.01sec, KA = 50 

DC link Vdc = 2 pu, Cdc = 1 pu 

Nominal Voltage Vs = 1 pu 
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Chapter 4 

Analysis of IPFC 

 

In this chapter, the controllability test analysis in open loop condition is described in section 4.1. 

Section 4.2 illustrates eigenvalue analysis in close-loop condition. The time domain simulation 

results such as without controller at open loop condition, with controller and with two optimizers 

(PSO, DE) at closed loop condition on nominal, light & heavy load conditions with various 

disturbances are shown in section 4.3. Section 4.4 the critical analysis of the simulation results 

are discussed. Section 4.5 explains the quantitative analysis between these optimizers. In the end 

of this chapter, the non-parametric statistical analysis result is explained in section 4.6. 

 

4.1 Controllability test analysis in open loop  

The controllability test analysis is performed by using the state matrices A and B in open loop 

condition without controller. The controllability matrix (5x20) is obtained from the matrices A 

(5x5) and B (5x4). A system is controllable if uncontrollability is equal to zero, otherwise the 

system is not controllable. The uncontrollability defined as the difference between the length 

(longest dimension) of state matrix, A and the rank of controllability matrix of a system, 

mathematically it can be expressed as the following. 

Uncontrollability = n – r 

    = 5 – 5= 0 

Here,  n = longest dimension of state matrix, A (5x5) = 5 

r = rank of controllability matrix (5x20) of the system= 5 

Therefore, it is observed that uncontrollability of the system is equal to zero, the system is 

controllable. 

 

4.2 Eigenvalue analysis in close-loop 

Here, eigenvalue analysis is performed for lead-lag controller based close-loop system, where 

PSO and DE optimizers have been employed to tune these controllers. In open-loop system, it is 

observed that the positive real values of 0.3947 and0.0203associated with (𝛿,𝜔) and Vdc  are 
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existed that indicate the system unstable. But after adopting lead-lag controller integrated two 

optimizers in close-loop system, the positive real values are shifted into negative real values of 

-5.2585 & -0.2532 for PSO and -5.3620 & -0.2194 for DE associated with same states 

respectively whose are shown in Table 4.1.The negative real values indicate the system stable. 

Table 4.1: Eigenvalues with Lead-Lag integrated controller 

Associated 

State 

Close loop eigenvalues Open loop 

eigenvalues PSO DE 

Efd  -99.4240 -99.4240 -91.6101 

Eq
′  -0.6526 -0.6715 -10.1923 

δ, ω -5.2585± 0.0290i -5.3620 ± 0.0005i 0.3947 ±j6.5774 

Vdc  -0.2532 -0.2194 + 0.0085i 0.0203 

m2,∆u3 -7.3574± 7.7286i -7.3160 ± 7.7368i - - - - - 

∆u2 -0.2978 -0.0965 - - - - - 

∆u1 -0.2320 -0.2194 - 0.0085i - - - - - 

 

Therefore, it has been observed clearly that after applying controller equipped optimizers the 

unstable system has become stable. 

 

4.3 Time domain simulation 

To perform time domain simulation, a small perturbation is introduced to study system by 

applying a sudden mechanical input changes after 0.1 second of the starting of the simulation 

with a step change of 0.1 p.u. in order to analyze the performance of the tuned controllers by 

observing the nature of speed deviation in terms of overshoot, undershoot, and settling time. In 

this work, the time domain simulation is performed for nominal load (Pe = 1.0 p.u., Q = 0.268 

p.u.), light load (Pe = 0.3 p.u., Q = 0.08 p.u.), and heavy load (Pe = 1.1 p.u., Q = 0.4 p.u.) to 

validate the effectiveness of our tuned controllers, since consideration of such loading conditions 

are more practical and hence, are widely implemented in the literature [29]. Now, considering 

these loading conditions with various disturbances, the results of time domain simulation for 

tuned lead lag controller have been depicted in Fig. 4.1 to Fig. 4.15 respectively. 
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Figure 4.1: Time-domain simulation of rotor speed deviation without controller for nominal load 

with disturbance 0.1 pu 

 

Figure 4.2: Time-domain simulation of rotor speed deviation with controller for nominal load 

with disturbance 0.1 pu 
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Without controller,Load p=1.0 pu,Disturbance=0.1 pu
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With controller, Load p=1.0 pu, Disturbance=0.1 pu
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Figure 4.3: Time-domain simulation of rotor speed deviation with PSO & DE optimizers for 

nominal load with disturbance 0.1 pu 

 

Figure 4.4: Zoom view of overshoot for Fig.4.3 
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Figure 4.5: Time-domain simulation of rotor speed deviation without controller for nominal load 

with disturbance 0.3 pu 

 

Figure 4.6: Time-domain simulation of rotor speed deviation with controller for nominal load 

with disturbance 0.3 pu 
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With controller, Load p=1.0 pu, Disturbance=0.3 pu
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Figure 4.7: Time-domain simulation of rotor speed deviation with PSO & DE optimizers for 

nominal load with disturbance 0.3 pu 

 

Figure 4.8: Zoom view of overshoot for Fig.4.7 
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Figure 4.9: Time-domain simulation of rotor speed deviation without controller for nominal load 

with disturbance 0.5 pu 

 

Figure 4.10: Time-domain simulation of rotor speed deviation with controller for nominal load 

with disturbance 0.5 pu 
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Figure 4.11: Time-domain simulation of rotor speed deviation with PSO & DE optimizers for 

nominal load with disturbance 0.5 pu 

 

Figure 4.12: Zoom view of overshoot for Fig.4.11 
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Figure 4.13: Time-domain simulation of rotor speed deviation without controller for nominal 

load with disturbance 0.7 pu 

 

Figure 4.14: Time-domain simulation of rotor speed deviation with controller for nominal load 

with disturbance 0.7 pu 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

Time (sec)

R
o
to

r 
S

p
e
e
d
 D

e
v
ia

ti
o
n

 

 

Without controller,Load p=1.0 pu,Disturbance=0.7 pu

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-0.01

-0.005

0

0.005

0.01

0.015

Time (sec)

R
o
to

r 
S

p
e
e
d
 D

e
v
ia

ti
o
n

 

 

With controller, Load p=1.0 pu, Disturbance=0.7 pu



38 
 

 

Figure 4.15: Time-domain simulation of rotor speed deviation with PSO & DE optimizers for 

nominal load with disturbance 0.7 pu 

 

Figure 4.16: Zoom view of overshoot for Fig.4.15 
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Figure 4.17: Time-domain simulation of rotor speed deviation for nominal load without 

controller for comparison of different disturbances 

 

Figure 4.18: Time-domain simulation of rotor speed deviation for nominal load with controller 

for comparison of different disturbances 
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Figure 4.19: Time-domain simulation of rotor speed deviation for nominal load with PSO 

optimizer for comparison of different disturbances 

 

(d) 

Figure 4.20: Time-domain simulation of rotor speed deviation for nominal load with DE 

optimizer for comparison of different disturbances 
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Figure 4.21: Time-domain simulation of rotor speed deviation without controller for light load 

with disturbance 0.1 pu 

 

Figure 4.22: Time-domain simulation of rotor speed deviation with controller for light load with 

disturbance 0.1 pu 
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Figure 4.23: Time-domain simulation of rotor speed deviation with PSO & DE optimizers for 

light load with disturbance 0.1 pu 

 

Figure 4.24: Zoom view of overshoot for Fig.4.23 
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Figure 4.25: Time-domain simulation of rotor speed deviation without controller for light load 

with disturbance 0.3 pu 

 

Figure 4.26: Time-domain simulation of rotor speed deviation with controller for light load with 

disturbance 0.3 pu 
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Figure 4.27: Time-domain simulation of rotor speed deviation with PSO & DE optimizers for 

light load with disturbance 0.3 pu 

 

Figure 4.28: Zoom view of overshoot for Fig.4.27 
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Figure 4.29: Time-domain simulation of rotor speed deviation without controller for light load 

with disturbance 0.5 pu 

 

Figure 4.30: Time-domain simulation of rotor speed deviation with controller for light load with 

disturbance 0.5 pu 
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Figure 4.31: Time-domain simulation of rotor speed deviation with PSO & DE optimizers for 

light load with disturbance 0.5 pu 

 

Figure 4.32: Zoom view of overshoot for Fig.4.31 
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Figure 4.33: Time-domain simulation of rotor speed deviation without controller for light load 

with disturbance 0.7 pu 

 

Figure 4.34: Time-domain simulation of rotor speed deviation with controller for light load with 

disturbance 0.7 pu 
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Figure 4.35: Time-domain simulation of rotor speed deviation with PSO & DE optimizers for 

light load with disturbance 0.7 pu 

 

Figure 4.36: Zoom view of overshoot for Fig.4.35 
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Figure 4.37: Time-domain simulation of rotor speed deviation for light load without controller 

for comparison of different disturbances 

 

Figure 4.38: Time-domain simulation of rotor speed deviation for light load with controller for 

comparison of different disturbances 
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Figure 4.39: Time-domain simulation of rotor speed deviation for light load with PSO optimizer 

for comparison of different disturbances 

 

(d) 

Figure 4.40: Time-domain simulation of rotor speed deviation for light load with DE optimizer 

for comparison of different disturbances 
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Figure 4.41: Time-domain simulation of rotor speed deviation without controller for heavy load 

with disturbance 0.1 pu 

 

Figure 4.42: Time-domain simulation of rotor speed deviation with controller for heavy load 

with disturbance 0.1 pu 
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Figure 4.43: Time-domain simulation of rotor speed deviation with PSO & DE optimizers for 

heavy load with disturbance 0.1 pu 

 

Figure 4.44: Zoom view of overshoot for Fig.4.43 
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Figure 4.45: Time-domain simulation of rotor speed deviation without controller for heavy load 

with disturbance 0.3 pu 

 

Figure 4.46: Time-domain simulation of rotor speed deviation with controller for heavy load 

with disturbance 0.3 pu 
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Figure 4.47: Time-domain simulation of rotor speed deviation with PSO & DE optimizers for 

heavy load with disturbance 0.3 pu 

 

Figure 4.48: Zoom view of overshoot for Fig.4.47 
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Figure 4.49: Time-domain simulation of rotor speed deviation without controller for heavy load 

with disturbance 0.5 pu 

 

Figure 4.50: Time-domain simulation of rotor speed deviation with controller for heavy load 

with disturbance 0.5 pu 
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With controller, Load p=1.10 pu, Disturbance=0.5 pu



56 
 

 

Figure 4.51: Time-domain simulation of rotor speed deviation with PSO & DE optimizers for 

heavy load with disturbance 0.5 pu 

 

Figure 4.52: Zoom view of overshoot for Fig.4.51 
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Figure 4.53: Time-domain simulation of rotor speed deviation without controller for heavy load 

with disturbance 0.7 pu 

 

Figure 4.54: Time-domain simulation of rotor speed deviation with controller for heavy load 

with disturbance 0.7 pu 
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Figure 4.55: Time-domain simulation of rotor speed deviation with PSO & DE optimizers for 

heavy load with disturbance 0.7 pu 

 

Figure 4.56: Zoom view of overshoot for Fig.4.55 
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Figure 4.57: Time-domain simulation of rotor speed deviation for heavy load without controller 

for comparison of different disturbances 

 

Figure 4.58: Time-domain simulation of rotor speed deviation for heavy load with controller for 

comparison of different disturbances 
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Figure 4.59: Time-domain simulation of rotor speed deviation for heavy load with PSO 

optimizer for comparison of different disturbances 

 

(d) 

Figure 4.60: Time-domain simulation of rotor speed deviation for heavy load with DE optimizer 

for comparison of different disturbances 
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4.4 Critical analysis of the simulation results 

It is investigate from Fig. 4.5, 4.10 & 4.15 that for different disturbances the introduced 

oscillations are also different such as for lowest disturbance (0.1 pu) the pick value of oscillation 

is also lowest and for highest disturbance (0.7 pu) the pick value of oscillation is also highest. 

Further, clearly shown that all the disturbances from 0.1 to 0.7 pu are controlled successfully by 

the optimally tuned controller. It is also observed from Table 4.2 that the overshoots of DE are 

identical to PSO for various load conditions except light load and the settling times of DE are 

smaller (better) than PSO for various load conditions except nominal load. Although under 

nominal load DE requires slightly higher settling time than PSO and under light load the 

overshoot of DE is higher (worst) than PSO, DE exhibits best performance in terms of overall 

results from all loading scenarios.  

Table 4.2: Settling time and overshoot 

Loading condition Optimizer Settling time (sec) Overshoot (p.u.) 

Nominal load 
PSO 0.8464 0.0015 

DE 0.8659 0.0015 

Light load 
PSO 1.9390 0.0012 

DE 1.8283 0.0013 

Heavy load 
PSO 1.3634 0.0015 

DE 1.3225 0.0015 

 

4.5 Quantitative analysis 

In this section, the quantitative analysis is performed between PSO and DE optimizers in order to 

compare the performance of them.  

Table 4.3: Fitness values and elapsed time 

Parameters 
Best result Average result Worst result 

PSO DE PSO DE PSO DE 

Elapsed time 
12.3099 

sec 

11.4467 

sec 

13.1922 

sec 

12.3845 

sec 

14.9658 

sec 

13.9008 

sec 

Best fitness 

value 
-91401.544 -91418.210 -91419.016 -91420.605 -91422.187 -91422.196 
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The outcomes of the quantitative analysis these optimizers in terms of computational (elapsed) 

time and best fitness value are illustrated in Table 4.2. It is observed that the elapsed time 

required for DE is smaller than PSO and the best fitness value required for DE is also higher than 

PSO in all cases such as best, average and worst conditions. Hence, it is revealed that DE is 

better in terms of both elapsed time and fitness value, which supports the result obtained in time-

domain simulation. 

 

4.6 Non-Parametric statistical analysis 

To strengthen the result obtained from the eigenvalue and time domain analyses, single sample 

Kolmogorov-Smirnov test is performed for 30 independent test runs and the data sets are shown 

in Table 4.4.  

Table 4.4: Single sample Kolmogorov-Smirnov test result 

Normal Parameters PSO DE 

Number of Runs 30 30 

Mean -91419.0168 -91420.6055 

Standard Deviation 5.08527 1.01004 

Most 

Extreme 

Differences 

Absolute 0.266 0.154 

Positive 0.243 0.154 

Negative -0.266 -0.081 

Kolmogorov-Smirnov -Z 0.170 0.188 

Asymp. Sig. (2-tailed) 0.000 0.068 

 

It is observed that the mean value of DE is larger (better) than PSO. Again, according to the 

standard deviation and the most extreme differences of DE are smaller (better) than PSO. Then, 

in terms of the p value (Asymp. Sig.2-tailed) for PSO and DE accepts H1, implies that they do 

not follow normal distribution. 
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Chapter 5 

Conclusion and Future Scopes 

 

5.1 Conclusion 

In this thesis, the effectiveness of PSO and DE optimizers has been investigated. The optimizers 

have been used to tune the controller parameters in SMIB system. The eigenvalue analysis in 

open loop condition has been performed to find out the unstable mode (EM mode). The 

controllability test has been done for selecting the most appropriate control signal of the lead-lag 

controller. Further, the PSO and DE has been employed to optimize the controller parameters 

that improve the negatively damped (-0.0599) EM mode by shifting all the eigenvalues to the left 

half of S-plane. The settling time and overshoot have been investigated by the time domain 

simulation in order to find out the best results for the system in nominal, light & heavy load 

conditions with various fault disturbances. Comparative study reveals that to mitigate LFO 

depicted in time domain characteristics, DE optimizer is better than PSO in terms of overshoot 

and settling time. The eigenvalue analysis in closed loop condition shows that DE tuned 

controller produces highest damping effect (0.999999995) and less settling time average (1.3389 

sec.) than PSO tuned controller. Furthermore, to find out the overall performance of the 

optimizers, quantitative analysis has been carried out which reveal that in terms of fitness value 

of DE is larger (better) and the elapsed time of DE is smaller (better) than PSO.  

 

5.2 Future scopes 

To achieve high efficiency and high reliability of power system, many control 

strategies based on advanced control theories have been introduced. Model Predictive 

Control (MPC) is the only practical control method that takes account of system 

constraints explicitly and the only advanced control method to have been adopted 

widely in industry. To the extension of this research work, MPC can be used as  

controller that usually uses an online optimization in real time to determine control 

signals. The solution to optimization problem can be formulated with the help of the 

system model. At each control interval, an optimization algorithm can be justified to determine 
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the system dynamics by computing a sequence of control input values satisfying the control 

specifications. LFO mitigation for Multi-Machine system can be implemented for the same 

loading scenario. Advanced Fuzzy Logic based approach for the optimal design of gain 

parameters for the IPFC based damping controller can be implemented. The problem of selecting 

optimized parameter for damping controller can be formulated by optimization problem with 

some adaptive controller. In future the performance of the proposed IPFC based damping 

controller can be compared to phase compensation method. 
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