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ABSTRACT 
 

Low frequency oscillation is one of the major concerns for reliable operation of 

power system, which occurs due to the failure of the rotor to supply sufficient damping torque to 

compensate the imbalance between mechanical input and electrical output of a conventional 

power system. In this research work, a third generation FACTS device named Generalized 

Unified Power Flow Controller (GUPFC) based damping controller has been adopted in order to 

investigate its effect for mitigating low frequency oscillation. To perform a comprehensive study 

as well as to find the effectiveness of the designed damping controller, two conventional 

controllers such as PI and Lead-Lag controller have been integrated for an Single Machine 

Infinite Bus (SMIB) power system and test their performances on a separate manner. Later, since 

improper modulation of gain and time constant parameters of these two above mentioned 

controllers may lead to sub-optimal result, three different optimization algorithms such as Gray 

Wolf Optimization (GWO), Differential Evolution (DE) optimization, and Particle Swarm 

Optimization (PSO) have been adopted to tune these gains and time constants. Then, to study the 

efficacy of these optimizers, time domain simulations as well as quantitative analysis have been 

performed to find out the most suitable optimizer for each of the above controllers. Moreover, 

two nonparametric statistical tests named as one sample Kolmogorov-Smirnov (KS) test and 

paired sample t-test have been carried out to identify statistical distribution as well as uniqueness 

of optimization algorithms. The results analysis reveals that the GWO tuned Lead-Lag based 

damping controller for GUPFC shows superior performance in damping low frequency 

oscillations for the study system. 
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Chapter 1 

Introduction 

In this chapter, an overview of the thesis has been presented that demonstrates the 

motivation behind this work. To the concurrent and previous technology adopted to 

mitigate Low Frequency Oscillation (LFO) which is the central part of this research 

work, has been noticeably focused in this chapter. The background of the research work 

has been illustrated in section 1.1. Then in section 1.2, the problem statement has been 

discussed. After that, in order to focus the present status of the research work relating to 

LFO, the research challenges have been depicted in section 1.3. Literature review is 

given in article 1.4. Main objective of the research work has been depicted in section 1.5. 

Finally, the chapter is ended with the description of thesis overview in section 1.6. 

 

1.1 Background 

Low frequency oscillation (LFO) is a prime concern for proper operation and stability of 

a power system, since this oscillation may result in large system excursion, leading to 

instability and threaten system security [1, 2]. This LFO is generated due to imbalance 

between mechanical input and generator active power output [3]. Based on the frequency 

range, LFO is classified into two categories. Inter-area mode, bounded within 0.1 to 0.8 

Hz, arises due to interaction among the generators of different areas of a large power 

system, whereas, local mode, residing within 0.7 to 2.0 Hz, occurs as a result of 

interaction of a single generator with the rest of the power system [4]. To mitigate these 

inter-area and local modes of oscillations, rotor should provide sufficient damping torque 

to the system. However, failure of rotor to deliver the required damping torque makes the 

system unstable. Hence, integration of a controller providing additional damping torque 

into the system is a must for maintaining the system stability. Several research works 

based on different control approaches have been found to mitigate this LFO within a 

specified range (2-6 sec) [5, 6, 7]. Modern world with the increase in demand of energy, 

the difficulties of maintaining the complicated network is also increased. LFO is 

explicitly the active power oscillation in the power system which is a common 

phenomenon especially in a large network.  
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For years LFO has been a great concern for the researchers due to its destructive effects. 

LFO is also referred to as electromechanical oscillation because it associates with the 

change of angular position of rotors of the generators. The dynamic behavior of rotor due 

to small perturbation of load or source leads to breakdown of equilibrium between 

electromagnetic torque caused by the load and mechanical torque produced by the prime 

mover. The components of electromagnetic torque followed by small perturbation or 

disturbance is classified as synchronizing torque, which is responsible for producing 

aperiodic oscillation whereas another part damping torque is responsible for producing 

periodic oscillation. Once the LFO begins in the large power system, it may sustain for 

several cycles and then vanishes or grows constantly that may lead to collapse the power 

system. There are several sources that significantly influence on the nature of power 

system stability. The weak tie lines and the complicated large network structure are one 

of the sources for LFO. In addition to this, deficiency of available output of the plant 

with respect to reserve margin and significant inconsistency in the regional power are the 

prominent reasons of LFO. 

 

1.2 The existing approach for the mitigation of LFO 

In the last few decades, Power System Stabilizer (PSS) has been widely used to mitigate 

LFO and to improve stability in an effective and economical way [8]. However, inability 

to mitigate voltage fluctuation, introduction of leading power factor, and failure to 

handle severe faults (i.e. three phase faults) are few of the major shortcomings of PSS 

which encourage the researchers to search for new damping controllers. Fortunately, 

with the advancement in power electronics based fast-switching elements, application of 

Flexible ac Transmission System (FACTS) devices has become widespread with its 

excellent features of operation, controllability and transfer limits [9, 10, 11, 12, 13], 

which motivates the researchers to employ FACTS devices in power system domain for 

enhancement of the stability. Although, at the beginning, thyristor based controller such 

as Static VAR Compensator (SVC), Thyristor Controlled Series Compensator (TCSC), 

Thyristor Controlled Phase Shifter (TCPS) are widely used for mitigating LFO, due to 

their slow response in terms of controllability, they have been recently replaced by new 

generation Voltage Source Converter (VSC) based FACTS controller such as Static 

Synchronous Compensator (STATCOM), Static Synchronous Series Compensator 

(SSSC), and Unified Power Flow Controller (UPFC) [13, 10]. Among all these above 

mentioned FACTS devices, UPFC is widely used for single transmission used due to its 
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capability to enhance transient stability, to control power flow in transmission line and to 

mitigate LFO [14, 15]. This UPFC is limited to provide above mentioned advantages for 

a single transmission network. However, practical power system network generally 

comprises of multi-transmission line, and hence, to implement UPFC in such scenario 

needs some modification. This leads to the emergence of a new FACTS device named 

Generalized-UPFC (GUPFC), which can efficiently handle power flow, bus voltage, and 

LFO for more than one transmission line or even for a sub-network [16]. Hence, several 

research works regarding GUPFC have been done focusing on enhancement of power 

system stability such as mitigation of LFO and controlling of power flow [17, 18]. 

1.3 Research challenges 

Low frequency oscillation has attracted a great deal of attention of the researchers over 

the years since it is considered as a significant issue for reliable operation of power 

system. Various controllers and optimizing techniques are being adopted to lessen the 

LFO for the reinforcement of the power system stability. This is why, it is focused in 

different literature such as-in [19], GUPFC based Single Machine Infinite Bus (SMIB) 

power system was presented, where a comparison of performance between GUPFC and 

conventional PSS was done. Again, in [20], a GUPFC based power injection model was 

proposed, where, it effectively controlled active and reactive power flows between two 

lines. However, these aforementioned works are limited with dynamic modeling of 

GUPFC and no detailed work regarding controlling GUPFC has been carried out. To 

overcome the above mentioned drawbacks of the preceding works, in [17], GUPFC and 

Power Oscillation Damping (POD) based control system was proposed to mitigate inter-

area oscillation in multi-machine power system. However, this work contains no 

contribution regarding optimization of the parameters of the controller, which may lead 

to some sub-optimal controller gains. To address this issue, in [18], a Flower Pollination 

Algorithm (FPA) based optimizer was used to tune the controller parameters for GUPFC 

based multi-machine system.  

However, none of the aforementioned works present any sort of comparative and 

comprehensive study among different optimization algorithms as well as different types 

of controllers. Furthermore, since optimization algorithms works with certain degree of 

probability and randomness, it is more realistic to perform statistical tests such as 
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quantitative and non-parametric tests to figure out statistically significant differences 

among different optimizers, which is also absent in the previous works.  

To achieve high efficiency and high reliability of power system, many control strategies 

based on advanced control theories have been introduced. Model Predictive Control 

(MPC) is the only practical control method that takes account of system constraints 

explicitly, and the only 'advanced control' method to have been adopted widely in 

industry. To the extension of this research work, MPC will be used as the controller that 

usually use an online optimization in real time to determine control signals. The solution 

to optimization problem will be formulated with the help of the system model. At each 

control interval, an optimization algorithm will be attempted to determine the system 

dynamics by computing a sequence of control input values satisfying the control 

specifications.  

1.4 Literature review 

This section focuses on numerous methods and control strategies for the improvement of 

LFO from the previous and recent research works. Since the efficacy of LFO mitigation 

mostly depends on the effective design of damping controller, henceforth over the year's 

researcher's emphasis on the aspects of designing damping controller as well as the 

selection of the control strategy that is cited in many literatures has been included in this 

chapter. This section begins with the discussion of several prominent research works 

about GUPFC based damping controller for the improvement of LFO.  

1.4.1 Research work based on GUPFC equipped system relating to LFO and power 

flow 

A considerable number of research works have been accomplished pertaining to small 

signal stability to lessen the problem associated with LFO. With this aim, the research 

works concentrates on the improvement of damping function and the design damping 

controller. Linearized Phillips-Heffron model of a power system introduced with a 

GUPFC has been proposed in [19], where the comparative study of regular PSS and 

GUPFC has been presented. Although this research work presents a comprehensive 

model of GUPFC, this work has some limitations. Firstly, there is no specific model or 

design mentioned for PSS structure. Secondly, the work does not show any comparative 

analysis between UPFC and GUPFC that depicts superiority of GUPFC over UPFC. 
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Moreover, this work lacks supportive analysis in favor of the design of robust damping 

controller. 

GUPFC based power injection model has been proposed in [20], the research work 

presents a power injection model comprised of GUPFC that regulates active and reactive 

power flow between two transmission lines .The focus of the work is to deal with small 

and large signal stability. Considering the most fundamental GUPFC arrangement, the 

structure can control four active and reactive power flow in two transmission lines. 

However, this aforementioned work is limited to design of power injection model of 

GUPFC and no detailed work regarding the parameter optimization of the POD 

controller incorporated with GUPFC has been performed. Development of GUPFC 

detailed model for the comparison with multi-UPFC has been proposed in [21]. The 

research work illustrates the performance analysis of multi-UPFC and GUPFC by the 

comparative study which deals with controlling active and reactive power flow. The 

model includes detailed design process of GUPFC in MATLAB-Simulink. 

Optimal control method for GUPFC tuned by FPA has been proposed in [18]. In this 

paper FPA has been adopted to provide optimal parameters of two steps Lead-Lag 

controller, where the controller depicts effective performance modeled by PSS and POD. 

In addition to this, the research work compares the performance of numerous 

combination such as without FACTS system, a system with PSS, system with GUPFC, 

system with GUPFC and PSS, and systems with GUPFC-POD and PSS. Although this 

study analyzes the dynamic performance for instance rotor angle and rotor speed 

deviation by the comparative system response for the above mentioned case, this 

proposed method lacks the information regarding the robustness of the damping 

controller viable to all operating mode. 

Modeling of GUPFC to find optimal power flow in a nonlinear interior point has been 

proposed in [16]. In this work, nonlinear interior point method is used to obtain the 

solution of optimal power flow by the development of the mathematical model of 

GUPFC comprised of two series converter and one shunt converter. Although the 

presentation and organization of the paper is excellent and it proposes an innovative 

method for power flow solution but the work does not deal with the concept of LFO 

problem. 
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Dynamic Simulation of GUPFC Controller for the study of Multi-Machine Power 

Systems has been proposed in [22]. This paper presents a novel nonlinear dynamic 

simulation of GUPFC comprising of one shunt converter and two series converters 

dependent on VSC and dc connected capacitor introduces a multi-machine control 

system. The linearized Phillips-Heffron model of the system has been presented with 

Hammons and Winning to consider the gravity of oscillation. The proposed model has 

been investigated in two cases, first is for two machine 12- buses and other is for 3- 

machines and 57- buses. The research work concentrates a great extent to damp power 

oscillation, but it does not include the design procedure of controller and the parameter 

optimization. 

An LFO mitigation related work named damping of power-system oscillations with the 

application of a GUPFC has been presented in [23]. In this work, a control procedure has 

been introduced for a GUPFC with numerous controllable parameters that depend on the 

energy function of an entire electric-control system pondering about global parameters. 

The reason for the usage of such a methodology, which has been proposed in this work, 

is to realize the energy function of a power system that incorporates GUPFC. However, 

one of the crucial issues of employing energy function method is to maintain appropriate 

control procedure as a precondition for such technique. 

1.4.2 Summary of limitations of the existing models for the improvement of LFO 

From the literature review of the existing models of FACTS based damping controller, it 

can be inferred that there are some limitations. 

 There are some research works which concentrate on the basic design of 

damping controller but the parameters optimization issue is ignored in those 

works. 

 On the other hand, in some models, even though an impressive result is obtained, 

the contribution is limited to particular applications. 

 Most of the research works related to LFO presented in this chapter used 

different control approach but the common limitation is that the optimization 

method was not examined rigorously. 

 After all, this research work is being carried out for the improvement of the 

FACTS based models for the enhancement of LFO to get quick access, easy and 

reliable method indeed. 
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1.5 Thesis objectives 

This section includes the specific objectives of this research work. 

 To develop a dynamic model of an SMIB system integrated with GUPFC to 

study the nature of stability. 

 To study the system small signal stability from the linearized model in open-loop 

condition and integration with controller. 

 To tune the controller parameters using some meta-heuristic to find the optimal 

one. 

 To study the dynamics of power system followed by small perturbation in time 

domain simulation. 

 To compare the performance of the optimizers using statistical tool, time domain 

simulation and eigenvalue analysis to realize optimal outcome. 

1.6 Thesis organization 

In summary, the overview of this research work is given as follows: 

 Chapter 1 illustrates background, the existing approach to mitigate LFO, 

literature review of existing damping controller, the methods used for the 

enhancement of small signal stability, research challenges and objectives with 

specific aims. 

 Chapter 2 describes the fundamental concepts and operating principles of FACTS 

devices also the systematic procedure to develop dynamic model of GUPFC. 

 Chapter 3 describes the details of methodology of proposed research work. 

 Chapter 4 illustrates the results and discussions part of this thesis that includes 

eigenvalue analysis in close-loop, time domain simulation, quantitative analysis 

and finally, Non-Parametric statistical analysis. 

 Chapter 5 is the last part of this thesis which is ended with an explanatory 

conclusion with future work. 
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Chapter 2 

 

FACTS Devices and Mathematical Modeling of GUPFC 

 
This chapter introduces the fundamental concepts of FACTS devices and the linearized 

dynamic model of GUPFC equipped SMIB system, which is the basic building block for 

investigating small signal stability. In the organization of this chapter, first of all, section 2.1 

begins with the introduction to FACTS devices and modeling. Section 2.2 discusses the 

fundamental components of GUPFC. Section 2.2.1 and Section 2.2.2 describe the basic 

construction and function of Static Synchronous Series Compensator (SSSC) and Static 

Synchronous Compensator (STATCOM) respectively to realize the operating principle and 

control method of GUPFC. The chapter is concluded with the illustration of the operation and 

control strategy of the GUPFC in section 2.3. In section 2.4 of this chapter mathematical 

model of the GUPFC equipped SMIB system has been discussed. Finally, the chapter 

concludes with the illustration of the linearized model of the GUPFC equipped SMIB system 

in section 2.5. 

 
 

2.1 Introduction to FACTS devices and modeling 

 
Over the last several decades with the advancement of power electronics devices, application 

of Flexible ac transmission systems (FACTS) devices has become uncomplicated with its 

excellent features of operations, controllability and transfer limits [5]. At the end of the last 

century, to strengthen the power system the technology of FACTS controller was developed. 

Essentially, FACTS devices are the applications of power electronics based control that uses 

power electronics system along with static equipment for the manipulation of one or more 

parameters of high voltage ac transmission system. The numerous FACTS controller, such as 

thyristor controlled series capacitor (TCSC) and Static Var Compensator (SVC) is referred to 

as a prominent first-generation FACTS controller. Likewise, Static Synchronous Series 

Compensator (SSSC) and Static Synchronous Compensator (STATCOM) are the outcomes 

of second generation FACTS controller. Combination of series-series static synchronous 

series compensator (SSSC) makes Interline Power Flow Controller (IPFC) whereas a 

combination of series-shunt (SSSC- STATCOM) FACTS devices forms Unified Power Flow 

Controller (UPFC). Generalized Unified Power Flow Controller (GUPFC) is another third 
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generation FACTS device named as multiline UPFC treated as the most leading-edge FACTS 

controller and offers better control abilities contrasted with other controllers. Although the 

FACTS controllers are as yet considered costly contrasted with the ordinary power system 

controllers, they have been introduced in numerous real power system on the world because 

of their prevalent control execution capability [24]. Indeed, in order to regulate line power 

flow and to improve voltage profile, mechanically controlled series and shunt capacitors were 

used since the beginning of FACTS devices as early as the 1920s when the operating 

principle of FACTS controller is known.  The application of power electronics devices was 

prevalent when mercury valve was replaced by thyristor in controlling high voltage dc 

systems. The new age of FACTS controllers utilizes self-commutated voltage source based 

power converters to realize quickly controllable, static synchronous ac voltage or current 

sources. Another age FACTS controller is built essentially on the Synchronous Voltage 

Source (SVS) which is a perfect machine with no rotation and inertia. 

 

 

Figure 2.1: Circuit diagram for the illustration of the operational principle of FACTS 

controllers 

 

The magnitude and phase of the SVS can be controlled instantly to create reactive power 

(both capacitive and inductive) as well as to regulate active power flow that is not influenced 

by the variables affecting power flow (voltage and current) [3].The fundamental principle of 

the FACTS controllers can be illustrated by the Fig. 2.1 [25]. The real power transferred 

along the transmission line is expressed as following: 

 

   
⃗⃗⃗⃗⃗⃗ =

  ⃗⃗⃗⃗     ⃗⃗⃗⃗ 

 
     

2.1 

 

Where θ is the phase angle difference between the voltage at the sending end,   
⃗⃗  ⃗ and 

receiving end of the transmission line,
   
⃗⃗  ⃗ In order to control power flow along the 

transmission line it is indispensable for a FACTS controller to change the line impedance x 

𝑉  𝑉  𝑥 

𝑃  
⃗⃗⃗⃗⃗⃗  
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with time, the magnitude of line voltage (  
⃗⃗  ⃗,  

⃗⃗  ⃗), and phase angle separately to such an extent 

that superior adaptability of power flow management is accomplished [26, 27]. 

 
2.2 Fundamental components of GUPFC 

 
To understand the comprehensive model of GUPFC, it is essential to realize the basic 

component of GUPFC. As stated earlier, SSSC and STATCOM are the core element of 

GUPFC that use VSC based converter and there is some dissimilarities from first generation 

thyristor based FACTS device. The basic block diagram and function of these elements are 

shown in Fig. 2.2. 

 

2.2.1 Static Synchronous Series Compensator (SSSC) 

 
Static Synchronous Series Compensator (SSSC) is a modern power quality FACTS device 

that employs a voltage source converter connected in series to a transmission line through a 

transformer. The SSSC operates like a controllable series capacitor and series inductor. The 

primary difference is that its injected voltage is not related to the line intensity and can be 

managed independently. This feature allows the SSSC to work satisfactorily with high loads 

as well as with lower loads. SSSC has three basic components: 

a) Voltage Source Converter (VSC) – main component 

b) Transformer – couples the SSSC to the transmission line 

c) Energy Source – provides voltage across the DC capacitor and compensation  

 

Figure 2.2: Schematic diagram of SSSC 

 

SSSC having storage source can alternate the flow of real power with the power system. With 

an appropriate control arrangement, the can SSSC be utilized to control the transmission of 

power. As the reactive compensator, the SSSC has two magnitude nodes a) the constant 

reactance mode and b) the constant Quadrature voltage mode. In the first case, the SSSC 

 Transmission Line 

Switching 

element 

Storage device 

http://www.powerqualityworld.com/2011/03/what-is-power-quality.html
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voltage has a dependency on the line current while in the latter case it is independent of line 

current [28, 29, 30]. 

 

 

2.2.2 Static Synchronous Compensator (STATCOM) 

 
Static Synchronous Compensator (STATCOM) is a shunt-connected FACTS device. It is like 

the static counterpart of the rotating synchronous condenser, but it generates or absorbs 

reactive power at faster rate because no moving parts are involved. It is operated as a SVC 

whose capacitive or inductive output currents are regulated to control the bus voltage with 

which it is connected. In principle, it performs the same voltage regulation as the SVC but in 

a more robust manner because unlike the SVC, its operation is not impaired by the presence 

of low voltages. It goes on well with advanced energy storage facilities, which opens the door 

for a number of new applications, such as energy deregulations and network security. 

STATCOM operation is based on the principle of voltage source or current source converter 

[31]. The schematic of a STATCOM is shown in Fig. 2.3 when used with VSC, its ac output 

voltage is controlled such that the required reactive power flow can be controlled at the 

generator or load bus with which it is connected. 

 

 

Figure 2.3: Schematic diagram of STATCOM 

 

Due to the presence of dc voltage source in the capacitor, the VSC converts its voltage to ac 

voltage source and controls the bus voltage [32, 33]. 

 

 

 

= 

𝐼𝑐  

𝑉𝑐  

 

Inductive Filter 

Coupling Transformer 

https://www.sciencedirect.com/topics/engineering/flexible-ac-transmission-systems
https://www.sciencedirect.com/topics/engineering/synchronous-condenser
https://www.sciencedirect.com/topics/engineering/moving-part
https://www.sciencedirect.com/topics/engineering/capacitive
https://www.sciencedirect.com/topics/engineering/bus-voltage
https://www.sciencedirect.com/topics/engineering/load-generator
https://www.sciencedirect.com/topics/engineering/dc-voltage
https://www.sciencedirect.com/topics/engineering/ac-voltage
https://www.sciencedirect.com/topics/engineering/ac-voltage
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2.3 Operation and control strategy of GUPFC 

 
In order to keep up the voltages profile in the electrical network of power system within 

the satisfactory limit nowadays the use of FACTS controller are versatile, among them 

GUPFC is one of the prominent FACTS devices which manipulate VSC in order to 

inject adjustable voltages in series with the transmission line. Each injected voltage 

can have a positive or negative magnitude with a phase angle varying from –π/2 to 

π/2. These sources have the capability to contribute a voltage at any angle pertaining 

to the line current. By injecting or absorbing the voltages into the transmission line 

it performs the tasks of exchanging real and reactive power between the transmission 

lines. In this research work, two transmission line structures are considered. The GUPFC is 

comprised of three VSC based converters of the kind of one shunt and two series which are 

connected to the transmission line via exciting and boosting transformer 

respectively. The real and reactive power demanded by the boosting VSC is provided 

by the excitation VSC. There is a dc link capacitor between the shunt and series 

converter which permits the bi-directional real power flow in order to minimize the 

imbalance caused by the perturbation or disturbance in the transmission line. The 

structure used in the research work essentially acts as an ac-ac converter which is 

comprised of both dc and ac terminal.  

 

   
 

 

  Figure 2.4: Schematic model of GUPFC-integrated SMIB system 
 

The function of ac terminals of both shunt and series converter is to permit real power flow in 

either direction, also ac terminal output of each of the converter regulates the tasks of 

injecting or absorbing reactive power in the transmission line which is generated by VSC 
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converter itself. There are six controllable signals which work as an input to the GUPFC. 

Injection or absorption of shunt branch voltage is regulated by excitation phase angle and 

amplitude modulation ratio   ,    whereas series branch voltage is regulated by   ,   ,   , 

   referred to as boosting phase angle and amplitude modulation ratio respectively.  In the 

GUPFC, control of real and reactive power flow is essentially maintained by VSC using the 

regulation of controllable signals magnitude and phase angle. In addition to this, injected 

voltage to the transmission line provided by the converter acts as an ac voltage source and 

when the line current flows through the VSC converter consequently real and reactive power 

is maintained in between transmission line and VSC. Current through (  ) the line when a 

GUPFC is introduced is depicted in Fig.  2.4. 

 

For Series branch 

Using Kirchhoff’s Voltage Law to the circuit delineated in Fig.  2.4, the following equations 

are obtained 

                            ±      -     -     (j   ) =0                                                     (2.2) 

Solving for line current, the following equation is obtained. 

                         =
                     

       
                                                                          (2.3) 

 

Here,      and     denotes the magnitude of sending end voltage and corresponding phase 

angle respectively.    and    denotes the magnitude of receiving end voltage and 

corresponding phase angle respectively.    and     denotes the magnitude of injected voltage 

and corresponding phase angle respectively.     represents reactance of transmission line. It 

is to be noted that, in this research work the lossless transmission line is considered. It is 

obvious from the equation (2.3) that by regulating the magnitude and phase angle of the 

injected voltage which is mainly controlled by six controllable input signals of the GUPFC 

we can achieve desired voltage profile and power flow of the transmission line. 
 
2.4 Mathematical model of GUPFC equipped SMIB system 

In this work, to represent GUPFC equipped SMIB system, a third order flux decay model of a 

synchronous generator has been considered to describe electromechanical swing equation and 

q-axis transient voltage dynamics, and IEEE-ST1 model to express excitation system of 

SMIB [31]. It is to be noted that the above mentioned third order dynamic model of generator 

and excitation system accurately represents the influence of steady-state and dynamic d-q 



15 
 

axis reactances on overall system performance whenever the mitigation of LFO in power 

system is of primary concern [4, 32]. Additionally, consideration of dynamic field excitation 

allows the viability of establishing control in generator terminal voltage. Hence, the dynamic 

model of the generator and excitation system considered for this work is expressed as 

follows.  

 

 ̇          (2.4) 

                                          ̇  
 

 
            (2.5) 

   ̇  
 

   
          

̇
 

(2.6) 

                  ̇   
 

  
                  (2.7) 

 

 Equation (2.4-2.7) represents the dynamic state equation of the third order generator model 

[33]. Where, 

                                                                

                                                   
        

       

                                                    
    

      

                                                        

                                                 √   
     

  

                                                                                                     

                                                                

Now, as GUPFC has been incorporated into SMIB system, the dc-link voltage dynamics of 

GUPFC is obtained using KCL illustrated in Fig 2.4, which can be presented by following 

equation [14]. 

                              

                   ̇   
  

    
                     

  

    
 [                 ]   

                            
  

    
                                                                                       (2.8) 
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Again, the non-linear equations of the GUPFC are associated with the branch currents (  ,   , 

  ), since VSCs are coupled with transmission lines and these branch currents are required to 

calculate generator output power (  ). Hence, calculation of the branch currents of 

transmission lines is needed. This calculation is performed using terminal and excitation bus 

voltage equation derived from the network illustrated in Fig. 2.4 and voltage equations of 

excitation and boosting transformers. The terminal and excitation voltage are expressed as 

follows [34]. 

 

              (2.9) 

                  (2.10) 

                  (2.11) 

 

 

Now, from three phase dynamics equations of GUPFC system, after neglecting transformer's 

resistance and transient and then applying Park's transformation, d- q axis non-linear voltage 

equations of excitation and boosting transformers is obtained, which are as follows [35]. 
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(2.14) 

 

Then, using equation 2.9-2.11 and rearranging the d-q axis components of branch current, the 

following equations are obtained. 

 

 

 

          
 

   
     sin     (            cos          cos   

                                                 cos  )  

 

(2.15) 
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(2.16) 

           
 

   
     sin     (            cos           cos   

                                                 cos  )            
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Where, 
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Here, combined reactances of the study system have been represented by the  s m ol     

through    . In the next section, the linearized system matrix will be formulated from this 

non-linear mathematical model of GUPFC equipped SMIB system to carry out eigenvalue 

and participation factor analysis for open-loop condition [36, 37, 38]. 

 

2.5 Linearized model of GUPFC equipped SMIB system 

 
Here, in this section, linearization algorithm has been employed to above mentioned non-

linear mathematical model to develop the linearized form for each corresponding dynamic 

equations (i.e. Eq. 2.1-2.5), since this linearized form is well suited for study of small signal 

stability [3]. With this aim, Taylor-series expansion has been applied to these dynamic 

equations and truncate higher order terms in order to obtain corresponding linearized 

equations. It is to be noted that, truncation of higher order term will sacrifice some accuracy, 

since nonlinearities associated with higher order terms are being ignored [39]. However, as 

aforementioned, since small perturbation is considered for this work, the linearized 

representation of system dynamic equations is considered significantly accurate [40]. Now, 

after resorting to Taylor series expansion and considering first order dynamic system 

equations (Eq. 2.1-2.5), the following linearized equations is obtained: 

 

  ̇       (2.21) 

  ̇  
 

 
           

(2.22) 

  ̇ 
  

 

   
             

(2.23) 

  ̇   
  

  
             

(2.24) 

 

  ̇             
                                

                         

 

(2.25) 

 

Equations (2.21 -2.25) are the linearized form of system dynamic states. 
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Where, 

 

              
                                              

         

              
                                              

         

              
                                              

         

Here,   -   are termed as linearization constant. Now, it is well-known from the literature 

that, the linearized form allows us to represent the system using standard state space model of 

the form:    ̇         , where state vector           
               , 

control vector                                , and A and B are commonly 

termed as system matrix and input matrix. The matrix A and B eventually helps to calculate 

the system eigenvalues, participation factor, and controllability index under open-loop 

condition [41]. Hence, in this work, exploiting DAE of Eq. 2.21-2.25 and eliminating the 

algebraic linearized variables (i.e.     ,     ,     ), system matrix A and input matrix B are 

obtained as follows. 
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The above mentioned system matrix A and input Matrix B is used to describe the property of 

the system. From the stability theory, it is experienced that if anyone of the eigenvalues of the 

system matrix lies in the right of half-s plane the system is said to be unstable. A and B are the 

constant matrices with appropriate dimensions which are dependent on the operating point of 

the system. The eigenvalues of the state matrix A that are called the system modes define the 

stability of the system when it is affected by a small perturbation. As long as all eigenvalues 

have negative real parts, the power system is stable when it is subjected to a small 

disturbance. If one of these modes has a positive real part the system is unstable. In general, 

state equation shows the relationship between the system’s current state with its input, and the 

future state of the system. The output equation shows the relationship between the system 

state with its input and the output. These equations show that in a given system, the current 

output is dependent on the current input and the current state. The future state is also 

dependent on the current state and the current input.  
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Chapter 3 

Methodology 

In this chapter basic procedure has been discussed that are used to investigate LFO, generated 

in the large and complicated electrical networks due to various perturbations. The 

fundamental steps that have been followed in this work to deal with small signal stability 

problems are, to examine unstable mode from the open loop analysis and identification of the 

most suitable control signal by determining controllability index and residue index. In the 

organization of this chapter, section 3.1 discusses the procedure of determining equilibrium 

point and linearization approach. Open loop eigenvalue analysis method is illustrated in 

section 3.2. With the flow of discussion, section 3.2.1 and 3.2.2 describes eigenvector 

calculation and the formation of participation factor matrix respectively. Identification of 

unstable mode from the open-loop analysis has been illustrated in the sub section 3.2.3. One 

of the significant parts for designing effective damping controller is to choose suitable control 

signal. Hence, approach for identification of the most appropriate control signal has been 

discussed in section 3.3. The design of the damping controller and optimization procedure has 

been included in section 3.4. The design procedure of the close-loop system is discussed in 

section 3.5. In section 3.6, illustration of optimization algorithm has been incorporated. 

Section 3.7 describes the objective functions used in this work. One of the central parts of this 

research work in included in section 3.8 which discusses controller parameter optimization 

procedure. At the end, the chapter concludes with the discussion of time domain analysis. 

3.1 Determination of equilibrium point and linearization approach 

The general mathematical model of a power system that is used to investigate LFO can be 

represented by the following equation. Considering a general nonlinear model with n state 

variables, m input variables, and r output variables the vector notation of the equation takes the 

following form 

 ̇           (3.1) 

           

Where the state vector can be represented as following 

 ̇                      
 

 ̇                      
 

(3.2) 
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From equation 3.1 and 3.2, state vector  ̇ and output matrix y are represented by the function 

f and g respectively. Both of the functions are dependent on state matrix with n×n dimension 

and input matrix with m×n dimension. In this research work the state of the system n is 5 and 

input m is 6. In general the state space equation can be represented as follows 

 

 ̇    +    

    +    

 

The above mentioned system matrix A and input Matrix B can be used to describe the 

property of the system. From the stability theory, it is experienced that if anyone of the 

eigenvalues of the system matrix lies in the right of half-s plane the system is said to be 

unstable. A and B are the constant matrices with appropriate dimensions which are dependent 

on the operating point of the system. The eigenvalues of the state matrix A that are called the 

system modes define the stability of the system when it is affected by a small interruption. 

3.2 Open loop eigenvalue analysis 

One of the common and effective methods to investigate small signal stability is eigenvalue 

analysis of the system matrix at an operating condition. By inspecting the nature or mode of 

eigenvalue the characteristic of the oscillation can be identified. Furthermore the participation 

factors which is derived from the left and right eigenvectors corresponding to the eigenvalues 

of the system matrix indicates the contribution of the eigenvalue of the system matrix in 

producing LFO. Again oscillation frequency and damping ratio calculated from the eigenvalue 

can help designing and finding the effectiveness of damping controller. The information 
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regarding the dominant state of the system matrix calculated by participation matrix gives 

clear conception of the oscillatory mode. 

The basic steps that are followed in this research work to investigate the LFO have been 

shown in Fig. 3.1 

 

Figure 3.1: Fundamental steps of LFO study through eigenvalue analysis 

 

3.2.1 Determination of   eigenvalues, eigenvectors and participation matrix 

By observing the reduced system state matrix it is easy to inspect the nature of steady state 

stability or small signal stability around the operating point. It is to be mentioned that the 

number of state and eigenvalue rely on the dimension of reduced system matrix. 

[     ]    (3.3) 
 

Where   represents eigenvalue and   represents right eigenvector. For non-trivial solution 

determinant of [     ] equals to zeros and the eigenvalues can be calculated. Similarly, 

another equation can be written to find out the left eigenvector    as given in (3.3) 

 

To find equilibrium Point 

To perform linearization of the 

differential equation of the system 

model around the operating point. 

Transformation of Differential 

Algebraic Equation (DAE) to Ordinary 

Differential Equation (ODE) to form 

system matrix in reduced form. 

To find eigenvalues, eigenvectors 

and participation matrix. 
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[     ]    (3.4) 

 

The right eigenvector provides the information (equation 3.4) how each of the system state is 

influenced by the oscillatory mode. Alternately, it determines the modal observability of the 

system hence another name of right eigenvector is mode shape. Conversely the information 

regarding amplitude of the mode is obtained from system’s initial state and left eigenvector. In 

addition to this, information related to controllability is also obtained by left eigenvector. Eigen 

vector is an useful tool to find mode sensitivity, transfer function residues and participation 

factors. Planning of Controller design and for the analysis of system states, mode sensitivity, 

transfer function residues and participation factor plays vital role. It is to be mentioned that all 

the eigenvalues of the system matrix should lie in the left half plane to make the system 

stable. This implies the position of the real part of complex conjugate must be placed in the left 

half plane. It is noticed explicitly that in the event of unstable mode real part always lies in the 

right half plane even it is complex conjugate [44]. From the eigenvalue in complex 

format,     , damping ratio     and the natural frequency of oscillation     can be 

calculated using equation (3.5) and equation (3.6) respectively. 

  
  

√       
 

(3.5) 

  
 

  
 

(3.6) 

 

3.2.2 Formation of participation factor matrix 

Once both right and left eigenvectors are known for different eigenvalues, the participation 

factor matrix can be calculated by combining the left and right eigenvectors as shown in 

equation (3.7) 

  [           ] (3.7) 

 

                                      With    [

  

  

  
  

]  [

      

      

  
      

] 

Where right eigenvector and left eigenvector of the     mode are expressed as     and      

respectively [43]. 
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3.2.3 Identification of unstable mode from open- loop analysis 

The state equations obtained from the linearized model is used to find eigenvalues of the system 

matrix that provide information regarding stability of the system. There is an electromechanical 

oscillation mode associated with machine inertia found in the eigenvalue analysis. To choose the 

most effective stabilizer for the control of oscillation, identification of the electromechanical 

oscillation mode related to eigenvalue is required. It is observed that dominant oscillation mode 

accountable for the electromechanical oscillation is closely linked to the rotor motion equation 

of generators and can be identified by investigating the complex conjugate eigenvalue having 

higher participation factors than those of other state variables [3]. In this research work, 

participation factors method is used and that will be discussed in the subsequent section [45]. 

3.3 Identification of the most effective control signal 

Before integrating controller into the study system, identification of the best control signal is 

needed from available six signals (i.e.     , δE,    , δA ,   , δB ) of GUPFC, since the best 

one has the greatest impact on enhancing the damping of unstable EM mode of oscillation (i.e. 

∆δ, ∆ω) for the system [46]. To understand the substance regarding the controller design for 

choosing the most effective control signal controllability index, observability index and residue 

analysis are commonly used. In order to design a controller these two significant properties 

named controllability index and observability index are well studied to find desired outcome. It 

is to be noted that the features of the controllability is to handle the control input for adjusting 

the system state to a desired one. Besides this, uncontrollable state cannot be controlled by 

control input. Again property of observability helps finding the initial state whether it is 

observable from the output or not. It is not possible to determine the particular state behavior 

from the system output unless it is observable hence not suited to stabilize that state. 

Controlabilty index, observability index and residue are calculated from eigenvector 

corresponding to the oscillatory mode.  

With this aim, controllability and residue index have been calculated using following 

equations for each of these signals [47, 48]. 

               (3.8) 

           
    (3.9) 

 

Here, i correspond to the     state of eigenvalue, which in this case are 4 and 5, since they are 

associated with EM mode as illustrated in Table 3.2. Moreover, k = 1 . . . 6, which is the 
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column number of input matrix B,    is the observability index for the corresponding EM 

modes.   
  is the left eigenvalue for EM modes of the system matrix A, B is the input matrix 

presented in linearization section. The result obtained from controllability and residue index 

calculation is presented in Table. 3.1  

Table 3.1: Comparison of controllability and residue index among six control signals of GUPFC 

Control signal Controllability index Residue  index 

   0.3471 0.1582 

   3.9325 1.3975 

   3.9186 1.3720 

   0.9571 0.3351 

   3.9186 1.3720 

   0.9571 0.3351 
 

This figure depicts that δE control signal has significant impact on the improvement of the 

negatively damped EM mode than other control signals of GUPFC, since δE  shows higher 

magnitude (3.9123, 1.3975) in both controllability and residue index respectively. Hence, δE 

has been considered as the most appropriate control signal for controller design. Again to figure 

out the stability nature, open-loop condition has been examined that is presented in Table 3.2 

Table 3.2: Eigenvalues and participation factor analysis for study system   in open-loop condition 
 

Eigenvalue Associated state Participation factor 

−85.2473 ∆    85.48 

−15.3535 ∆   84.67 

−0.0685 ∆    99.89 

0.0682±6.0230i ∆δ, ∆ω 49.31, 49.31 

From the Table 3.2, it is observed that the unstable state is associated with the EM mode and 

the corresponding damping ratio is -0.0019 with an oscillation frequency of 0.9585 Hz. 

3.4 Design of damping controller and optimization procedure 

In the power system stability studies, a damping controller is used to reduce the system oscillation 

when any disturbance occurs. The online tuning of these controller’s parameters is always a 

challenge to the power engineers and by applying any adaptive soft-computing technique [2]. 
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In case of small signal stability when the system is subjected to sudden change consequently 

perturbation occurs around the equilibrium point that results in power oscillation. Unless 

adequate damping is provided to damp this power oscillation, it leads to systems failure. In 

order to resolve power oscillation damping different supplemental control is used in 

corporation with FACTS devices. 

In this work, two different controllers named PI and Lead-Lag is adopted as supplementary 

controller applied to GUPFC which is denoted as Power Oscillation Damping (POD). To 

mitigate LFO, it is needed to increase system damping by diminishing electromechanical 

oscillations hence POD control action is adopted in this proposed method in concern with 

GUPFC. It is customary to place GUPFC in the transmission line to regulate active or reactive 

power flow along the line and generally speed deviation (∆ω) is preferred as the input to the PI 

or Lead-Lag controller of GUPFC [6]. 

 

Figure 3.2: Close loop configuration of GUPFC-integrated SMIB system 

3.5 Close-loop system formulation 

Here, in order to formulate close-loop system, two widely adopted controllers such as PI and 

lead-lag controllers are included to obtain the most effective control signal δE found in the 

previous sub-section in order to improve damping ratio for negatively damped unstable EM 

mode. The close-loop system of the study system is shown in figure in Fig. 3.2. It is to be 

noted that, as aforementioned as well as depicted in Fig. 3.2 a voltage regulator has been 
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incorporated for maintaining dc link dynamics within tolerable limit, where it receives an error 

signal resulting from the comparison between actual dc link voltage (Vdc) and corresponding 

reference voltage (       ) to generate appropriate output signal  Z2. Now, in order to generate 

controller output signal Z1, in PI based damping controller, the controller block intakes speed 

deviation (∆ω) as an error signal and then, yields suitable output signal Z1. Similarly, lead-lag 

based damping controller also accepts ∆ω, and generates Z1. It is to be noted that, since the 

transfer functions of these controllers are different, number of state variables generated by these 

controller blocks are different, too. For instance, number of associated state with PI controller is 

only one (Z1), whereas, for lead-lag controller the number of associated states is three (Z1, 

U1, and U2). Later, the combination of these two output signals Z1, Z2 with reference signal 

(δEref ) is delivered to a low-pass filter to generate effective control signal δE. 

3.6 Optimization algorithms 

In this section, a brief overview of the optimization methodologies that have been used in this 

research will be discussed. Generally, the aim of the optimization is to solve the problem of 

finding the parameters that maximize or minimize a given real- valued function [49]. It is to be 

noted that the detailed study of these algorithms are out of the scope for this work, and reader 

may consult to [50, 51, 52] for detailed study.  In this research, the use of the optimization 

algorithms allows selecting optimal parameters that ensure the design for optimal damping 

controller. 

3.6.1 Particle Swarm Optimization (PSO) 

PSO is a novel population based metahuristic algorithm invented by Kennedy and Eberhart in 

1995 [53]. PSO uses the social manners for instance, fish schooling and birds flocking to 

provide alternative solution to optimization problem from a given system generally non-linear 

in nature. The procedure that PSO follows is about sharing individual knowledge of fishes or 

birds originated from group communication during the period of migration or food searching. 

However, it is very common that the finest path of food searching will not be known to all and 

once it is identified by one member rest of the group follows that path. 

In PSO, every individual from the population is known as a particle and the entire population is 

named as swarm. The algorithm begins with an arbitrarily introduced population and moves in 

arbitrarily selected route. Each particle remembers the previous best records of its own and 

neighbors during the period of crossing in the searching space. Particles of a swarm educate 
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better positions to one another as well as progressively alter their very own position and speed 

originated from the best position of whole particles. At whatever points every one of the particles 

have finished their development to another position, the subsequent stage starts. All particles 

in this manner will in general fly towards better positions over the searching procedure until the 

swarm go to an ideal position of the objective function. 

Consider a search space of N-dimensional shape at the starting (N denotes the number of 

particle that needs to be optimized) and   
  s are produced within the boundary limit 

        
       where      and      are denoted as lower and upper boundary limit of 

the search region. Current fitness value are calculated from the initial fitness of   
 . It is to be 

mentioned that minimum current fitness values are recorded as personal best       
  whereas 

the lowest value of personal best is termed as global best       
  The position of particle 

corresponding to pbest and gbest is recorded as      
  and      

  respectfully. In the event 

that   
  indicates the position vector of particle i in the N-dimensional search space at time step , 

at that point the situation of every particle is modified from time to time in the search space 

according to equation [53]. 

  
      

           
    

            
    

                                (3.10) 

  
      

    
                                                                                     (3.11) 

Where,         
       and    

   is the velocity vector of particle i that drives the 

advancement procedure and reflects both individual and social experience information from 

every one of the particles.      and      are the separate lower and furthest points of boundary 

of the search space. 

In this way, in a PSO strategy, all particles are started arbitrarily and assessed to process fitness 

together with finding the individual (best estimation of every particle) and global (best estimation 

of particle in the whole swarm). After that, a loop begins to locate an ideal position. Advancing 

first, the particles’ speed is modified by the individual and global bests, and afterward every 

particle’s position is updated by the present velocity. The loop is finished with a stopping criterion 

determined beforehand. 

Steps of PSO algorithm: 

Step 1: Define the problem space and set the boundaries. 
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Step 2: Initialize an array of particles with random positions and velocities inside the problem 

space.  

Step 3: Check if the current position is inside the problem space or not. If not, adjust the 

positions so as to be inside the problem space. 

Step 4: Evaluate the fitness of each particle.  

Step 5: Compare the current fitness value with the particle’s previous best value (pbest). If the 

current fitness value is better, assign the current value to pbest update the current coordinates.  

Step 6: Determine the current global minimum among the molecule’s best position (gbest).  

Step 7: If the current global minimum is superior to gbest, employ the present value to gbest and 

update the current global best positions.  

Step 8: Update the velocity as per condition (3.10). 

Step 9: Move every particle to the new position as per condition (3.11) and go back to Step 3. 

Step 10: Repeat Step 3 to Step 9 until the stopping criteria is fulfilled. 

3.6.2 Grey Wolf Optimization (GWO) 

Grey wolf has a place with canidae family. According to position, Grey wolves placed in the 

highest rank as predators, implying that they are at the top of the natural way of life. Grey 

wolves for the most part like to live in a pack. The bunch estimate is 5   12 by and large. 

Specifically noteworthy is that they have a severe social predominant peck order. 

The pioneers are a male and female, called alphas. The alpha is in the charge of decision 

making about chasing, time to wake and sleeping place for the most part. The alpha’s choices 

are managed to the pack. However, some sort of popularity based conduct has too been watched, 

in which an alpha trails other members of the pack. In social occasions, the whole pack 

recognizes the alpha by holding their tails down. The alpha wolf is likewise called the 

predominant wolf since his/her requests ought to be trailed by the pack [54]. The alpha wolves 

are just permitted to mate in the pack. Strangely, the alpha isn’t really the most grounded 

individual from the pack in any case, the best regarding dealing with the pack. This 

demonstrates the association and order of a pack is remarkably significant than its quality. 

The second position in the hierarchy system of grey wolves is beta. The betas are subordinate 

wolves that help the alpha in basic leadership or the other pack activities. The beta wolf most 
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likely the best contender to be the alpha in the event that one of the alpha wolves passes away 

or turns out to be old. The beta fortifies the alpha’s directions all through the pack and offers 

criticism to the alpha. 

The most minimal positioning dim wolf is omega. The omega plays the job of substitute. 

Omega wolves dependably need to submit to all the other prevailing wolves. They are the last 

wolves that are permitted to eat. It might appear the omega isn’t a significant individual in the 

pack, yet it has been seen that the entire pack face inner battling and issues if there should be 

an occurrence of losing the omega. 

If a wolf is no longer alpha, beta, or omega, he/she is known as subordinate (or delta in some 

references). Delta wolves have to submit to alphas and betas, however, they dominate the 

omega. Scouts, sentinels, elders, hunters, and caretakers belong to this category [55]. 

Mathematical model of GWO algorithm: 

In order to model the social hierarchy of wolves mathematically when designing GWO, the fittest 

solutions are considered as the alpha (α). Consequently, the second and third-best solutions 

are named beta (β) and delta (δ) respectively. The rest of the candidate solutions are assumed 

to be omega (ω). In the GWO algorithm the hunting (optimization) is guided by α, β, and δ. The 

ω wolves follow these three wolves [56]. 

The encircling behavior of the Grey wolf can be represented as follows 

  | ⃗   
⃗⃗ ⃗⃗ ⃗     ⃗   | (3.12) 

    
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗    

⃗⃗ ⃗⃗⃗     ⃗  ⃗⃗⃗ (3.13) 

 

Where   
⃗⃗ ⃗⃗ ⃗ denotes position vector of prey.  ⃗ and  ⃗ are  coefficient  vectors  and   ⃗ represents 

position vector of wolf. The coefficient vector  ⃗ and  ⃗ are calculated from the following 

equations. 

 ⃗     ⃗   ⃗⃗ ⃗   ⃗ (3.14) 

 ⃗      ⃗⃗⃗ ⃗ (3.15) 

 

Where,    ⃗⃗ ⃗⃗  and   ⃗⃗⃗ ⃗ are random vectors in [0 1]. Updated equations for velocity and position of best 

search agent are given as follows 
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⃗⃗⃗⃗⃗⃗ = |   

⃗⃗⃗⃗⃗    
⃗⃗ ⃗⃗ ⃗   ⃗|,   

⃗⃗ ⃗⃗ ⃗= |   
⃗⃗⃗⃗⃗    

⃗⃗ ⃗⃗⃗   ⃗|,   
⃗⃗ ⃗⃗ ⃗= |   

⃗⃗⃗⃗⃗    
⃗⃗ ⃗⃗⃗   ⃗| 

(3.16) 

  
⃗⃗⃗⃗⃗    

⃗⃗ ⃗⃗ ⃗    
⃗⃗⃗⃗⃗   

⃗⃗⃗⃗⃗⃗    
⃗⃗⃗⃗⃗    

⃗⃗ ⃗⃗⃗    
⃗⃗ ⃗⃗⃗   

⃗⃗ ⃗⃗ ⃗,   
⃗⃗⃗⃗⃗    

⃗⃗ ⃗⃗⃗    
⃗⃗ ⃗⃗⃗   

⃗⃗ ⃗⃗ ⃗ (3.17) 

  ⃗⃗⃗⃗⃗      
  
⃗⃗⃗⃗⃗    

⃗⃗⃗⃗⃗    
⃗⃗⃗⃗⃗

 
 

(3.18) 

 

Outline of GWO algorithm: 

Step-1:  Initialization: 

Initialize the main population of grey wolf randomly, figure their fitness and discover the best 

wolf as alpha, second best as beta and third best as delta. The remainder of wolf expected as 

omega. 

Step-2: To update the position of grey wolf: 

The situation of the wolf is modified time to time on the basis of the location of three wolfs 

(alpha, beta and delta). 

Step -3: Replacing the present position with the better one: 

Update the position of alpha, beta or delta if new position of wolf has better fitness. 

Step-4: To check the stopping criterion of the algorithm: 

If end criterion is fulfilled, return the alpha as the best solution for given issue. Again if find 

something different, back to refresh wolf position steps. 

3.6.3 Differential Evolution (DE) algorithm 

DE is one of the types of progressive algorithm group which has striking properties of 

resolving optimization complications. The elementary DE algorithm was first suggested by 

Storn and Price in 1997 [57]. The main steps of DE algorithm are initialization of a group of 

clarification, secondly mutation, then recombination and finally selection. Various steps 

related to DE algorithm are discussed below: 

Step 1: In this step which is called initialization phase, an arbitrary set of probable solution 

for each component is engendered within the search space. If an objection function having D 

real parameters is to be adjusted for an primary population of size NP, the parameters vector 

includes the for      [                      ] with i= 1, 2,... NP, where G is the 
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generation number. With the maximum and minimum limits for each parameter noted as 

  
             

    where he arbitrary parameters in each generation should lie within the 

interval [  
      

 ]. 

Step 2: Three target vectors      ,       and       are arbitrarily nominated from a specified 

parameter vector (  ,G) for the mutation phase keeping in notice that the keys   ,    ,    and i 

are different. These three vectors with mutation factor MF are used to produce the donor 

vector following the strategy as [57] 

                              (3.19) 

 

Alternative method of making the donor vector        is to follow the current best value 

which integrates the consequence of overall best of each generation as [57]: 

               (           )     (            ) (3.20) 

 

Here, the second mutation operator is  . In this thesis, eq. (3.19) is employed for the mutation 

phase. 

Step 3: Phase trial vector denoted by          is generated in the recombination which gets 

updated by the donor vector which has probability CR. 

          {  
                                          

                                                
 

 

(3.21) 

r and j ,i is an arbitrary number having the range within [0,1] and       is a random integer 

which is taken from [1,2,. . . ,D]. 

Step 4: In the selection step, an evaluation is made between the objective vector and 

preliminary vector and the ones with the best value is chosen and sent to the generation to 

repeat. 

                  (      )            

                    otherwise 

(3.22) 
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The mutation, recombination and selection stages proceed until a pre-indicated stopping basis 

is satisfied. 

3.7   Objective functions 

 

To enhance power system stability, the optimal stabilizer parameters are chosen to optimize 

objective function J formulated from a given problem, subject to inequality constraints, which 

are the limits of each controller gain K and time constants T1–T4. In this work, two eigenvalue 

based objective functions have been considered for the controller design problem.  Eigenvalue-

based objective function is given as 

   ∑       
 

 

   

 
(3.23) 

   ∑       
 

 

   

 
(3.24) 

             (3.25) 

Here,    is the real part of the    
 eigenvalues,   is the ideal estimation of the real part of the 

eigenvalues,    and   are the real and actual estimations of the damping proportions 

individually and   is the weighting factor which is taken as 0.1 in this thesis work. 

Optimization of    will guarantee that the real part of the eigenvalues are lying in the stable 

position and that of    will ensure that adequate damping has been infused to the system 

elements. 

In this way, minimization of   will guarantee that both    and    are satisfied simultaneously 

while an optimization arrangement of controller gains is acquired. It is aimed to enhance system 

damping. In other words it is aimed to minimize this objective function to reduce the weighted 

speed deviation. 
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Therefore, in order to depict the optimization problem, constraints of the parameter can be 

represented as: Optimize J Subject to the constraints of the parameters of the Lead-Lag 

controller and PI controller are as follows  

            

  
         

    

  
         

    

  
         

    

  
         

    

   
           

    

   
           

    

   
           

    

   
           

    

 

In this research work, optimization approaches have been carried out using the above 

mentioned constraints. 

3.8 Controller parameter optimization 

Optimization is characterized as the way toward finding the conditions that give the base or 

most extreme condition of a function, where the function expresses the effort required. It is 

effectual to use optimization algorithm for a system when controlling is manipulated by 

random variables. Basically optimization refers to maximize or minimize an objective 

function subjected to some specific constraints. The main goal of employing optimization 

algorithm is to select the optimal parameters among the different options to operate system in 

optimal conditions. In proposed damping controller design, three different optimizers such as 

PSO, DE and GWO are resorted to tune the PI and Lead-Lag damping controller for the 

enhancement of damping ratio. In the organization of this section firstly fundamental 

procedure of the mentioned optimizers will be discussed   then the research work scenario will 

be discussed. 

As aforementioned, since selection of appropriate gain (K, Kp1, Ki1, Kp, Ki) and time 

constants         for corresponding controllers yield their best output responses, here, in 

this work, three different optimization algorithms such as PSO, DE, and GWO are resorted to 

tune these constants, since improper tuning may lead to sub-optimal outcomes. Now, in order to 

perform above mentioned optimizations, at first, definition of the parameters are needed for these 

algorithms. However, since the optimization method for these algorithms are different, they have 

some similar as well as dissimilar parameters that need to be defined. For instance, maximum 
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population size (100), maximum number of iteration (100), number of runs (30) are listed as 

similar parameters whereas, for PSO, cognitive accelerating coefficient (2) and social 

accelerating coefficient (1.5) for DE, mutation factor (0.9), crossover probability (0.2); for 

GWO, range of weighting factor for prey [2, 0] are itemized as dissimilar parameters, which 

are considered for this work. After defining the parameters for our optimization algorithms, to 

keep the search space within practically feasible limits for these optimization algorithms, we 

restrict the controller parameters by defining upper and lower bounds. 

 In this work, (100, 0.1) for K, Kp1, Ki1, Kp, Ki  and (2, 0.1) are considered for time constant 

parameters (i.e.      ) as upper and lower bound respectively. Additionally, in order to 

perform optimization using these algorithms, an eigenvalue based objective function is resorted 

cited in [58], whose minimization will ensure our desired optimal control parameters. It is to be 

noted that, eigenvalue based objective function exhibits better performance than time domain 

based objective function in terms of computational time [59]. Furthermore, to find the 

preeminent optimization algorithm among these three, we compare their performances in terms 

of elapsed time and best fitness value obtained from multiple runs (30). 

3.9 Time domain analysis 
 

One of the most accurate ways to study LFO problem is time domain analysis where 

consideration of the approximation in the DAE model is ignored. However, time do- main 

simulation lacks some features such as relevant information regarding various weak modes, the 

overriding states variable associated with weak modes and response of those modes to 

parameter variation and other details. Hence, it is suggested for small signal stability analysis to 

perform eigenvalue and time domain analyses, where it is utilized as reciprocal answers for help 

one another and confirm the outcomes.  

In time domain analysis, mode is perturbed and the behavior of state variable is calculated by 

solving differential equations using some numerical integration techniques with the known 

initial values [60, 61, 62]. The initial values in this case, are the initial equilibrium point. In this 

research work, both eigenvalue and time domain analyses have been used. It is to be noted that 

dynamic characteristics of the state such that peak overshoot, peak undershoot, settling time 

can be perceived easily from time domain analysis. When a system is subjected to small 

disturbance it experiences transient reaction which is connected with a oscillation, which might 

be sustained or decaying in nature. The certain behavior of the system relies on the parameters 
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of the system. Since any system can be modeled with a direct differential condition, the 

arrangement of this direct differential condition gives the reaction of the system. From the time 

domain simulation it is seen that, dynamic responses are started at the instant of disturbance and 

oscillation sustains for a specific period until adequate damping is provided. 

 

3.10 Non-parametric statistical test 

Here, in this work, non-parametric statistical test is employed such as Kolmogorov- Smirnov 

and Paired sample t-test to identify presence of significant non-uniformity among above 

mentioned optimizers. For this purpose, each of the optimizers was run several times (30) to 

obtain corresponding fitness values and to supply these fitness values as input to IBM SPSS 

(version 23) software. In case of Kolmogorov- Smirnov test, to identify the nature of data-set 

distribution, two hypotheses such as, H0, the null hypothesis, accepts the data set agreed with 

normal distribution whereas, H1, the alternate hypothesis, rejects the decision of H0 with 5% 

significance level are employed [63]. Nevertheless, for Paired sample t-test, to justify the 

statistically significant correlations among data-set, moreover, two hypotheses based on 

Asymp. Sig. 2-tailed value (i.e. p-value); the null hypothesis H0, accepts if the data sets are 

correlated and the alternative hypothesis H1, admits if the data sets are different with a 

significance level of  0.05 are considered. 
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3.11 Data set for GUPFC equipped SMIB system 
 

To carry out the analysis of the system performance the following data table is adopted for 

this research work [5, 6]. 

Table 3.3 Data set for the study system 
 

Generator data 

   = 1 p.u. 

 

    = 0.6 p.u. 

 

  ́ = 0. 3 p.u. 

D =  0  p.u. M = 8 MJ/MV A    
́  = 5:044 p.u. 

Exciter system 

  =100 

 

  =0.01 sec. 

 

Transformer data 

  =0.25 p.u. 

  =0.50 p.u. 

 

  =0.1 p.u. 

 

 

  = 0.1 p.u. 

 

Network data 

   =0.1 p.u. 

 

   =0.1 p.u. 

 

GUPFC data 

  =0.9990 p.u. 

  =         

 

  =0.8084 p.u.      

  =        

 

  = 0.8084 p.u. 

  =        

dc regulator data 

  =80 

 

  =10 

 

dc link data 

   =2 p.u. 

 

   =1 p.u. 
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Chapter 4 

Analysis of GUPFC 

In this chapter, employing pre-defined parameter for each of the optimizers discussed in the 

section 3.8, optimal values for the controller parameters (i.e. gain and time constants) of PI 

and Lead-Lag is obtained which is discussed in section 4.1. Later, these optimal data are 

adopted for analyzing close-loop eigenvalue and time-domain simulation for various loading 

condition such as nominal, light and heavy load which is discussed in section 4.2 and 4.3 

respectively. Finally, to discern the statistical behavior of the optimizer clearly non-

parametric test results has been discussed in the end of this chapter. 

4.1 Controller parameter optimization results 

The main goal of employing optimization algorithm is to select the optimal parameters from 

the different options to operate system in optimal conditions. In proposed damping controller 

design, three different optimizer such as PSO, DE and GWO are resorted to tune the PI and 

Lead-Lag damping controller for the enhancement of damping ratio. In this work, (100, .01) 

for K,    ,    ,   ,    and (2, .01) are considered for time constant parameters (i.e.   -  ) as 

upper and lower bound respectively. Additionally, in order to perform optimization using 

these algorithms, an eigenvalue based objective function is resorted cited in [58], whose 

minimization will ensure desired optimal control parameters [6, 7]. In this research work the 

optimal control parameters obtained from the optimization algorithm are listed in Table 4.1. 

Table 4.1: Optimized parameters obtained using PSO, DE, and GWO 

 

Controller  Parameters PSO DE GWO 

PI 

    4.9543 3.5214 4.08353 

    5.1884 2.9100 3.28452 

   63.1940 79.6421 79.0321 

   30.0574 0.3284 11.2126 

Lead-lag 

K 80.1116 99.7887 99.5721 

   0.0177 0.02157 .0224 

   0.01 0.01 0.01 

   4.1938 3.24159 3.2890 

   3.7869 1.6377 1.7819 
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It is to be noted from the table presented in Table 4.1 that except lag time constant,    all 

optimal values corresponding to each optimization algorithm are lying within defined search 

space. This implies that search space to select optimal control parameters considered for this 

system are significantly accurate. Moreover, these optimal values listed in Table 4.1 are 

correlated with best elapsed time and fitness value for that particular optimizer, which will be 

discussed later in the section of quantitative analysis.  

4.2 Eigenvalue analysis in close-loop 

Here, in this section, using the data of Table 3.4, eigenvalue analysis of state matrix, A for 

both PI and Lead-Lag controller based close-loop system have been presented, where GWO, 

DE and PSO have been used as optimizers to tune these controllers. The outcomes of the 

above analysis are listed in Table 4.2 and 4.3 respectively, where, it is obvious that all the 

eigenvalues are shifted significantly toward the left half of S-plane for both controllers 

compared to open-loop eigenvalue of corresponding associated state presented in Table 3.3, 

which signifies the overall stability of close-loop system. More precisely, concerned unstable 

mode from open-loop analysis (i.e. δ -  ) which had positive real value of 0.0682, possess 

negative real value in close-loop system. 

Table 4.2: Analysis of eigenvalue with PI integrated controller 

      State  GWO DE PSO 

    -85.4163 -85.4164 
-85.2414 

 

 

  ́ 
-15.7053 -15.6953 -15.6649 

    
 

-2.0251 -1.7271 -3.8959 

    -5.3751  ± 5.4613i -4.9910  ± 5.2171i 

 

-3.7356 ± 4.1752i 

 

  ,   
 

-3.5160 

 

-4.5796 

 -4.1297 ±0.1920i 

-3.1425 
           -3.1379 

   -2.9247e - 15 -1.5587e - 15 
-1.8905e – 15 

 

 

For PI controller, with GWO, DE, and PSO tuned, eigenvalue associated with δ -   have the 

real part of -5.3751, -4.9910 and -3.7356 with damping ratio of 0.0915, 0.0957, and 0.1190 
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respectively. 

Again for Lead-Lag controller, the real part of the eigenvalue associated with δ -   are -

3.2696, -3.3659, and -2.8893 with damping ratio of 0.2237, 0.2219, and 0.1967 respectively 

for each of the tuning algorithms GWO, DE, and PSO. It is observed that damping ratio (-

0.0019) of negatively damped unstable mode associated with δ -   obtained in open-loop 

analysis are improved for all the cases in close-loop system, and more particularly, the 

improvement is superior for GWO algorithm of Lead-Lag controller. 

Table 4.3: Analysis of eigenvalue with Lead-Lag integrated controller. 

State GWO DE PSO 

    -98.7011 -98.7011 -98.7015 

  ́ -1.6635 -1.6792 -1.8816 

    -0.8607 -0.7623 ±0:3108i 

    -3.2696  ± 1.9817i -3.3659 ± 1.9597i -2.8893 ± 2.5179i 

  ,   -8.4310 ± -7.3652 -7.7553 ±1.2114i 
-6.9357 

±1.8862i 

     -98.4864 ±14.8565i -98.5743  ± 13.8422i 99.2091 ±  8.1940i 

   -0.1995 -0.1994 

 

-0.1998 

 
 

Additionally, in open-loop analysis, eigenvalue associated with dc link voltage is -0.0685, 

whereas, under close-loop scenario for both the controllers. It is observed from Table 4.2 and 

4.3 respectively, the corresponding eigenvalues in all cases are shifted toward the left half of 

the s-plane and it is the largest for PI controller tuned with GWO. Now, in order to find the 

best condition from close loop eigenvalue analysis, it is quite challenging to comment on 

overall performance of the optimizers as well as controllers in term of mitigating LFO, since 

eigenvalue corresponding to different states are dissimilar. Hence, time-domain simulation is 

carried out to find the best combination of controller along with its associated tuning 

algorithm, which will provide comparatively better damping effect in mitigating LFO for 

close-loop system. 
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4.3 Time-domain simulation result 

 

To perform time domain simulation, a small perturbation is introduced to the study system by 

employing sudden mechanical input changes after 0.1 second of the starting of the simulation 

with a step change of 0.1 p.u. in order to analyze the performance of the tuned controllers by 

observing the nature of speed deviation in terms of overshoot, undershoot, and settling time. 

It is to be noted that, we perform time domain simulation for nominal load (   = 0.85 p.u., Q 

= 0.115 p.u.), light load (   = 0.3 p.u., Q = 0.015 p.u.), and heavy load (   = 1.2  p.u., Q = 0.4 

p.u.) to validate the effectiveness of tuned controllers, since consideration of such loading 

conditions are more practical and hence, are widely adopted in the literature [34]. Now, 

considering these loading conditions, results of the time domain simulation for tuned PI and 

lead lag controller have been depicted in Fig. 4.1 to Fig. 4.6 respectively. 

 

In case of PI based damping controller of Fig. (4.1-4.3), it is observed that under nominal 

load condition, the peak overshoot (OS) for GWO (0.00135 p.u.) are least among these three 

optimizers. Like nominal load condition, OS of GWO for heavy load (0.0013 p.u.) and for 

light load (0.0015 p.u) are smaller compared to DE and PSO. The settling time of GWO, DE, 

and PSO are 1.6590 sec., 1.6137 sec. and 1.5520 sec. respectively under nominal load 

condition. For heavy load scenario settling time recorded are 1.6236 sec., 1.6138 sec., and 

1.6088 sec. respectively. Similarly the settling time of GWO, DE and PSO are 1.8339 sec., 

1.8318 sec., and 1.8388 sec. respectively under light load condition. It is observed that 

although under nominal load GWO requires a bit longer settling time than PSO and DE, it is 

almost identical for heavy and light load for all three algorithms. Hence, for PI based 

controller, GWO exhibits best performance in term of OS with the sacrifice of a bit of settling 

time under all loading scenarios. 
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Figure 4.1: Time-domain simulation for nominal load condition with PI controller: (a) 

without controller (b) comparison of different optimizer (c) zoom view of overshoot 

 

 

(a) 

(b) 

(c) 
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Figure 4.2: Time-domain simulation for light load condition with PI controller: (a) without 

controller (b) comparison of different optimizer (c) zoom view of overshoot 

 

(a) 

(b) 

(c) 
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Figure 4.3: Time-domain simulation for heavy load condition with PI controller: (a) without 

controller (b) comparison of different optimizer (c) zoom view of overshoot 

 

(a) 

(b) 

(c) 
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Figure 4.4: Time-domain simulation for heavy load condition with Lead-Lag controller: (a) 

without controller (b) comparison of different optimizer  

 

 

 

(a) 

(b) 
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Figure 4.5: Time-domain simulation for light load condition with Lead-Lag controller: (a) 

without controller (b) comparison of different optimizer (c) zoom view of overshoot 

 

 

(a) 

(b) 

(c) 
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Figure 4.6: Time-domain simulation for heavy load condition with Lead-Lag controller: (a) 

without controller (b) comparison of different optimizer (c) zoom view of overshoot 
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Figure 4.7: Effect of different disturbance for nominal load condition with (a) PI controller 

(b) Lead-Lag controller 
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Now, in case of Lead-Lag controller, it is illustrated from Fig. (4.4-4.6) that, GWO shows 

better performance in terms of OS under nominal (0.0013 p.u.), heavy (0.0012 p.u.), and light 

load (0.0014 p.u.) respectively than DE, and PSO. The settling time reported for GWO, DE, 

and PSO are 1.8630 sec., 1.8576 sec., and 1.7325 sec. respectively for nominal load. In case 

of heavy load, settling time recorded for GWO, DE, and PSO are 1.8374 sec. 1.8316 sec., and 

1.8021 sec. respectively. Similarly settling time recorded for light load condition are 2.1020 

sec., 2.1007 sec., and 1.9231 sec. respectively. It is revealed that, GWO and DE exhibit 

almost similar settling time and a little extent greater than PSO. Like PI based damping 

controller, in case of Lead-Lag based controller, GWO demonstrates better performance in 

term of OS with a bit longer settling time than those of DE, and PSO. Here, it is to be noted 

that GWO tuned Lead-Lag controller exhibits better performance than GWO tuned PI 

controller considering OS. Hence, GWO tuned Lead-Lag controller may be selected with 

compromising a bit of settling time. 

 Again, in order to validate the effectiveness of the damping controller under the study 

system, step size disturbance with varying magnitude has been employed. The result shown 

in Fig. 4.7 (a) and 4.7 (b) reveals that with the increase of the strength of disturbance 

overshoot increases and unable to control for a particular operating condition. In this 

research, it is observed that the designed GUPFC based damping controller can sustain the 

disturbance level within a specific operating condition. Level of disturbance exceeding 0.6 

p.u. makes the system unstable which supports the approach of the linearized model.  

4.4 Quantitative analysis 

In this section, quantitative analysis is performed among these optimizers for both controllers 

in order to find out diversity among them, since each of these optimizers deal with certain 

level of probability and likelihood. The outcomes of the quantitative analysis among these 

optimizers in terms of computational time i.e. best, average, and worst elapsed time are 

illustrated in Fig 4.8. It is revealed from the figure that GWO needs least computational time 

for PI and Lead-Lag based controller than DE, and PSO. For best case, the computational 

times are 1.5072 sec. for PI and 1.6758 sec. for Lead-Lag, for average case, the 

computational times are 1.5320 sec. for PI and 1. 6843 sec. for Lead-Lag, and for worst case 

these times are 1.575 sec for PI and 1.7051 sec for Lead-Lag. Now, in the calculation for 

fitness value, GWO and DE exhibit almost identical magnitude compared to PSO for both 

types of controllers. 
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Figure 4.8: Elapsed time comparison among different controller-optimizer pairs 

The calculated fitness values of GWO and DE are -34325.20 for PI and -177654.6262 for 

Lead-Lag in best case; -34324.76 for PI and -177651.4716 for Lead-Lag in average case; -

34324.44 for PI and -177648.3171 for Lead-Lag in worst case. Hence, it is revealed that 

GWO is better for PI and Lead-Lag controller in terms of both elapsed time and fitness value, 

which supports the result obtained in time-domain simulation. 

4.5 Non-Parametric statistical analysis 

As mentioned in previous section, to figure out statistically substantial difference among 

different optimizers and as well as to strengthen the conclusion obtained from time domain 

simulation and quantitative analysis, one sample Kolmogorov-Smirnov (KS) test and paired 

sample t-test for 30 independent test runs are carried out and the data sets are presented in 

Table 4.3, 4.4, and 4.5 respectively. 

Table 4.4: Single Sample Kolmogorov-Smirnov test results for PI controller 

Statistical Parameters PI controller 

GWO DE PSO 

Mean −34324.77 −34324.53 −34321.10 

Standard Deviation 0.33 0.32 1.70 

Most Extreme 
Differences 

Absolute 0.293 0.149 0.087 

Positive 0.206 0.149 0.087 

Negative −0.293 −0.108 −0.066 

Kolmogorov-Smirnov Z 1.605 0.817 0.476 

Asymp. Sig. (2-Tailed) 0.012 0.518 0.976 
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Table 4.5: Single Sample Kolmogorov-Smirnov test results for Lead-Lag controller 

Statistical Parameters Lead-Lag controller 

GWO DE PSO 

Mean −177651.54 −177651.51 −177637.8227 

Standard Deviation 8.45 1.65 6.6316 

Most Extreme              
Differences 

Absolute 0.410 0.183 0.299 

Positive 0.410 0.080 0.299 

Negative −0.306 −0.183 −0.206 

Kolmogorov-Smirnov Z 2.246 1.004 1.635 

Asymp. Sig. (2-Tailed) 0.000 0.266 0.010 
 

From Table 4.5, it is noticed that in case of PI controller, mean value (-34324.77) of GWO 

outperforms the mean value of DE (-34324.53) and PSO (-34321.10). Again, in terms of 

standard deviation, GWO and DE show almost identical performance, which is better than 

PSO. Now, in case of Lead-Lag controller, similar sort of performance is observed for DE 

and GWO in term of mean value, which is better than that of PSO. Again, in term of standard 

deviation, DE (1.65) outperforms the standard deviation of PSO (6.6316) and GWO (8.45). 

Furthermore, the p value (Asymp. Sig.2-tailed) presented in the table V shows that for PI 

controller, GWO (0.012) accepts   , implies that it does not follow normal distribution, 

whereas, DE and PSO are unable to show significant results to support    , and hence, they 

reject    and accept   . Therefore, it can be concluded that GWO data are dissimilar from 

DE and PSO with 95% confidence level. Again, for Lead-Lag based controller, the p value 

(Asymp. Sig.2-tailed) for GWO (0.000) and PSO (0.010) accepts   , implies that they do not 

follow normal distribution, whereas, DE (0.266) reject    and accepts   . Therefore, it can 

be concluded that data sets of GWO and PSO are dissimilar from DE with 95% confidence 

level.                                   

Table 4.6: Paired sample t test results 

Controller Method 
Pair differences 

Mean Correlation t df Sig. (2-tailed) 

 

PI 

DE-PSO −3.4270 −0.70 −10.711 29 0.000 

DE-GWO 0.2392 0.143 3.085 29 0.004 

PSO-GWO 3.6662 0.130 11.883 29 0.000 

 
Lead-lag 

DE-PSO −13.71794 −0.159 −10.608 29 0.000 

DE-GWO 0.06905 −0.0391 −0.041 29 0.968 

PSO-GWO −13.6488 −0.172 −6.444 29 0.000 
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Again, from the Paired sample t - test presented in Table 5, it is observed that Asymp. Sig. 2 

tailed value of the three pairs lies below 0.05 for PI based controller; hence, these reject    

that indicates the uniqueness of the data. Similar types of remarks can be drawn after 

investigating the statistical performance of the optimizers for lead lag controller barring some 

similarities obtained for DE-GWO pair of data, since the value of Sig. 2-tailed lies above 

0.05. 
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Chapter 5 

Conclusion and Recommendations for the Future Works 

5.1 Conclusion 

In this work, a comprehensive study between two conventional damping controller such as PI 

and Lead-Lag controller for a third generation FACTS device (i.e. GUPFC) is presented in order 

to provide damping for mitigating LFO in an SMIB system. With this aim, at first eigenvalue 

analysis has been conducted in open loop condition to demonstrate the feasibility of 

incorporation of controller and to find the unstable mode (EM mode). Then, optimized PI and 

Lead-Lag controller are incorporated separately to the system, which improves the negatively 

damped EM (-0.0019) mode noticeably by shifting all the eigenvalues to the left half of S-plane. 

It is to be noted that, for optimization of both the controllers, three different algorithms are 

adopted such as GWO, DE, and PSO. Later, the settling time and overshoot have been 

investigated through time domain simulation in order to figure out the best combination of 

controller-optimizer pair for the system. Comparative study reveals that to mitigate LFO 

depicted in time domain characteristics, GWO-Lead-Lag combination is better in terms 

overshoot (0.0013 p.u.) with remarkable settling time (1.8321 sec.) under varying load condition. 

Furthermore, to figure out the overall performance, quantitative analysis is performed among 

different controller-optimizer sets, which reveals that in terms of minimum fitness value GWO-

PI (-34324.77) and GWO-Lead-Lag (-177651.51) combination are identical to other 

combinations whereas computational time for both is nearby 14 % less than other combinations. 

It is to be noted that eigenvalue analysis show that GWO tuned Lead-Lag outperforms all other 

controller-optimizer combinations since it produces highest damping effect (0.2237) and less 

settling time (1.8321 sec.). The eigenvalue analysis and time domain simulation results show the 

effectiveness of the proposed controllers and their ability to provide good damping of low 

frequency oscillations. 

5.1 Future Scopes 

To achieve high efficiency and high reliability of power system, many control 

strategies based on advanced control theories have been introduced. Model Predictive 

Control (MPC) is the only practical control method that takes account of system 
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constraints explicitly and the only advanced control method to have been adopted 

widely in industry. To the extension of this research work, MPC can be used as  

controller that usually uses an online optimization in real time to determine control 

signals. The solution to optimization problem can be formulated with the help of the 

system model. At each control interval, an optimization algorithm can be justified to determine 

the system dynamics by computing a sequence of control input values satisfying the control 

specifications. LFO mitigation for Multi-Machine system can be implemented for the same 

loading scenario. Advanced Fuzzy Logic based approach for the optimal design of gain 

parameters for the GUPFC based damping controller can be implemented. The problem of 

selecting optimized parameter for damping controller can be formulated by optimization problem 

with some adaptive controller. In future the performance of the proposed GUPFC based damping 

controller can be compared to phase compensation method.   
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[40] T. Möller, R. Machiraju, K. Mueller, and R. Yagel, “Evaluation and design of
filters using a taylor series expansion,” 1997.

[41] A. Emadi, “Modeling of power electronic loads in ac distribution systems using
the generalized state-space averaging method,” IEEE Transactions on Industrial
Electronics, vol. 51, no. 5, pp. 992–1000, 2004.

[42] C. M. Rimvall and C. P. Jobling, “Computer-aided control system design.,” IEEE
Control Systems Magazine, vol. 13, no. 2, pp. 14–16, 1993.

[43] K. Prasertwong, N. Mithulananthan, and D. Thakur, “Understanding low-
frequency oscillation in power systems,” International Journal of Electrical En-
gineering Education, vol. 47, no. 3, pp. 248–262, 2010.
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