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Abstract

To maximize the network lifetime is a major issue for designing and deploying a
wireless sensor network (WSN). Clustering is a fundamental and effective technique
for utilizing sensor nodes’ energy and extending the network lifetime for wireless
sensor networks. In this paper, we present a new method to elongate the network
lifetime based on the Adaptive Particle Swarm Optimization (APSO) algorithm,
which is an optimized method designed to select the target nodes. Takes into account
both energy efficiency and transmission distance, and relay nodes to alleviate the
excessive energy consumption of the cluster heads. The proposed protocol results in
better distributed sensor and optimized clustering system enhancing the network’s
lifetime. We compare the proposed protocol with comparative protocols by varying
a number of parameters, e.g., the number of nodes, the network area size, and the
position of the base station. Simulation results show that the proposed protocol
performs better against other comparative protocols in different simulations.

This thesis is concerned with the cluster head selection algorithm aiming different
goals like maximize the network lifetime, minimizing total interference etc. This
Adaptive particle swarm optimization based (APSO) algorithm will eliminate the
uncertainty of the cluster head selection problem to attain the goals satisfying certain
robust wireless sensor network.
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Chapter 1

Introduction

1.1 Overview

Wireless sensor networks hold the promise of revolutionizing the way we observe and
interact with physical world in a wide range of application areas. A wireless sensor
network (WSN) is a self-organized wireless network system consisting of a number
of low-power sensors, which are capable of sensing, processing and transmitting the
data to a base station [1]. In WSN applications, the main objective is to moni-
tor and collect sensor data and transmit the data to the BS. Sensors in different
regions of the field can collaborate in data collection and provide more accurate
reports about their regions. Wireless sensor networks (WSNs) are extremely impor-
tant in cyber-physical system (CPS) for observing and recognizing the complicated
physical world at low cost [2]. Most deployed WSNs measure physical parameters
like temperature, pressure, humidity, or location of objects, to improve the fidelity
of reported measurements, and data aggregation reduces the communications over-
head in the network, which leads to significant energy savings [3, 4]. Due to the
low-power, low-cost and multi functional characteristics of sensors, it has become
the main component in WSNs implementation [5]. With the development of cloud
technology [6], the implementation of WSNs in the real life applications like smart
home, battlefield surveillance, health-care applications [7] etc. have increased sig-
nificantly. To explore the roles of WSNs in remote and inconvenient environment
extensive research efforts are been done [8].

In a sensor network, each node works both as a sensor and a router to send data
to the sink. Its computing capability, storage capacity and communications ability
are very limited because of their nature. Since the sensor nodes most of the time
are deployed in harsh environments, the replacement of dead nodes is either very
difficult or expensive. As a result of this, a node in the network must operate for an
extended amount of time without any battery replacement [9]. Energy consumption
can be efficiently managed through adjusting the network topology and regulating
the nodes’ transmission power levels in the routing protocol [10], [11]. The clustering
technique is useful in reducing power usage in routing protocols [12]. In a clustering
architecture, sensor nodes are organized into clusters, where the sensor nodes with
lower energy can be used to perform sensing tasks, and send the sensed data to their
cluster head at a short distance [13, 14, 15, 16]. A node in a cluster can be chosen as
the cluster head (CH) to eliminate correlated data from the members of the cluster,
with the objective of reducing the amount of the aggregated data transmitted to the
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CHAPTER 1. INTRODUCTION

Figure 1.1: An example of the software-defined sensor network with multi-tasks

control server [17]. The clustering approach is able to increase network longevity
and to improve energy efficiency by minimizing overall energy consumption and
balancing energy consumption among the nodes during the network lifetime [18],
[19]. Moreover, it is capable of alleviating channel contention and packet collisions,
resulting in better network throughput under high load [20], [21].

1.2 Problem Statements

With wireless sensor network, the most prominent problem is the energy constraint
of the sensor nodes. The nodes are equipped with very limited amount of energy
source and requires processing of the data. The main problem is though with the
transmission of the data to the sink node or control server. The ratio of consumption
of energy for data collection and transmission is very much high (1:1000). As the
nodes are deployed over an area, the nodes which are at greater distance from the
control server drains the energy most in transmitting data in each round. And these
distant nodes are the nodes which dies very first because of the limited energy of
the sensor nodes. The whole network is wireless and if all the nodes tries to send
data to the control server simultaneously then collision occurs and retransmission of
the data is needed. The retransmission will cost the same extra amount of energy
for the sensor nodes. This is also a major problem for the wireless sensor network.
So, the problem can be divided into two categories:

• Energy Consumption in Transmission of data

• Collisions in the network

Detailed problem formulation will be discussed in the later chapters.
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CHAPTER 1. INTRODUCTION

1.3 Thesis Objectives

An efficient clustering technique can create optimal number of clusters in the net-
work to overcome the above mentioned problem. A number of clustering algorithm
is present in literature [23],[24],[3],[22] aiming to maximize the network lifetime
and avoid collisions among the nodes. However the improvement of these existing
algorithms is still in process. In [23], the authors proposed a uniform clustering
algorithm based on local energy consumption which had a predefined cluster range
irrespective of the density of nodes in the network. Authors in [22],[24], integrated
an evolutionary Particle Swarm Based Optimization (PSO) with WSN networks to
find optimal cluster heads and form clusters, but did not consider the intra-cluster
distance as a parameter. Moreover, these algorithms has a tendency to select the
central node as a cluster head which will ultimately lead to an early death of the
nodes at center. The objective of this thesis is to design a sophisticated clustering
algorithm which will maximize the network lifetime and reduce the collision among
the nodes in the Wireless Sensor Network (WSN).

1.4 Thesis Contributions

For maximization of system capacity proposed approach considers intra-cluster dis-
tance as a parameter along with the residual energy and distance of each node
from the control server while calculating the cluster heads. The contribution of this
paper is to eradicate the shortcomings of the existing algorithms. Our algorithm re-
moved those uniform clustering issues along with a modified approach of the existing
Particle Swarm Based Optimization (PSO) algorithm. After selecting the optimal
number of cluster heads, clusters are formed. And the nodes inside each cluster
follows a TDMA scheduler to send data to their corresponding cluster heads.

For maximizing network lifetime of a network, our approach showed different options
which gives better result than the existing algorithms based on PSO.

1.5 Organization of the Thesis

The rest of the thesis is organized in the following manners. Chapter 2 canvasses
prior works related to our topic of interest. Chapter 3 discusses different aspects of
system model. Chapter 4 discusses the proposed ”PSO based Clustering Algorithm”.
Chapter 5 discusses the performance evaluation of the proposed algorithm along with
the existing one. Finally, chapter 6 draws the conclusion.
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Chapter 2

Literature Review

2.1 Related Work

Numerous amount of thesis work has been done on WSN since the development of
it. Because of the limitations of a wireless sensor network, to maximize the network
lifetime a lot approaches are proposed. LEACH protocol [11] is one of the most well
known WSN clustering protocols, it was one of the first protocol to implement clus-
tering in WSN. The protocol selects a cluster head (CH) based on a predetermined
probability of rotating the CH role among the sensor nodes to avoid first depletion
of CH’s energy. However, the selection of CHs is random. Resulting in a node with
low energy maybe chosen as the CH, and the CHs may not evenly distributed. Fur-
thermore, the LEACH protocol requires that the transmission between the CHs and
the control server be completed via a single hop, which consumes a large amount of
energy and destroy the energy balance of nodes if the CHs are located far away from
the control server. The LEACH-centralized (LEACH-C) protocol is proposed as an
improvement over LEACH, which uses a centralized clustering algorithm to form
the clusters. LEACH-C increases the network performance through creating better
clusters by disappearing the CHs throughout the network. The information on the
residual energy of the nodes is taken into account in the probability formula, so the
nodes with higher energy are more likely to be selected as the CHs. But LEACH
and LEACH-C have not been able to use effective CH selection methods, and the
distribution of CHs is random, which leads to the overload of energy consumption.
As a result, BCDCP [16] is proposed to form more balanced clusters. In BCDCP,
each cluster head servers an approximately equal number of member nodes so as to
avoid cluster head overload, and the CHs utilize CH-to-CH routing to transfer data
to the control server.

The above protocols focus only on uniform energy consumption of the nodes. To
further prolong network lifetime, some location-aware protocols are proposed to
reduce the transmission costs among the nodes. In the HEED protocol [12], cluster
heads are selected based on the nodes’ residual energy plus a secondary parameter,
such as the nodes’ proximity to its neighbors or node degree. The cluster heads
send data to the control server via multi-hop communications. HEED ensures that
only one CH within a certain range achieves the uniform CH distribution across the
network. Therefore, the head nodes consume a great deal of power in the HEED
protocol, resulting in their quick depletion of energy. The EECS protocol [25] leads
to a fair distribution for cluster heads, in which cluster heads are selected based
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CHAPTER 2. LITERATURE REVIEW

on the residual energy and location of nodes. In EECS, a competitive algorithm
is suggested for the CH selection phase, and a fixed competition range is specified
for each volunteer node. Any node that finds itself more powerful than the others
in its competition radius will introduce itself as a CH and broadcasts to all the
other nodes. However, this algorithm causes a potential problem in dense networks
for having too many nodes competing for being a CH. The TCAC protocol [26]
improves the performance of the EECS protocol, which dynamically controls the
nodes’ transmission power levels to minimize network energy consumption while
ensuring inter-cluster connectivity. The selected CHs send the data to the control
server directly. The Hausdorff clustering method [27] introduces a greedy algorithm
to select cluster heads based on the location, communication efficiency and network
connectivity, while the clusters are formed only once. Therefore residual energy of
the nodes consume quickly when the clusters are organized inefficiently at the first
time. In [23], a LECP-CP protocol is proposed, and the core of which includes a
novel cluster head election algorithm and inter-cluster communication routing tree
construction algorithm, both based on the predicted local energy consumption ratio
of nodes. What’s more, the protocol also provide a more accurate and realistic
cluster radius to minimize the energy consumption of the entire network.

In most applications, the control server is far from the sensor network, and thus the
cluster heads have to consume much more energy than the other nodes. Thus, task
allocation can be done in such a way that the sensor nodes paly a significant role
in improving energy efficiency. For example, relay nodes can be used to balance the
heavy consumption of the cluster heads. In SEECH [28], some nodes with higher
residual energy are selected as the relay nodes, and the CH chooses the closest relay
node as its next hop. Thus, the CH collect and aggregates data from all the cluster
members, and then transfers the data to the relay node, which relays the data to the
control server. In this way, the relay node can share the CH’s data transmission, and
thus helps offload the CH’s energy consumption. However, two or more CHs may
choose the same relay nodes, which will expedite the energy depletion of the selected
relay nodes. In addition, extra energy consumption is required when a CH chooses
its relay node. Moreover, the location of nodes is not taken into consideration in
the selection of relay nodes.

Although the aforementioned protocols are able to prolong network lifetime to some
extent, there is no guarantee that the selected node is best fit as a cluster head. There
are two main reasons. Firstly, some nodes with lower energy are probabilistically
determined as the cluster heads, which will exacerbate the energy consumption of
these nodes. Secondly, some nodes are not suitable to be at the center of a cluster
because of their location. If a node near the boundary of the network is selected
as a cluster head, energy consumption will increase because the cluster head is
far from the BS. In [22], a non-linear PSO optimization method in the algorithm
to select cluster heads. The authors in their proposed algorithm considered two
basic parameters, the distance between the control server and sensor nodes, and the
residual energy of every sensor node.
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Chapter 3

System Model

3.1 Network Model

A wireless sensor network of N sensor nodes is considered, which is deployed in a
field to monitor the environment continuously. A sensor node consists of the mi-
crocontroller unit, communication unit and power management unit. The following
assumptions about the sensor network and sensor nodes are made:

• Each sensor node has the same ability to operate either in the sensing mode
to perceive environmental parameters, or in the communication mode to send
data among one another or directly to the control server, and each node can
gather data packets from the cluster members when acting as the CH;

• Each node has a data link capable of handling all data traffic;

• Each node is assigned an index according to its location;

• The sensor nodes and the control server are stationary after deployment, which
is typical for sensor network applications;

• Initial energy is fair for each sensor node, and the network is considered ho-
mogeneous;

• All the nodes are left unattended after deployment. That is, it is impossible
to recharge battery;

• All the nodes measure the environmental parameters at a fixed rate and send
data periodically to the target nodes;

• Each node has a fixed number of transmission power levels. The nodes are
capable of adjusting their transmission power in accordance with the distance
to the desired recipient;

• The links between nodes are symmetric. A node can estimate the distance to
another node only based on the received signal power;

• The sensed information is highly correlated, so the cluster head aggregate the
data gathered from its cluster into a fixed-length packet; and

• The control server is externally powered.
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CHAPTER 3. SYSTEM MODEL

3.2 Energy Consumption Model for WSN Nodes

A simplified model shown in figure 1.1 is considered in this paper for communication
energy consumption in consideration of path losses [?], [?]. Either the free space
(d2 power loss) or the multipath fading (d4 power loss) channel model is employed,
according to the distance between the transmitter and receiver. Power control can
be used to compensate for this loss. If the distance is less than a threshold d0, the
free space model is used; otherwise, the multipath model is adopted. The required
energy for transmitting a k-bit packet over distance d is

ETX(k, d) =

{
k ×Eelec + k × Efs × d2, if d < d0

k ×Eelec + k × Emp × d4, if d > d0

And for the control nodes, the energy consumed while integrating a k-bit of data is

ETX(k, d) =

{
k ×(Eelec + EDA) + k × Efs × d2, if d < d0

k ×(Eelec + EDA) + k × Emp × d4, if d > d0

where ETX is the transmission energy, EDA is the amount of energy needed to
aggregate data packet, Efs is the energy used for reception, d is the distance between
two nodes or between a node and the sink, Eelec is the energy dissipated per bit to
the transmitter or receiver circuit, which depends on factors such as channel coding,
modulation, filtering, and spreading of the signal. Efs and Emp depend on the
transmitter amplifier model, k is the length of the data transmitted, and d0 is the
transmission distance threshold given by

d0 =

√
Efs

Emp

(3.1)

To receive a k-bit message, the radio consumes the following energy

ERX(k) = k × Eelec (3.2)

3.3 Network Lifetime Model

In most applications, a network would still function effectively when some nodes fail.
Especially when a large number of sensor nodes are deployed in an area, a node has
several adjacent neighbors equipped with the same sensing equipment, so that the
network will be able to co pe with the failure of some nodes. Thus, the time until
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CHAPTER 3. SYSTEM MODEL

the first node died (FND) is not the only metric to evaluate the network lifetime
[1], [?]. As a result, the lifetime that a part of nodes die (PND) is a more effective
metric when evaluating the performance in scenarios of high node density [3], [4].
We describe the lifetime of the network as follows:

T k
N = T [ξ =

k

N
] (3.3)

where N is the number of sensors in the network. k is the number of alive nodes.
The equation shows that the definition of PND lifetime is time until the fraction of
alive nodes falls below a predefined threshold ξ.
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Chapter 4

Proposed Method

4.1 Problem Formulation

4.1.1 Cluster Setup Phase:

At the beginning of cluster setup phase each node transmits a nodemsg to control
server. The message contains node id and node residual energy. The control server
calculated intra-node distance matrix dst. Using received information, control server
also executes following algorithm to select cluster heads.

Limitations Found We worked on [22] paper, the limitations that we found
from that paper, we have worked on those problems. The limitations are:

• When the algorithm is executed to select the cluster heads for the first time
i.e. when energy of all nodes are equal, the only factor that decides CH is
distance of nodes from control server. That is because the ratio of the average
residual energy of the probable CHs and other nodes is equal to one. As a
result the nodes closest to control server are selected as cluster heads. That
is because when the nodes closest to control server are selected as CH, the
ratio of avg distances of common nodes to that of CHs becomes maximum.
As a result fitness values are maximum. This results uneven distribution of
CHs where all CHs are grouped into one place near the control server. This
scenario is not energy efficient.

• One of the parameters that influences overall energy consumption in a network
is the distance between CHs and cluster members. From equation 4.1 we can
see that PSO based approach only considers residual energies and distance
between nodes and base stations.

• The version of PSO algorithm used converges rapidly during the initial stage
of the search, but often slows down considerably and can get trapped into
local optima. The reason is that each particle evolves only around its personal
best and global best. But the global optima might be around other particle’s
personal best also.

14



CHAPTER 4. PROPOSED METHOD

4.1.2 Proposed Modifications

To overcome the limitations that we found on the paper [22], we made the following
modifications-

• We updated the fitness function to include distance between CHs and cluster
members.

• We implemented an adaptive version of PSO to prevent it from converging
into local optima.

4.1.3 Fitness Function Modification:

The fitness function in our proposed algorithm contains three parts. Like previous
algorithm it contains the ratio of average distances of common nodes to that of CHs
from control server. It also contains the ratio of the average residual energy of the
probable CHs and other nodes. But to ensure proper distribution of cluster heads
even when the energy is uniform for all nodes, we have added average distance
between probable CHs and cluster members. The fitness function formula is as
follows:

f = γf1 + δf2 + βf3 = γ
ECH

Ecommon

+ δ
dcommon

dCH

+ β
1

dicd
(4.1)

where

γ + δ = 1, 5 ≤ β ≥ 10. (4.2)

where dicd is the average intra-cluster distance, ECH is the average residual energy
of the CHs, while Ecommon is the average residual energy of the common nodes
or non-CH nodes. Here, dCH is the average distance between the cluster heads
and the control server, and dcommon is the average distance between the common
nodes and the control server. One concern here might be the complexity increase
in calculating dicd for each particle in each iterations. To reduce complexity of
calculating dicd control server calculates and stores an inter-node distance matrix
dst before execution of the algorithm, where dst[i,j] = distance between nodes i and
j . Then in each iteration for each particle we can look up the values in dst and take
the minimum distance between the node and CHs as the distance. This reduces the
overhead of computing the distance between two nodes from their coordinates in
each iteration for each particles.

4.1.4 Adaptive PSO Algorithm:

We used an adaptive PSO used by them instead of traditional PSO algorithm. It
has the following modifications-

• We divide the search space uniformly into several segments. Then from each
segment we select one particle only. If we initiate 50 particle then we need
to divide the search space into 50 segments uniformly distributed. This can
prevent converging into local optima. On the other hand, this practice may
help to find global faster.
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CHAPTER 4. PROPOSED METHOD

Figure 4.1: Flowchart of the network operation, including clustering setup phase
and data transmission phase
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CHAPTER 4. PROPOSED METHOD

• The information sharing is made stronger in the model used in the model we
have used. Social information of the swarm is used to determine velocity of
next iteration. Every swarm show interest or takes information in all other
swarms that have better fitness value than its own. The particles in the swarm
that have better fitness value will guide other particles in attaining better
fitness value. What it means is that the velocity of the particle in the next
iteration will depend not only personal best and global best but also on the
personal best of other particles that has better fitness values than itself. As
particles are not considering only one global best it has hardly got any chance
in getting stuck in local optima.

• In traditional PSO used here, the learning factors C1 & C2 are constant. In
the adaptive PSO fitness value is used to adjust the learning factors. How
much interest a swarm shows in other swarms depends on the fitness values.
For this all the swarms are ranked as per fitness functions in each iterations.
The swarm with largest fitness value is ranked 1 and so on. The particle with
rank m will follow only particles 1,2,. . . . . . . . . ,n-1. This will help swarms get
out of local optima even when they fall into one.

• The velocity updating equation of proposed algorithm –

vid = vid×wid+
1

rank(i)
×rand()×(pbest[i]−xi)+socialinformation(i); (4.3)

xi = xi + vi; (4.4)

where

socialinformation(i)
{
posx ← 0.0
for each particle k of the population
if fitness[k] is better than fitness[i]

posx← posx+
1

rank(k)
×rand()×(pbest[i]−xi)+socialinformation(i); (4.5)

if (posx> vmax ) return vmax;
else return posx ;
}

Algorithm: CH selection algorithm

4.1.5 Cluster Formation:

After the CHs have been selected by the control server, the following steps are
executed to finally form clusters-

17



CHAPTER 4. PROPOSED METHOD

Algorithm 1 Cluster Head selection algorithm

1: procedure CHS(distance,Energy)
2: Initialization:
3: while Max number of iterations reached do
4: for each particle do do
5: Calculate the energy parameters and distance parameters
6: Compute the value of fitness function as per equation ??
7: Change the weight as per equation ??
8: Update velocity and position as per equation ??
9: Update the CH

10: end for
11: end while
12: end procedure

• Control server broadcast a message containing IDs of the CH. CHs upon re-
ceiving the message can understand they have been selected as a CH. Then
selected CHs broadcasts a CHadv message using non-persistent CSMA-CA
protocol. The message contains packet identifier as CHadv message and node
ID.

• Common nodes select the CH closest to them by analyzing received signal
strength of received CHadv messages.

• After selecting closest CH, common nodes transmit JOINREQ message for
selected CHs. The JOINREQ message contain node id, CH id.

• CHs can get information about the cluster members from the JOINREQ
messages. After receiving all messages intended for it, CHs assign different
tasks to different nodes and sets up a TDMA schedule for each nodes. Common
nodes can transmit to CH only in its TDMA slot. This helps to avoid collision
of transmitted data.

Each node transmit data to CH only in its TDMA slot. That is why nodes need
to be synchronized to avoid collision. Control server periodically transmits syn-
chronization pulse to synchronize the nodes. Common nodes can sleep all the time
except its TDMA slots. This reduces wastage of energy more. CHs need to remain
awake all the time to receive data from cluster members.

Data Transmission Phase:
The common nodes send data to the CHs according to TDMA scheduler. CHs
aggregate data and remove redundancy from collected data. Then CHs compress
the data and send to BS. BS remain awake all the time to collect data from common
nodes.

18



Chapter 5

Performance Evaluation

5.1 Simulations and Result Analysis

In this section, we evaluate out proposed adaptive PSO based algorithm’s perfor-
mance against traditional PSO based approach. The simulation model was devel-
oped in MATLAB. The network lifetime is the timespan from deployment to the
time when the network is considered to be non-functional [5]. For the periodic data
collection applications, the network lifetime is considered to the time between the
network initiations up to the time when the first node dies. Our main objective
is to enhance network lifetime by efficiently selecting CHs. To make the results
more reliable, average value are taken from 20 simulation runs. Table 5.1 lists the
parameters of simulation in cells.

Type Parameter Value

Network
Area (0,0) (100,100)

Location of data sink (50,175)
Initial Energy 2J

Radio Model

Eelec 50nJ/bit
Efs 10pJ/bit/m2

Emp 0.0013pJ/bit/m4

d0 75m
EDA 5nJ/bit/signal

Table 5.1: Simulation Parameters

The network is uniformly spread into a 100x100 units area. The initial energy
is uniform (2J) for all nodes. Along with network lifetime following performance
matrices have been evaluated:

• Last node dies (LND)

• Half node dies (HND)

• Optimal Number of Cluster Heads
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CHAPTER 5. PERFORMANCE EVALUATION

(a) Non linear PSO based approach (b) Proposed PSO based approach

Figure 5.1: Selection of Cluster heads

5.1.1 Selection of Cluster heads

The figure 5.1 depict the cluster heads selected by PSO based approach and proposed
adaptive PSO based approach respectively. The red dots are CHs and blue ones are
common nodes. From the figures it can be seen that traditional PSO based approach
does not select Chs uniformly when energy of all nodes are uniform. Most of the
CHs are grouped near BS. On the other hand our proposed adaptive PSO based
approach has been able to select cluster heads uniformly distributed in the network.
This is because our proposed fitness function considers intracluster distance while
the original algorithm does not.

5.1.2 Network Lifetime

Figure 5.2: Comparision of network Lifetime
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The figure 5.2 shows network lifetime comparison of the two algorithms. As we
can see our proposed algorithm can ensure much better lifetime when initial energy
is uniform. The network lifetime is measured in no. of rounds of data transmission.
The reason for increased lifetime is the fact that the CHs are evenly distributed.
As a result loads are balanced over all the CHs. So unlike proposed PSO based
algorithm, where some CHs in this scenario will have to manage more loads than
others, the drainage of CHs are almost uniform in our proposed algorithm.

5.1.3 Lifetime Comparision in Number of Rounds

Figure 5.3: Comparision of network Lifetime with respect to number of rounds

The figure 5.3 shows after how many rounds of transmissions half of the nodes die
and after how many rounds last node dies. We can see that although our proposed
algorithm has been able to increase network lifetime, it has not made that significant
improvement in half node dies. The no. of rounds after which last node dies is almost
same for both algorithms.

5.1.4 Optimal Number of Cluster Heads

In our proposed approach as well as PSO based approach, initially maximum possible
no. of CHs is needed to be specified. If each particle in the swarm is n-dimensional
then there will be at best n no. of CHs selected. So in order to attain maximum
energy efficiency we need to find out maximum no of CHs. If we specify the number
too small, then each CHs will have massive load and will be depleted fast. As a result
network lifetime will be reduced. If we let maximum possible no. of CHs larger, that
won’t be efficient also. Because more CH means more nodes directly communicating
with BS. Another reason is redundant data transmission. CHs reduce redundancy
from collected data and send to BS. If more nodes are selected as CH redundancy in
transmitted data is reduced. The figure 5.4 shows different network lifetimes against
different number of CHs. It is seen from the graph that for the scenario we have
used for experimentation, we will get optimum network lifetime for 14 CHs.
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Figure 5.4: Comparision between the proposed protocol and the PSO-based protocol
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Chapter 6

Conclusion and Future Works

Considering the intra-cluster distance along with the along with residual energy
and distance to the control server increases the network lifetime significantly. To
maximize the network lifetime of Wireless sensor network (WSN), our proposed
algorithm performs good. The overall observation of the proposed algorithm is that
it has higher fitness function value and it reaches much more faster than the existing
PSO based algorithm. The proposed algorithm however shows almost similar output
when it comes to the network lifetime for half of the nodes in the network and all the
nodes. The nodes dies after almost similar number of rounds for both the proposed
algorithm and the existing one.

Our future work includes the improvement of the proposed algorithm emphasizing
in the better throughput in case of distributing the sensor nodes and enhancing the
network’s lifetime. Relay nodes can be added to release the extensive pressure on
the cluster heads and this can maximize the network lifetime.

23



Bibliography

[1] Liu, Xuxun. ”Atypical hierarchical routing protocols for wireless sensor networks:
A review.” IEEE Sensors Journal 15.10 (2015): 5372-5383.

[2] Li, Jianzhong, et al. ”Approximate physical world reconstruction algorithms in
sensor networks.” IEEE Transactions on Parallel and Distributed Systems 25.12
(2014): 3099-3110.

[3] Younis, Ossama, Marwan Krunz, and Srinivasan Ramasubramanian. ”Node clus-
tering in wireless sensor networks: recent developments and deployment chal-
lenges.” IEEE network 20.3 (2006): 20-25.

[4] Mo, Yijun, et al. ”A sink-oriented layered clustering protocol for wireless sensor
networks.” Mobile Networks and Applications 18.5 (2013): 639-650.

[5] Chen, Quanjun, Salil S. Kanhere, and Mahbub Hassan. ”Analysis of per-node
traffic load in multi-hop wireless sensor networks.” IEEE transactions on wireless
communications 8.2 (2009): 958-967.

[6] Chen, Min, et al. ”AIWAC: Affective interaction through wearable computing
and cloud technology.” IEEE Wireless Communications 22.1 (2015): 20-27.

[7] Zhang, Yin, et al. ”Health-CPS: Healthcare cyber-physical system assisted by
cloud and big data.” IEEE Systems Journal 11.1 (2017): 88-95.

[8] de la Piedra, Antonio, et al. ”Wireless sensor networks for environmental re-
search: A survey on limitations and challenges.” EUROCON, 2013 IEEE. IEEE,
2013.

[9] Singh, Buddha, and Daya Krishan Lobiyal. ”A novel energy-aware cluster head
selection based on particle swarm optimization for wireless sensor networks.”
Human-Centric Computing and Information Sciences 2.1 (2012): 13.

[10] Tang, J. D., and Ming Cai. ”Energy-balancing routing algorithm based on
LEACH protocol.” Comput. Eng. 39.7 (2013): 133-136.

[11] Heinzelman, Wendi Rabiner, Anantha Chandrakasan, and Hari Balakrishnan.
”Energy-efficient communication protocol for wireless microsensor networks.” Sys-
tem sciences, 2000. Proceedings of the 33rd annual Hawaii international conference
on. IEEE, 2000.

[12] Younis, Ossama, and Sonia Fahmy. ”HEED: a hybrid, energy-efficient, dis-
tributed clustering approach for ad hoc sensor networks.” IEEE Transactions on
mobile computing 3.4 (2004): 366-379.

24



BIBLIOGRAPHY

[13] Kong, Hyung Yun. ”Energy efficient cooperative LEACH protocol for wireless
sensor networks.” Journal of Communications and Networks 12.4 (2010): 358-365.

[14] Gautam, Navin, and Jae-Young Pyun. ”Distance aware intelligent clustering
protocol for wireless sensor networks.” Journal of communications and networks
12.2 (2010): 122-129.

[15] Manjeshwar, Arati, Qing-An Zeng, and Dharma P. Agrawal. ”An analyti-
cal model for information retrieval in wireless sensor networks using enhanced
APTEEN protocol.” IEEE transactions on Parallel and Distributed Systems 13.12
(2002): 1290-1302.

[16] Muruganathan, Siva D., et al. ”A centralized energy-efficient routing protocol
for wireless sensor networks.” IEEE Communications Magazine 43.3 (2005): S8-
13.

[17] Akkaya, Kemal, and Mohamed Younis. ”A survey on routing protocols for
wireless sensor networks.” Ad hoc networks 3.3 (2005): 325-349.

[18] Yu, Jiguo, et al. ”A cluster-based routing protocol for wireless sensor networks
with nonuniform node distribution.” AEU-International Journal of Electronics
and Communications 66.1 (2012): 54-61.

[19] Yu, Jiguo, et al. ”An energy-aware distributed unequal clustering protocol for
wireless sensor networks.” International Journal of Distributed Sensor Networks
7.1 (2011): 202145.

[20] Chamam, Ali, and Samuel Pierre. ”On the planning of wireless sensor networks:
Energy-efficient clustering under the joint routing and coverage constraint.” IEEE
Transactions on Mobile Computing 8.8 (2009): 1077-1086.

[21] Singh, Shio Kumar, M. P. Singh, and D. K. Singh. ”A survey of energy-efficient
hierarchical cluster-based routing in wireless sensor networks.” International Jour-
nal of Advanced Networking and Application (IJANA) 2.02 (2010): 570-580.

[22] Xiang, Wei, Ning Wang, and Yuan Zhou. ”An energy-efficient routing algorithm
for software-defined wireless sensor networks.” IEEE Sensors Journal 16.20 (2016):
7393-7400.

[23] Yu, Jiguo, et al. ”A local energy consumption prediction-based clustering pro-
tocol for wireless sensor networks.” Sensors 14.12 (2014): 23017-23040.

[24] Zhou, Yuan, Ning Wang, and Wei Xiang. ”Clustering hierarchy protocol in wire-
less sensor networks using an improved PSO algorithm.” IEEE Access 5 (2017):
2241-2253.

[25] Ye, Mao, et al. ”EECS: an energy efficient clustering scheme in wireless sen-
sor networks.” Performance, Computing, and Communications Conference, 2005.
IPCCC 2005. 24th IEEE International. IEEE, 2005.

[26] Dahnil, Dahlila P., Yashwant Prasad Singh, and Chin Kuan Ho. ”Topology-
controlled adaptive clustering for uniformity and increased lifetime in wireless
sensor networks.” IET Wireless Sensor Systems 2.4 (2012): 318-327.

25



BIBLIOGRAPHY

[27] Zhu, Xiaorong, Lianfeng Shen, and Tak-Shing Peter Yum. ”Hausdorff clustering
and minimum energy routing for wireless sensor networks.” IEEE transactions on
vehicular technology 58.2 (2009): 990-997.

[28] Tarhani, Mehdi, Yousef S. Kavian, and Saman Siavoshi. ”SEECH: Scalable
energy efficient clustering hierarchy protocol in wireless sensor networks.” IEEE
Sensors Journal 14.11 (2014): 3944-3954.

26


