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Abstract 
B.Sc in Computer Science and Engineering 

Sentiment Analysis of comments having emoticon feedback   
By Md. Mahfuz Ibn Alam (144411) , Mehadi Hasan (144417) 

 
Sentiment analysis refers to the inference of people’s views, positions and 

attitudes in their written or spoken texts. Before the coining of the term, the field 
was studied under names such as subjectivity, point of view and opinion mining. 
Nowadays, the field is rapidly evolving due to the rise of new platforms such as 
blogs, social media and user-generated reviews. Two main research directions can 
be identified in the literature of sentiment analysis on microblogs. First direction is 
concerned with finding new methods to run such analysis, such as performing 
sentiment label propagation on Twitter follower graphs, and employing social 
relations for user-level sentiment analysis. The second direction is focused on 
identifying new sets of features to add to the trained model for sentiment 
identification, such as microblogging features including hashtags, emoticons, the 
presence of intensifiers such as all-caps and character repetitions etc., and 
sentiment topic features. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

4 
 

Acknowledgements 
 
In full gratitude, we would like to acknowledge the following individuals who 

encouraged, inspired, supported, assisted, and sacrificed themselves to help our 
pursuit of the successful thesis work. 

From our academy, we would like to thanks Dr.Abu Raihan Mostofa Kamal, 
Professor, CSE, IUT for the continuous support of our thesis work and related 
research, for his patience, motivation, and immense knowledge. His guidance 
helped us in all the time of research and writing of this thesis. 

We would also like to thanks Md. Rafiqul Islam, Assistant Professor, CSE, City 
University for his insightful comments and encouragement, but also for the hard 
question which incented us to widen our research from various perspectives. 

Last but not the least, we would like to thank our families for supporting us 
spiritually throughout the writing of this thesis and our life in general. 

With Regards, 
Md. Mahfuz Ibn Alam (144411) 
Mehadi Hasan (144417)  
  



 

5 
 

Contents 

Declaration of Authorship ........................................................................................ 2 

Abstract .................................................................................................................... 3 

Acknowledgements .................................................................................................. 4 

Introduction ............................................................................................................. 7 
1.1 Motivation ................................................................................................ 7 

1.2 Thesis Contribution .................................................................................. 8 

1.3 Thesis Outline........................................................................................... 8 

Background .............................................................................................................. 9 
2.1 Naïve Bayes: ................................................................................................... 9 

2.2 Maximum Entropy: ........................................................................................ 9 

2.3 Support Vector Machines (Kernels): ............................................................ 10 

2.3.1 Linear Kernel SVM: ................................................................................ 10 

2.4 K-Nearest Neighbor: ..................................................................................... 11 

2.4.1 Algorithm: .............................................................................................. 11 

Literature Review ................................................................................................... 13 
3.1 Twitter sentiment classification using distant supervision. ......................... 13 

3.2 Sentiment analysis of twitter data. .............................................................. 13 

3.3 Semantic sentiment analysis of twitter ....................................................... 15 

Proposed Method .................................................................................................. 16 
4.1 Data Collection: ............................................................................................ 16 

4.2 Data Pre-Processing: .............................................................................. 16 

4.3 Feature Extraction: ................................................................................ 17 

4.3.1 Extracting Lexicon based feature for the comments: ........................ 17 

4.3.2 6 new features vector from reactions feedback: ............................... 17 

4.4 Classification: ......................................................................................... 18 

Results: ................................................................................................................... 19 
5.1 Linear SVM: .................................................................................................. 19 

5.2 Quadratic SVM: ............................................................................................ 20 

5.3 KNN: ............................................................................................................. 21 

Conclusion and Future Work.................................................................................. 24 
6.1 Conclusion .............................................................................................. 24 

6.2      Limitations ............................................................................................... 24 

6.3 Future Work ........................................................................................... 24 

Bibliography ........................................................................................................... 25 
 



 

6 
 

 

Table of figures 

Figure 3.2: Predefined table of polarity ........................................ 14 

Figure 4.1: Sample training data ................................................... 16 

Figure 4.2: Sample training data with manual response ............... 17 

Figure 4.3: aging factor curve ....................................................... 18 

Figure 5.1(a): confusion matrix for linear SVM ............................. 19 

Figure 5.1(b): ROC curve for linear SVM ....................................... 20 

Figure 5.2(a): confusion matrix for quadratic SVM ....................... 20 

Figure 5.2(b): ROC curve for quadratic SVM ................................. 21 

Figure 5.3(a): confusion matrix for KNN where k=5 ...................... 21 

Figure 5.3(b): confusion matrix for KNN where k=10 .................... 22 

Figure 5.3(c): ROC curve for KNN where k=5 ................................ 22 

Figure 5.3(d): ROC curve for KNN where k=10 .............................. 23 

Figure 5.3(e): Result table for all classification.............................. 23 

 

 

  



 

7 
 

 
 

Chapter 1 
 

Introduction 

1.1 Motivation 
Sentiment =  

- Feelings  
- Attitudes  
- Emotions  
- Opinions  

Subjective impressions, not facts.Generally, a binary opposition in opinions is 
assumed .For/against: 

- Like/Dislike  
- Good/bad 
- Positive/negative  

Some sentiment analysis jargon:  
– “Semantic orientation”  
– “Polarity” 

Sometimes referred to as opinion mining, although the emphasis in this case is 
on extraction 

It is very difficult to survey customers who didn't buy the company's laptop 
Instead, you could use SA to: 

A) Search the web for opinions and reviews of this and competing laptops. Blogs, 
Facebook comments, amazon, tweets, etc.  

B) Create condensed versions or a digest of consensus points. 
Insights and applications from SA have been useful in other areas  

– Politics/political science  
– Law/policy making  
– Sociology  
– Psychology 
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1.2 Thesis Contribution  
 

The contribution of this thesis is as follows: 

1.  Data collection: As the comment or user review with reactions 
feedback is not available so we have to collect the data from Facebook public 
post using fb graph API. And a python script to fetch the data into csv format. 

 
2. Feature extraction: Adding 6 new feature with lexicon based model 

using reaction feedback data of the individual comment. So that this feature 
provide more values on the comment. 

 

1.3 Thesis Outline 
The paper is organized as follows: Chapter 2 provides a short overview of 
Naïve Bayes, Maximum Entropy, SVM, KNN classifier; Chapter 3 discusses the state 
of the art in the field; Chapter 4 discusses Proposed solution; Chapter 5 shows the 
results; and Chapter 6 concludes the paper and presents future work. 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 



 

9 
 

Chapter 2 
 

Background 

2.1 Naïve Bayes: 
NB is a probabilistic classifier, where the assignment of a sentiment class c to a 

given tweet w can be computed as: 

      
where Nw is the total number of words in tweet w, P(c) is the prior probability 

of a tweet appearing in class c, P(wi |c) is the conditional probability of word wi 
occurring in a tweet of class c. 

In multinomial NB, P(c) can be estimated by P(c) = Nc/N Where Nc is the number 
of tweets in class c and N is the total number of tweets. P(wi |c) can be estimated 
using maximum likelihood with Laplace smoothing: 

 
where N(w, c) is the occurrence frequency of word w in all training tweets of 

class c and |V| is the number of words in the vocabulary. 
 

2.2 Maximum Entropy: 
The idea behind Maximum Entropy models is that one should prefer the most 

uniform models that satisfy a given constraint. MaxEnt models are feature-based 
models. In a two class scenario, it is the same as using logistic regression to find a 
distribution over the classes. MaxEnt makes no independence assumptions for its 
features, unlike Naive Bayes. 

This means we can add features like bigrams and phrases to MaxEnt without 
worrying about features overlapping. The model is represented by the following: 
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In this formula, c is the class, d is the tweet, and λ is a weight vector. The weight 
vectors decide the significance of a feature in classification. A higher weight means 
that the feature is a strong indicator for the class. The weight vector is found by 
numerical optimization of the lambdas so as to maximize the conditional 
probability. They use the Stanford Classifier to perform MaxEnt classification. For 
training the weights they used conjugate gradient ascent and added smoothing (L2 
regularization). 

Theoretically, MaxEnt performs better than Naive Bayes because it handles 
feature overlap better. However, in practice, Naive Bayes can still perform well on a 
variety of problems 
 

2.3 Support Vector Machines (Kernels):  
The SVM algorithm is implemented in practice using a kernel. The learning of 

the hyperplane in linear SVM is done by transforming the problem using some 
linear algebra, which is out of the scope of this introduction to SVM. A powerful 
insight is that the linear SVM can be rephrased using the inner product of any two 
given observations, rather than the observations themselves. The inner product 
between two vectors is the sum of the multiplication of each pair of input values. 
For example, the inner product of the vectors [2, 3] and [5, 6] is 2*5 + 3*6 or 28. 
The equation for making a prediction for a new input using the dot product 
between the input (x) and each support vector (xi) is calculated as follows: 

 F(x) = B0 + sum (ai * (x,xi))  
This is an equation that involves calculating the inner products of a new input 

vector (x) with all support vectors in training data. The coefficients B0 and ai (for 
each input) must be estimated from the training data by the learning algorithm. 

 2.3.1 Linear Kernel SVM:  

The dot-product is called the kernel and can be re-written as:  
K(x, xi) = sum(x * xi)  

The kernel defines the similarity or a distance measure between new data 
and the support vectors. The dot product is the similarity measure used for 
linear SVM or a linear kernel because the distance is a linear combination of the 
inputs. Other kernels can be used that transform the input space into higher 
dimensions such as a Polynomial Kernel and a Radial Kernel. This is called the 
Kernel Trick. It is desirable to use more complex kernels as it allows lines to 
separate the classes that are curved or even more complex. This in turn can lead 
to more accurate classifiers. 
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2.4 K-Nearest Neighbor:  
K nearest neighbors is a simple algorithm that stores all available cases and 

classifies new cases based on a similarity measure (e.g., distance functions). KNN 
has been used in statistical estimation and pattern recognition already in the 
beginning of 1970’s as a non-parametric technique.  

2.4.1 Algorithm:  

A case is classified by a majority vote of its neighbors, with the case being 
assigned to the class most common amongst its K nearest neighbors measured 
by a distance function. If K = 1, then the case is simply assigned to the class of its 
nearest neighbor.  

  
It should also be noted that all three distance measures are only valid for 

continuous variables. In the instance of categorical variables the Hamming 
distance must be used. It also brings up the issue of standardization of the 
numerical variables between 0 and 1 when there is a mixture of numerical and 
categorical variables in the dataset. 

                               
 Choosing the optimal value for K is best done by first inspecting the data. In 

general, a large K value is more precise as it reduces the overall noise but there 
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is no guarantee. Cross-validation is another way to retrospectively determine a 
good K value by using an independent dataset to validate the K value. 
Historically, the optimal K for most datasets has been between 3-10. That 
produces much better results than 1NN. 
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Chapter 3 
 

Literature Review 

3.1 Twitter sentiment classification using distant 
supervision.  

Go, A., R. Bhayani, and L. Huang. 2009.   

Technical report, Stanford Digital Library Technologies Project. 

Approach: 

Our approach is to use different machine learning classifiers and feature extractors. The 
machine learning classifiers are: 

1.  Naive Bayes 
2.  Maximum Entropy (MaxEnt) 
3.  Support Vector Machines (SVM). 

 The feature extractors are: 

1.  Unigrams 
2.  Bigrams 
3.  Unigrams and bigrams 
4.  Unigrams with part of speech tags. 

 

3.2 Sentiment analysis of twitter data. 

Agarwal, A., Xie, B., Vovsha, I., Rambow, O., Passonneau, R. 

In: Proc. ACL 2011 Workshop on Languages in Social Media, pp. 30–38 (2011) 

Proposed Solution: 

1. They extend their approach by using real valued prior polarity, and by combining 
prior polarity with POS. their results show that the features that enhance the 
performance of our classifiers the most are features that combine prior polarity of 
words with their parts of speech. The tweet syntax features help but only 
marginally. (Extended of Barbosa). 

In this paper they perform extensive feature analysis and show that the use of only 100 
abstract linguistic features performs as well as a hard unigram baseline. (Extended of Go). 
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Features: 

Their features can be divided into three broad categories:  

1. Firstly, that are primarily counts of various features and therefore the value of the 
feature is a natural number ∈ N. 

2. Secondly, features whose value is a real number ∈ R. These are primarily features 
that capture the score retrieved from DAL. 

3. Thirdly, features whose values are Boolean ∈ B. These are bag of words, presence of 
exclamation marks and capitalized text. 

 Each of these broad categories is divided into two subcategories:  

1. Polar features. We refer to a feature as polar if we calculate its prior polarity either 
by looking it up in DAL (extended through WordNet) or in the emoticon dictionary. 

2. Non-polar features.  All other features which are not associated with any prior 
polarity fall in the nonpolar category.  

Each of Polar and Non-polar features is further subdivided into two categories: 

1.  POS. POS refers to features that capture statistics about parts-of-speech of words. 
2.  Other. Other refers to all other types of features. 
 
 
 

 

Figure 3.2: Predefined table of polarity 
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3.3 Semantic sentiment analysis of twitter 

H Saif, Y He, H Alani  

International semantic web conference, 2012 – Springer 

Contribution: 
1. Introduce and implement a new set of semantic features for training a model for 

sentiment analysis of tweets. 
2. Investigate three approaches for adding such features into the training model by 

replacement, by argumentation, and by interpolation, and show the superiority of 
the latter approach. 

3. Demonstrate the value of not removing stop words in increasing sentiment 
identification accuracy. 
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Chapter 4 
 

Proposed Method 

 
    4.1 Data Collection:  

Using python script and Facebook graph API to get the csv formatted data. 
 

  
 
 
 
 
 
 
 
 

Figure 4.1: Sample training data 
 

4.2 Data Pre-Processing:  
• Removing comments that only tag Facebook friend  
• Manually creating the response for each comment  

 
From around 100 thousands comment           1,000 usable comments 
found 
 
 

 

Data 
collection

Data Pre-
processing

Feature 
Extraction

Data 
Labelling Classification
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Figure 4.2: Sample training data with manual response 
 
 
 

4.3 Feature Extraction:  

4.3.1 Extracting Lexicon based feature for the comments:  

• Using LIWC (Linguistic inquiry and word count) tools 
  LIWC generates 92 features for a paragraph  
  From them 15 features is used of 3 main category  

- Other grammar (verb, adjective, compare etc.) 
- Affects (positive emotion, negative emotion, anger etc.)  
- Drives (affiliation, achieve, risk, reward etc. 

4.3.2 6 new features vector from reactions feedback: 

• Procedure: 
- Normalization: 

Normalizing data reaction count from 0 to 1. 
- Aging factor: 

X^2 is used to give new reactions a much bigger weight. 
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Figure 4.3: aging factor curve  

 

4.4  Classification:  
- Support Vector Machine 
- K-NN Classifier 

We use 5 fold cross validation.   
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Chapter 5 

 

Results: 

We find out the result using different classifier. As the extracted feature is the 
binding the previous method with the new method so we need to evaluate which 
classification methods suits best. 

 
   

5.1 Linear SVM:  
Linear SVM is the newest extremely fast machine learning (data mining) algorithm 

for solving multiclass classification problems from ultra large data sets that 
implements an original proprietary version of a cutting plane algorithm for designing 
a linear support vector machine. Linear SVM is a linearly scalable routine meaning 
that it creates an SVM model in a CPU time which scales linearly with the size of the 
training data set. 

 
The confusion matrix is- 

 
Figure 5.1(a): confusion matrix for linear SVM 
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And the roc curve is- 

 
Figure 5.1(b): ROC curve for linear SVM 

 

5.2 Quadratic SVM: 
A new quadratic kernel-free non-linear support vector machine (which is called 

QSVM) is introduced. The SVM optimization problem can be stated as follows: 
Maximize the geometrical margin subject to all the training data with a functional 
margin greater than a constant. 

 
The confusion matrix is- 

 
Figure 5.2(a): confusion matrix for quadratic SVM 
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And the roc curve is- 

 
Figure 5.2(b): ROC curve for quadratic SVM 

 

5.3 KNN: 
In pattern recognition, the k-nearest neighbors’ algorithm is a non-parametric 

method used for classification and regression. In both cases, the input consists of the 
k closest training examples in the feature space. We divided KNN into two segments 
by setting the value of k=5 and k=10 respectively  

 
The confusion matrix is where k=5 

 
Figure 5.3(a): confusion matrix for KNN where k=5 
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The confusion matrix is where k=10 

 
Figure 5.3(b): confusion matrix for KNN where k=10 

 
And the roc curve where k=5 is- 

 
Figure 5.3(c): ROC curve for KNN where k=5 
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And the roc curve where k=10 is- 

 
Figure 5.3(d): ROC curve for KNN where k=10 

 
So from all the above result our final result table is- 
 

 
Figure 5.3(e): Result table for all classification 
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Chapter 6 

 

Conclusion and Future Work 

6.1 Conclusion 
We modified an existing feature extraction model with some new features and 

has come up with better accuracy.  
The result indicates that our proposed method has a great impact on decision 

making in term of sentiment analysis. 
 

6.2      Limitations 
• Sarcasm detection 
• Dataset is not sufficient 
 

6.3 Future Work 
As we introduce exactly a new feature with the exciting feature so we got some 

issues in generating aging factor. And we believe there needs an improvement. 
Beside only bi-polarity is solved till now. So, the following points need to improve 

  
• We only predict the bi-polarity of the opinion- positive and negative 
• Improving aging factor 
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