
Islamic University of Technology (IUT)

Department of Computer Science and Engineering (CSE)

Is Speech Emotion Recognition Language independent?

A Comparative Analysis of Speech Emotion Recognition

using English and Bangla Languages

Authors

Fardin Saad - 154419

&

Md. Al-Amin Shaheen - 154423

Supervisor

Prof. Dr. Md Kamrul Hasan

Professor, Department of CSE

A thesis submitted to the Department of CSE

in partial fulfillment of the requirements for the degree of B.Sc.

Engineering in CSE

Academic Year: 2018-19

November - 2019



Declaration of Authorship

This is to certify that the work presented in this thesis is the outcome of the

analysis and experiments carried out by Fardin Saad and Md. Al-Amin Shaheen

under the supervision of Professor Dr. Md. Kamrul Hasan, Professor of the

Department of Computer Science and Engineering (CSE), Islamic University of

Technology (IUT), Dhaka, Bangladesh. It is also declared that neither of this

thesis nor any part of this thesis has been submitted anywhere else for any degree

or diploma. Information derived from the published and unpublished work of

others has been acknowledged in the text and a list of references is given.

Authors:

Fardin Saad

Student ID - 154419

Md. Al-Amin Shaheen

Student ID - 154423



Is Speech Emotion Recognition Language independent?

A Comparative Analysis of Speech Emotion Recognition

using English and Bangla Languages

Approved By:

Prof. Dr. Md Kamrul Hasan

Thesis Supervisor,

Professor

Department of Computer Science and Engineering

Islamic University of Technology (IUT)

Hasan Mahmud

Assistant Professor

Department of Computer Science and Engineering

Islamic University of Technology (IUT)



Acknowledgement

We would like to express our grateful appreciation for Associate Professor

Hasan Mahmud and Md Kamrul Hasan, Professor of Department of Com-

puter Science & Engineering, IUT for being our adviser and mentor. Their moti-

vation, suggestions and insights for this research have been invaluable. Without

their support and proper guidance this research would never have been possible.

Their valuable opinion, time and input provided throughout the thesis work, from

first phase of thesis topics introduction, subject selection, proposing algorithm,

modification till the project implementation and finalization which helped us to

do our thesis work in proper way. We are really grateful to them.



Abstract

Emotion recognition plays a major role in affective computing and adds value to

machine intelligence. While the emotional state of a person can be expressed in

different ways such as facial expressions, gestures, movements and postures, recog-

nition of emotion from speech has gathered much interest over others. However,

after years of research, recognizing the emotional state of individuals from their

speech as accurately as possible still remains a challenging task. This motivates

an attempt to study the factors that influence identification of Speech Emotion

Recognition (SER) such as gender, culture, dialects, education, social status and

age. The aim of this study is to investigate whether a SER system can identify

the emotional state of a person regardless of the language used. To investigate

the influence of languages in SER, we explored how spoken expressions of six se-

lected emotions (happiness, anger, sadness, neutral, fear & disgust) varied in two

languages of interest: English and Bangla. In addition, the perceptual outcomes

were studied in relation to identifying the advantage of speech emotion expression

produced by native speakers and also by bilingual speakers.
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1 Introduction

A speech signal is naturally occurring signal and hence is random in nature.[2] The

signal expresses different ideas, communication and hence has lot of information.

There are number of automatic speech detection system and music synthesizer

commercially available. However despite significant progress in this area there

still remain many things which are not well understood. Detection of emotions

from speech is such an area. The speech signal information may be expressed or

perceived in the intonation, volume and speed of the voice and in the emotional

state of people.

An emotional speech describes a particular prosody in speech. The prosodic rules

of a language evolve with the culture of a community over ages.[4] In addition,

speakers also have their own speaker dependent style, i.e. a characteristic articula-

tion rate, intonation habit and loudness characteristic. Hence, emotion expressed

and inferred in a speech, depends upon the speaker’s community culture and lan-

guage, gender, age, education, social status, health, physical engagements, etc.

When a speaker is in a ‘quiet room’ with no task obligations.

Rapid development in affective computing and advancement in man-machine inter-

action allows researchers to explore more on the study of emotion recognition from

various sources such as face analysis, skin temperature, galvanic resistance and

gesture recognition. However, speech is the primary medium of communication[5]

and therefore emotion recognition from speech has received great interest over

others. While acknowledging that emotion can add intelligence to machines, re-

ported studies revealed that speech emotion recognition still remains a challenging

task, specially, when attention was given mainly to the paralinguistic information

of speech.

Emotion detection of speech in human machine interaction is very important.

Framework for emotion detection is essential, that includes various modules per-

forming actions like speech to text conversion, feature extraction, feature selection

and classification of those features to identify the emotions[2] The features used
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for emotion detection of speech are prosody features, spectral features and voice

quality features. The classifications of features involve the training of various emo-

tional models to perform the classification appropriately. The features selected to

be classified must be salient to detect the emotions correctly. And these features

should have to convey the measurable level of emotional modulation.

Speech Emotion Recognition (SER) aims to automatically identify the current

emotional state of a person from his or her speech [6]. In speech, discrete emotion

expressions are associated with characteristic variations in the acoustic structure

of the speech signals and the relative perturbation of specific acoustic cues over the

course of an utterance [7]. During speech emotion analysis, these vocal cues are

extracted from speech as a marker for the emotional state by assuming that there

are objectively measureable cues that can be used for emotion recognition [8]. This

led the researchers to study indepth on finding the most discriminative features

that contribute to the performance of SER systems. In addition to that, there are

some studies in literature which tried to find the factors that influence emotion

identification from expressive speech such as gender and age. In analyzing the

influences of language in SER, Pell [7] has highlighted the importance of acoustic

data such as fundamental frequency and speaking rate for indicating vocal emotion

in languages. However, how languages influence the SER is open for exploration.

In this study we investigate whether a Speech Emotion Recognition system can

identify the emotional state of an individual regardless of the language used and

the advantage of expressing emotion by native speakers and bilingual speakers. We

adopt a Support Vector Machine (SVM) classifier to recognize six discrete emo-

tions using acoustical features and explore how spoken expressions of the selected

emotions varied in the two languages of interests.

5



2 Problem Description

Speech Emotion Recognition(SER) is the distinctive technique of recognizing emo-

tions from speech by creating a dataset, extracting features from the dataset, se-

lecting the most salient features amongst them, categorizing them into emotions

and lastly classifying them using a trained model. Besides this, we are attempt-

ing to investigate whether a Speech Emotion Recognition System is Language

Independent.

2.1 Speech Emotion Recognition

Emotion Recognition from Speech is usually done using corpus of agent client

spoken dialogues from call centre like for medical emergency, security, prosody

generation, etc. In linguistics, prosody is concerned with those elements of speech

that are not individual phonetic segments but are properties of syllables and larger

units of speech, including linguistic functions such as intonation, tone, stress, and

rhythm. Such elements are known as suprasegmentals.

Another term of Corpus is the Database or Dataset. This database is used for

training, testing and development of feature vector. A good database is important

for desired result. Various databases are available created by speech processing

community. The databases can be divided into training data set and testing data

set. The famous databases are The Danish Emotional Speech Database (DES),

and The Berlin Emotional Speech Database (BES), as well as The Speech under

Simulated and Actual Stress (SUSAS) Database. For English, there is the 2002

Emotional Prosody Speech and Transcripts acted database. The databases that

are used in Speech Emotion Recognition are classified into 3 types [2].

Type 1 is acted emotional speech with human labeling. Simulated or acted speech

is expressed in a professionally deliberated manner. They are obtained by asking

an actor to speak with a predefined emotion, e.g. DES, EMO-DB.

Type 2 is authentic emotional speech with human labeling. Natural speech is

simply spontaneous speech where all emotions are real. These databases come
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from real-life applications for example call-centers.

Type 3 is elicited emotional speech in which the emotions are induced with self-

report instead of labeling, where emotions are provoked and self-report is used for

labeling control. The elicited speech is neither neutral nor simulated.

Toronto Emotional Speech Set (TESS) is a dataset prepared for emotion recogni-

tion using two experiments. It is a type 1 Speech Emotion Recognition. This will

be used as a standard for developing our Dataset.

After forming the speech corpus, feature extraction and selection dictates how

efficient our SER system will be. Features are extracted using various assorted

ways. It can be extracted through softwares like MATLAB, PRAAT etc. The

most significant and cogent features are selected via multifarious Feature Selec-

tion Strategies. The most notable features used for a SER system are pitch, inten-

sity, formants related features [1] and Mel Frequency Cepstral Coefficient (MFCC)

features. The entire speech corpus together with its most salient features is cate-

gorized into discrete emotions such as anger, happiness, sadness, netral etc. during

the dataset creation. Classifiers such as K-Nearest Neighbour(KNN), Support Vec-

tor Machine(SVM), Neural Networks, Gaussian Mixture Models(GMM), Hidden

Markov Models(HMM) [2] are used for performing Speech Emotion Recognition.

For our purpose we adopted SVM for measuring the recognition rates as well as

to investigate the language independency in SER.

2.2 Language Independency in Emotion Recognition

In order to investigate the language independency in Speech Emotion Recognition

we will be working with two languages: Bangla and English. These languages will

be spoken by their respective native speakers. Additionally they will be spoken

by bilingual speakers whose native language will be Bangla. Generally people

generate assorted cues and prosody in speech. These cues are of great value in

evaluating the emotional state of a person. These cues justify an individual’s

emotion. These cues in machine language terminology is known as features. We

will also be correlating these features for both of the language under consideration.
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Besides this, we will be scrutinizing the emotion recognition rates for both the

language individually and unitedly. We will be considering the perspective native

and bilingual speakers while evaluating the emotion recognition rates of Bangla

and English.
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3 Background Study

Speech Emotion Recognition requires dataset creation, feature extraction, fea-

ture selection and classifiers to perform SER. For dataset creation and feature

extraction we adopted the software Praat which was developed in the Carnegie

Melon University for recording audio samples and extracting features such as

pitch, intensity, formants and spectogram related features. In this software we

record an audio sample and process it in order to extract features such as Pitch

Mean, Pitch Median, Standard Deviation, Jitter, Shimmer, Intensity and many

more. For recording the audio samples we followed the Toronto Emotional Speech

Set(TESS) as reference. They recorded 2800 samples by the assistance of two

female speakers for 7 emotions(anger, happiness, fear, sadness, disgust, pleasant

surprise and neutral).

For Speech Emotion Recognition the most significant area to work on are the

features. Inefficient and insufficient choices of the features can cause overlaps

and misclassification. There are two types of features that are widely used in

Speech Emotion Recognition. They are Prosodic Features and Spectral Features.

Prosodic features are pitch or energy related features and Spectral features can

be categorized to Mel Frequency Cepstral Coefficient features. Prosodic features

carry a large amount of information considering a user’s emotion. The selected

contours rely rather on broad classes of sounds while spectral characteristics in

general seem to depend too strongly on phonemes and therefore on the phonetic

content of an utterance [9]. This is a drawback thinking of the premise of inde-

pendency of the spoken content or even the language.

The classifiers which are mostly adopted in Speech Emotion Recognition are

K-Nearest Neighbour(KNN), Support Vector Machine(SVM), Neural Networks,

Gaussian Mixture Models(GMM), Hidden Markov Models(HMM). In recent stud-

ies KNN, SVM and Neural Networks have been deployed for performing Speech

Emotion Recognition.
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A Support Vector Machine (SVM) is a discriminative classifier formally defined by

a separating hyperplane. In other words, given labeled training data (supervised

learning), the algorithm outputs an optimal hyperplane which categorizes new

examples. Given a set of training examples, each marked as belonging to one

or the other of two categories, an SVM training algorithm builds a model that

assigns new examples to one category or the other, making it a non-probabilistic

binary linear classifier. In addition to performing linear classification, SVMs can

efficiently perform a non-linear classification using what is called the kernel trick.

The k-nearest neighbors (KNN) algorithm is a simple, easy-to-implement super-

vised machine learning algorithm that can be used to solve both classification

and regression problems. The KNN algorithm assumes that similar things exist

in close proximity. In other words, similar things are near to each other. KNN

captures the idea of similarity (sometimes called distance, proximity, or closeness)

by calculating the distance between points on a graph. However, the straight-line

distance (also called the Euclidean distance) is a popular and familiar choice. The

algorithm is simple and easy to implement. There’s no need to build a model, tune

several parameters, or make additional assumptions and the algorithm is versatile

as it can be used for classification, regression, and search.

Neural networks are a set of algorithms, modeled loosely after the human brain,

that are designed to recognize patterns. They interpret sensory data through a

kind of machine perception, labeling or clustering raw input. The patterns they

recognize are numerical, contained in vectors, into which all real-world data, be

it images, sound, text or time series, must be translated. Neural networks help

us cluster and classify. We can think of them as a clustering and classification

layer on top of the data we store and manage. They help to group unlabeled data

according to similarities among the example inputs, and they classify data when

they have a labeled dataset to train on. Neural networks can also extract features

that are fed to other algorithms for clustering and classification; so we can think

of deep neural networks as components of larger machine-learning applications

involving algorithms for reinforcement learning, classification and regression.
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4 Related Works

In the following is a brief description of the related works for Emotion Recognition

in Speech.

4.1 Influences of Languages in Emotion Recognition

What is the research area?

In the paper Influences of Languages in Speech Emotion Recognition: A Compara-

tive Study Using Malay, English and Mandarin languages the aim is to investigate

whether a SER system can identify the emotional state of a person regardless of

the language used. To check the influence of languages in SER, we examined how

spoken expressions of four selected emotions (anger, sadness, happiness and neu-

tral) varied in the three languages such as Malay, English and Mandarin. While

supporting the fact that SER is language independent, the study reveals that there

are language specific differences in emotion recognition in which English shows a

higher recognition rate compared to Malay and Mandarin. This study also demon-

strated that emotions expressed by native speakers have higher accuracy rates.

Summary

This paper investigates whether a SER system can identify the emotional state

of an individual regardless of the language used and the advantage of expressing

emotion by native speakers. They adopt a k-Nearest Neighbor (kNN) classifier to

recognize four discrete emotions using acoustical features and explore how spoken

expressions of the selected emotions varied in the three languages of interests. A

standard machine learning approach, which is SER, was followed. It is divided

into three main tasks; database preparation, feature extraction and classification.

In general the SER process includes the following steps:

• Prepare data set

• Identify emotion classes

• Extract appropriate features from speech signal
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• Develop emotion recognition models using the feature vectors

• Use models to recognize emotions

The proposed experiments were conducted using Berlin Emotional database (BES)

which is a simulated speech database. It covers the emotion anger, boredom, dis-

gust, fear, joy, neutral and sadness. All sentences are acted in all seven emotional

states by professional actors (five males and five females).

For the purpose of this research the most commonly used acoustical features;

MFCC, pitch, energy and zero crossing rate were used.

Two sets of experiments were carried out to evaluate the influence of language in

SER. In the first experiment, a total of 10 participants (5 male and 5 female stu-

dents) from Theater and Drama society, Nilai University were randomly selected

and asked to generate 120 utterances. All of them are Malaysians and have com-

pleted primary and secondary education in Malaysia. 12 different utterances, in

four different emotional states and in three different languages were recorded for

each speaker. The second experiment was carried out to demonstrate the advan-

tage of identifying speech emotion expression when produced by native speakers.

10 native Mandarin speakers (5 males and 5 females) and 10 native Malay speakers

(5 males and 5 females) were asked to generate 80 utterances.

The classification rates were calculated by dividing the total number of emotions

belonging to a class in testing with the total number correctly recognized emotion

of that class.

SER for English shows highest recognition rate compared to Malay and Mandarin.

This could be because the participants were from English speaking environment

and those could express their feelings well in English.

The comparisons focused on three languages which are English, Malay and Man-

darin. The data analysis from this study shows that discrete emotions can be

identified from the three languages at accuracy levels of 78.5%, 71.0% and 72.5%.

Although recognition of emotions was reliable, the accuracy rate varied in the
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Figure 1: Classification rate for randomly selected participants

Figure 2: Classification rate for native speakers

three languages of interest when the emotions were uttered by randomly selected

participants. This shows that there are language specific differences in emotion

recognition in which English shows higher recognition rate compared to Malay

and Mandarin. This study also demonstrated that emotions expressed by native

speakers have higher accuracy rates.

4.2 Processes in Developing SER Systems

What is the research area?

In the paper Analysis of Speech Features for Emotion Detection: A review, a

general overview of developing SER systems is given. In general, emotion detec-

tion system consist of speech normalization, feature extraction, feature selection,

classification and then the emotion is detected.
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Figure 3: System for Emotion Detection of Speech Signal

Summary

The databases that are used in SER are classified into 3 types. First one is acted

emotional speech with human labeling. Simulated or acted speech is expressed

in a professionally deliberated manner. They are obtained by asking an actor to

speak with a predefined emotion. Second one is authentic emotional speech with

human labeling. Natural speech is simply spontaneous speech where all emotions

are real. These databases come from real-life applications for example call-centers.

Third one is elicited emotional speech in which the emotions are induced with self-

report instead of labeling, where emotions are provoked and self-report is used for

labeling control. The elicited speech is neither neutral nor simulated. After data

collection we extract and select the features. These emotional speech features can

be classified into different categories. One classification is long term features and

short term features. The short term features are the short time period character-

istics like formants, pitch and energy. And long term features are the statistical

approach to digitized speech signal. Some of the frequently used long term fea-

tures are mean and standard deviation. The larger the feature used the more

improved will be the classification process. After extraction of speech features

only those features which have relevant emotion information are selected. These

features are then represented into n- dimensional feature vectors. The prosodic

features like pitch, intensity, speaking rate and variance are important to identify

the different types of emotions from speech. In Table 1 acoustic characteristics

of various emotions of speech is given. The observations which are expressed in

below table 1 are taken by using Praat software.
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Figure 4: Accoustic Characteristics of Emotions

Various classifiers like GMM, HMM are used according to their specific usage

based on selected features. Emotions are predicated using classifiers and selected

feature vectors to predict emotion from training data set and the development

data set. For the training data sets the emotion information are known whereas for

testing data set the emotion information are unknown. When performing analysis

of complex data one of the major problems comes from the number of variables

involved. Analysis with a large number of variables generally requires a large

amount of memory and computation power or a classification algorithm which over

fits the training sample and generalizes poorly to new samples. Feature extraction

is a general term for methods of constructing combinations of the variables to get

around these problems while still the data with sufficient accuracy. Typically, in

speech recognition, we divide speech signals into frames and extract features from

each frame. During feature extraction, speech signals are changed into a sequence

of feature vectors. Then these vectors are transferred to the classification stage.

4.3 Analysis of Language Independent Features

What is the research area?

The paper Exploring Language-Independent Emotional Acoustic Features via Fea-

ture Selection proposes us a selection strategy to discover language-independent

acoustic features that tend to be responsible for emotions regardless of languages,

linguistics and other factors. In general, selected features are effective for a single

corpus only and not generalized to other corpora in general. Unlike the previous
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work, this paper aims at discovering those acoustic features that tend to be re-

sponsible for emotions regardless of linguistics and other factors and hence can be

generalized to other corpora. In this paper, they name such features as language-

independent emotional acoustic features.

Summary

In this paper, feature selection techniques are applied to a training corpus, and

selected features are then tested on corpora of different languages and designs.

A single feature selection method often biases to some certain aspects and fails

to identify all language independent features. Thus, the use of selected features

results in a lower recognition rate on a different corpus. As three feature selection

techniques are used, three feature subsets are generated respectively. As a result,

we combine three feature subsets by taking their union or intersection to form two

combined subsets of selected features. Then we test combined feature subsets on

all the corpora except the one used for feature selection and choose the combined

feature set that gives better recognition rates on all the test corpora. There are

often inconsistent emotional states in different emotional speech corpora. For this

purpose, reconciling emotional states is required in each experiment. A reconcili-

ation scheme may remain

a number of emotional states common to all the corpora and/or re-group other

emotional states, which results in an emotional state alignment so that all corpora

have the same emotional states. They collected a set of 318 potentially useful

acoustic features. All 318 features referred to as the full feature subset. The

joint use of those features in different ways forms two types of representations,

utterance-based and segment-based representations. An utterance-based repre-

sentation treats an utterance as a whole, and hence its representation is formed

for the entire utterance. This representation mainly characterizes those global

features captured by human listeners. The utterance-based representation used in

our work includes all features in the full feature set. A segment-based represen-

tation blocks an utterance into several segments and a feature vector is extracted

for each segment. This representation tends to capture critical local features un-
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Figure 5: Schematic illustration of feature selection strategy

derlying an utterance especially as emotional information is unevenly distributed.

In this paper, they used four speech corpora in four different languages especially

designed for emotional speech studies. They used the Berlin emotional speech

(BES), Danish emotional speech (DES), The Serbian emotional speech corpus

named GEES and The BabyEars emotional speech corpus. In their experiments,

first three corpora are employed for feature selection while the BabyEars corpus

is simply used as a dataset independent of feature selection to monitor the stabil-

ity of selected feature subsets. Happy, sad, anger and neutral were the emotions

used as these are common in all the speech corpus. For feature selection, we em-

ploy three different techniques; i.e., sequential floating forward selection (SFFS),

genetic algorithm (GA) and boosting based feature selection. Top 20 features

listed are six low-pass intensity and 14 pitch related features, and most of them

are also selected as language-independent features by our method. Finally, five

and six formant related features are picked for utterance-based and segment-based
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representations, respectively.

4.4 Developing a Bangla Emotional Speech Set

What is the research area?

In the paper, Recognition of Emotional Speech for Younger and Older Talkers: Be-

havioral findings from the Toronto Emotional Speech Set, one goal was to create

a set of stimuli with well-controlled lexical and semantic properties based on an

existing test of speech intelligibility, the Northwestern University Auditory Test-

Number 6 (NU-6 [3]), so that the lists of stimuli in the set are balanced for prop-

erties such as word frequency as well as word and syllable length. Experiment

1 provides a description of the actors, recording process, and stimulus selection

process used for the creation of the novel set of stimuli, the Toronto Emotional

Speech Set (TESS). In Experiment 2 recognition rates for the emotions portrayed

in these stimuli were determined for a group of healthy younger listeners.

Brief Overview

Two female actors, one younger and one older, were recruited from the commu-

nity. Respectively, they were 26 and 64 years of age. The actors consented to

create voice recordings which would be used as stimuli for research purposes, in

educational presentations at scientific or professional conferences or in public edu-

cation or community presentations. Both actors spoke English as a first language

and had clinically normal hearing thresholds in the speech range (see Table 1 for

demographic characteristics of the actors). The recording stimuli were the 200

items from the NU-6 test. Each item begins with the same carrier phrase and ter-

minates in a monosyllabic noun (e.g., “Say the word bean”). The actors recorded

each item to portray seven different emotions (anger, disgust, fear, happiness,

pleasant surprise, sadness, and neutral). These seven emotions were chosen be-

cause they were recently used by two groups of researchers to create sets of German

and Portuguese sentences. In this way we could extend work on affective prosody

understanding for these seven emotions to the English language. A final set of
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2800 set of samples were recorded. For each emotion 200 samples were recorded

and there was 7 emotions in total. Thus 200 * 7 * 2 = 2800 samples were recorded

for two speakers.

Fifty-six undergraduate students at the University of Toronto were tested in this

experiment. All participants spoke English as a first language and had clinically

normal hearing thresholds from 250 to 8000 Hz (see Table 2 for participant char-

acteristics). Participants listened to stimuli spoken either by the younger or by

the older talker. Each participant listened to an equal number of stimuli spoken in

each of the seven emotions. The stimuli were presented through a loudspeaker in

a sound-attenuating booth at an average presentation level of 70 dBA. In response

to each stimulus they used a touch computer screen to indicate which emotion the

talker was portraying.

Significant Contributions

A standard dataset containing 2800 standard samples were recorded which came

to be known as TESS which is the Toronto Emotional Speech Set. This speech set

is used for recognizing emotions such as Anger, Happiness, Neutral, Sad, Surprise,

Disgust and Fear. It used the North Western University Auditory Test no 6 for

building the dataset. This NU – 6 contains the phonetic content of the standard

list of words.

Results

The primary measure of interest was the percentage of correctly recognized emo-

tions. The overall accuracy was 82%. Stimuli spoken to portray anger and sadness

had the highest accuracy while stimuli spoken to portray disgust and pleasant sur-

prise had the lowest accuracy.

Discussion, Future Scope, Limitation

The results from this experiment indicate that participants were able to recog-

nize the emotions portrayed in the TESS stimuli with very good accuracy. The

accuracy rate of 82% was almost six times greater than chance and higher than

the 55-65% level described in recent reviews of studies in this field that used sen-

tences with similar emotions [7, 8]. Furthermore, the lack of a main effect of talker
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indicates that the two actors created highly recognizable portrayals of the seven

different emotions. Although overall recognition of the emotions was high, there

were significant differences in the accuracy with which some emotions were recog-

nized. Consistent with previous findings angry and sad emotions had the highest

recognition rates overall.

4.5 Selection of Salient Features for SER Systems

What is the research area?

In Hidden Markov Model-based speech emotion recognition we introduce speech

emotion recognition by use of continuous hidden Markov models. Two methods

are propagated and compared throughout the paper. Within the first method a

global statistics framework of an utterance is classified by Gaussian mixture mod-

els using derived features of the raw pitch and energy contour of the speech signal.

A second method introduces increased temporal complexity applying continuous

hidden Markov models considering several states using low-level instantaneous

features instead of global statistics. The paper addresses the design of working

recognition engines and results achieved with respect to the alluded alternatives.

A speech corpus consisting of acted and spontaneous emotion samples in German

and English language is described in detail. Both engines have been tested and

trained using this equivalent speech corpus. Results in recognition of seven dis-
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crete emotions exceeded 86% recognition rate. As a basis of comparison the similar

judgment of human deciders classifying the same corpus at 79.8% recognition rate

was analyzed.

Extraction of the Raw Feature Contours

We chose the analysis of the contours of pitch and energy for their well-known

capability to carry a large amount of information considering a user’s emotion.

The selected contours rely rather on broad classes of sounds while spectral charac-

teristics in general seem to depend too strongly on phonemes and therefore on the

phonetic content of an utterance. This is a drawback thinking of the premise of

independency of the spoken content or even the language. In order to calculate the

contours, frames of the speech signal are analyzed every 10ms using a Hamming

window function. The values of energy are calculated by the logarithmic mean

energy within a frame. The pitch contour is achieved by the use of the average

magnitude difference function (AMDF).

Method 1: Global Statistic Using GMMs

Within the first method we derive 20 features of the underlying introduced raw

contours. In general the introduced features have been chosen accepting speaker

dependent recognition aiming at optimal results. The features concerning tempo-

ral aspects such as the rate of voiced sounds, are approximated with respect to

zero levels in pitch contour due to the inharmonic nature of unvoiced sounds. The

features are freed of their mean value and normalized to their standard deviation.

They are classified by single state HMM’s (GMM), which are able to approximate

the probability distribution function of each derived feature by means of a mix-

ture of Gaussian distributions. Up to four mixtures have been used. No further

gain could be observed using more than these. Each emotion is modeled by one

GMM in our approach. The maximum likelihood model will be considered as the

recognized emotion at a time throughout the recognition process.

Method 2: Continuous HMMs

Within the second method we strive to increase the temporal complexity and use

the warping capability of hidden Markov models by introduction of more states in
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the models. Since global statistics are clearly invalid for this purpose, one has to

carefully consider suited features. The continuous HMMs (CHMM’s) were trained

using Baum Welch re-estimation with a maximum of 10’ iterations or an abruption

criterion of a change in model parameters of e ¡ 10-4. Up to four Gaussian mixtures

have been used to approximate the emission probability density functions accord-

ing to the GMM solution. The HMM types were chosen as Left-Right-models, as

in usual speech processing, which ideally models advances in time.

Evaluation Result

Here from the confusion matrices we can evaluate the results properly. The first

matrix represents the confusion matrix of the first method i.e global statistics us-

ing GMMs. We can see that the accuracy of anger is 91.1%, disgust is 76.8%, fear

is 82.8%, surprise is 73.5%, joy is 93.2%, neutral is 89.6% and sad is 86.6%. For

the second matrix we can see that it is the confusion matrix of the continuous

HMM method. The accuracy of anger is 68.5%, disgust is 84.7%, fear is 95.4%,

surprise is 73.5%, joy is 68.0%, neutral is 79.6% and sad is 75.1%.

Challenges, limitations and future scope

We believe that this contribution shows important results considering emotion
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recognition with hidden Markov models. The two introduced methods proved

both capable of a rather reasonable model for the automatic recognition of human

emotions in speech. The confusion matrices clearly show that some emotions are

often confused with certain others. Furthermore some emotions seem to be recog-

nized more easily. This may be due to the fact that the most test patterns were

acted emotions and test-persons have difficulties with feigning certain emotions.

Though the same training material and test sets were used, the two proclaimed

solutions differ greatly in their behavior. Neither the confusion of emotions nor the

performance of recognition of single emotions itself shows significant correlations

in the result. While the global phrase statistics outperformed the instantaneous

features, still both propagated solutions build a reasonable model. One reason

for the better performance can be seen in the loss of information of durations of

voiced sounds by eliminating these in the contours as described. The results of

both engines reach the abilities of a human decider as described above. In our

future work we aim at a hybrid approach combining neural networks and hidden

Markov models for the automatic recognition.
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5 Proposed Approach

5.1 Architectural Block

Speech Emotion Recognition contains feature extraction from a established or

created corpus. In this study we created a dataset containing of English and

Bangla language spoken by native and bilingual speakers. Afterwards we have

selected the most salient features which are widely used in SER systems [1] [2] [3]

[9].

Figure 6: Architectural Block for a Speech Emotion Recognition System

We used four distinct features(pitch mean, pitch median, standard deviation &

intensity) to identify six emotional states(anger, happiness, neutral, sad, fear &

disgust) [4][9][10]. We used the PRAAT software for feature extraction. After-

wards we adopted KNN and SVM for Speech Emotion Recognition [1] [2] [3] of

which SVM gave better recognition rate than KNN for our speech corpora. Hence-

forth we adopted SVM for this study.

In order to investigate whether the SER systems are independent of language

we conducted two experiments. Firstly, we performed the SER on Bangla, En-

glish(spoken by a Bangla speaker), and English TESS(spoken by a Canadian

speaker) individually. Secondly, we performed the SER on Bangla-English and
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Bangla-English TESS unitedly, to scrutinize whether the SER systems are inde-

pendent of language.

5.2 Dataset/Speech Corpora Creation

The success of a Speech Recognition System largely depends on the dataset that

is being used. In this study we created a Bangla and English dataset from 11

speakers(7 male, 4 female) who are currently studying in Islamic University of

Technology. Since there is no established Bangla Speech Corpora we followed the

technique adopted to create the Toronoto Emotional Speech Set(TESS) [10].

We identified six emotional states such as Anger, Happiness, Neutral, Sad, Fear

& Disgust for our speech corpora. Each emotion consists of 50 audio samples.

Therefore for the two datasets we have a total of 50 * 6 * 2 = 600 audio samples;

300 for each dataset(English and Bangla). These were created by such speakers

who were fluent in both English and Bangla. On the other hand the same samples

from the Toronto Emotional Speech Set(TESS) were retrieved and another dataset

named English TESS was manifested. As already established these dataset was

created with the help of a Canadian Actor. Therfore, we have established three

datasets which we will be calling as English, Bangla and English TESS. The first

two were developed by bangla speaker and the latter was formed by a native

English speaker.

Each data sample were recorded within 1-2 sec. Each sample contained the phrase

”Say the Word ...” which was followed by a word. For instance, a phrase used in

the dataset was ”Say the word read”. For developing the Bangla dataset the phrase

was translated to Bangla and it read as ”Poro shobdo ti bolo” which translates to

”Say the word read” in English. Thus using this procedure 300 audio samples for

Bangla as well as English were created.
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5.3 Feature Extraction

Feature Extraction as well as recording audio samples were done via a software

known as PRAAT. Firstly, in the software we go to ”New” section and record an

audio sample. Then we go to the ”View & Edit” section to process the audio file.

Figure 7: Interface of Praat Software

We select the duration of the audio sample and retrieve the features.

Figure 8: Processing of Audio Sample

After this we obtain the features by moving to the ”Pulse” section and selecting

the voice report option.
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Figure 9: Features Extracted from Praat

We get assorted features like pitch, shimmer, jitter, intensity, voicing, har-

monicity, pulses etc.

5.4 Feature Selection

Features dictate the performance for a Speech Emotion Recognition system. The

most salient features can improve the efficiency of a model exponentially. There-

fore, we selected 4 features from the extracted features from Praat. The 4 features

were Pitch Median, Pitch Mean, Standard Deviation & Intensity [2].

Figure 10: Salient Features

Pitch is known as a prosodic feature which can be characterized by the fun-

damental frequency [11] [12]. It is the lowest frequency component, and contains
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speaker-specific information. It has been used in many studies on vocal emotion

recognition, such as [13] [17]

Intensity refers to the loudness of the speech signal s. It is measured at the position

of the syllable peak,which is most commonly a vowel [14]. Examples of articles

that utilized intensity as an important feature for vocal emotion recognition are

[15] [18].

Standard deviation of the speech signal s, std, is also used as one of the acoustic

features [16].

5.5 Classifier

The actual emotion recognition in SER is performed by a classifier, which had

been trained on the data set. In this study we used Support Vector Machine

(SVM) classifier, which is one of the traditional classifiers and often used in SER.

A Support Vector Machine (SVM) is a discriminative classifier formally defined by

a separating hyperplane. In other words, given labeled training data (supervised

learning), the algorithm outputs an optimal hyperplane which categorizes new

examples. In two dimensional space this hyperplane is a line dividing a plane in

two parts where in each class lay in either side.

Given a set of training examples, each marked as belonging to one or the other

of two categories, an SVM training algorithm builds a model that assigns new

examples to one category or the other, making it a non-probabilistic binary linear

classifier. In addition to performing linear classification, SVMs can efficiently

perform a non-linear classification using what is called the kernel trick.
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6 Experiments

We have developed three datasets with the help of two types of speakers. With

these datasets we have conducted three experiments. The speakers(Bangla &

English) and their role in forming the datasets are discussed below.

• Bangla speakers form two datasets. One dataset is formed in Bangla lan-

guage and the other is formed in English language.

• Let’s call this datasets as ”Bangla” and ”English” datasets which were both

originated from the Bangla speakers.

• We used another dataset, famously known as TESS or the Toronto Emotional

Speech Set which was developed by Canadian speakers.

• Let’s call this dataset as ”English TESS”.

Figure 11: Speakers forming Datasets
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The three experiments conducted on the datasets are explained in the following.

1. The first experiment was conducted on the individual datasets where training

and testing were done by that same dataset.

2. The second experiment was conducted on the integrated datasets(Bangla-

English & Bangla-English TESS) where training and testing were done by

that same dataset.

3. The third experiment was conducted on Bangla and English TESS datasets.

They were used for training while the other two datasets were used for

testing. For instance if Bangla was used for training then English and En-

glish TESS were used for testing the dataset.
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6.1 Experiment 1: Individual Speech Corpora

In this experiment the Speech Emotion Recognition was performed on the individ-

ual datasets(English, Bangla & English TESS). The English and Bangla dataset

were spoken by speakers who were fluent in English and Bangla and the En-

glish TESS was developed by a native Canadian speaker.

Figure 12: Experiment1

SVM was adopted for training the dataset and a model was built based on that

which was later used in the testing phase. These datasets each have a total of 300

audio samples. For training purpose, 240 out of the 300 audio samples were taken;

40 samples each for the 6 emotions(40 * 6 = 240). For the testing purpose the

remaining 60 audio samples were taken; 10 samples for each of the 6 emotions.
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6.2 Individual Speech Corpora Experimental Evaluation

Here we represent the results of emotion recognition on individual datasets. Train-

ing and testing were done on the individual datasets.

6.2.1 Bangla Dataset Confusion Matrix

For the Bangla dataset which was developed by Bangladeshi speakers had a emo-

tion recognition rate of 88.3% where the emotional state, anger was detected per-

fectly. 9 out of the 10 samples were detected for happy, neutral , sad and disgust

were recognized accurately. Fear emotion was detected moderately in comparison

to the other emotional states.

Figure 13: Bangla Testing Confusion Matrix
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6.2.2 English Dataset Confusion Matrix

The English Dataset had a emotion recognition rate of 85% where the emotional

state neutral and sad were detected perfectly. 8 out of the 10 samples were detected

for disgust, fear and anger and the emotion was detected moderately in comparison

to the other emotional states.

Figure 14: English Testing Confusion Matrix

6.2.3 English TESS Confusion Matrix

This dataset had a staggering emotion recognition rate of 93.3% where the emo-

tional state neutral and fear detected perfectly. 9 out of the 10 samples were

detected for happy, anger, sad and disgust was recognized accurately. Almost all

of the emotional states were accurately detected.
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Figure 15: English TESS Testing Confusion Matrix

6.3 Experiment 2: Integrated Speech Corpora

In this experiment SER was performed on integrated datasets of Bangla-English

and Bangla-English TESS. The datasets contained 600 audio samples of which 480

were applied in training whilst 120 samples were used for testing. Each testing

dataset consisted of 60 audio samples of Bangla and 60 audio samples of English.

For the Bangla and English dataset a total of 85% emotion recognition was ob-

tained whereas on the other hand for the Bangla and English TESS dataset a total

of 83.3% accuracy was achieved.
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Figure 16: Experiment2
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6.4 Integrated Speech Corpora Experimental Evaluation

Here we represent the results of training and testing on the integrated datasets.

6.4.1 Bangla-English Dataset Confusion Matrix

A total of 85% emotion recognition rate was achieved for this dataset. The emo-

tions Happy, Anger, Sad and Neutral was detected accurately. Amongst them

Neutral was detected most accurately. The emotions fear and disgust scored a

very poor emotion recognition rate

Figure 17: Bangla-English Testing Confusion Matrix

The emotion recognition performance for only the Bangla test samples were ex-

emplary for the Bangla-English dataset. The Bangla audio samples had a emotion

recognition rate of 88.3%.
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Figure 18: Bangla Accuracy in Bangla-English dataset

Amongst the six emotions anger and sadness were detected accurately and happy,

neutral and disgust were detected almost precisely. The emotional state fear was

however moderately detected.

The emotion recognition performance for only the English test samples for the

Bangla-English dataset was 81.7%. Although the performance for speech emotion

recognition was impressive, it lagged behind the performance rate of the Bangla

audio samples.

Amongst the six emotions happy, neutral and sadness were detected relatively

accurately but the emotional states disgust and fear were detected with an average

rate. Out of the 10 samples each for fear and disgust only 7 each were detected

correctly.
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Figure 19: English Accuracy in Bangla-English dataset

6.4.2 Bangla-English TESS Dataset Confusion Matrix

The emotion recognition rate achieved in the Bangla-English TESS dataset was

83.3% which is relatively lower than the Bangla-English dataset. Amongst the six

emotions anger and neutral was mostly detected appropriately and all the other

emotions were detected moderately.

For anger and neutral emotions out of 20 audio test samples for each of them, 18

test samples were precisely detected. Emotions such as happy, sad, disgust and

fear were detected averagely.
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Figure 20: Bangla-English TESS Testing Confusion Matrix

The emotion recognition rate for Bangla audio samples were significantly lower

than the Bangla recognition rate in the Bangla-English dataset. It recorded a low

performance score of 75%.

The emotional state anger was detected perfectly in this dataset for the Bangla

audio samples. Neutral and sad emotions were detected accurately as well. But

the emotions happy,anger and fear were detected very miserly. Out of the 10 audio

samples for happy only 5 samples were accurately recognized. Again for fear only

6 out of the 10 audio samples were detected correctly.
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Figure 21: Bangla Accuracy in Bangla-English TESS dataset

The emotion recognition rate for English TESS audio samples was phenomenal.

The recognition rate for the English TESS dataset was overwhelmingly higher

than the English recognition rate in the Bangla-English dataset. The recognition

rate for the English TESS audio samples were a paramount 91.7%.

The emotions such as happy, neutral, fear and disgust were detected perfectly.

Out of the 10 audio samples for the mentioned emotions 10 audio English TESS

test samples were recognized accurately. Therefore the accuracy for English TESS

was so high reaching.
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Figure 22: English TESS Accuracy in Bangla-English TESS dataset

6.5 Experiment 3: Distinct Speech Corpora for Training

& Testing

In this experiment Bangla dataset was used for training and it was tested by

English and English TESS datasets. Similarly English TESS dataset was used for

training and it was tested using Bangla and English datasets. A total of 420 data

audio samples were used to construct the datasets.

Each dataset was trained using 300 audio samples. For Dataset-1 300 Bangla

audio samples were used for training and for Dataset-2 300 English TESS audio

samples were used for training.
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Figure 23: Experiment3

For testing in Dataset-1 60 English audio samples and 60 English TESS audio

samples were used. The English obtained a emotion recognition rate of 76.7%

whereas for the English TESS the emotion recognition rate was 55%. This low

score maybe credited to the failure of recognizing the emotions fear and disgust

in the dataset.

For testing in Dataset-2 60 English and Bangla audio samples were tested on

the dataset trained by English TESS. Both Bangla and English had a emotion

recognition accuracy of 45%. This maybe owing to emotions fear and disgust not

being detected accurately.
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6.6 Experiment 3: Distinct Speech Corpora for Training

& Testing Evaluation

Here we represent the results of testing and training on distinct speech corpora.

6.6.1 Bangla trained & English TESS, English Tested

The emotions anger, neutral, sad and fear were detected with good precision but

the emotions happy and disgust were detected averagely.

Figure 24: Bangla Trained & English Tested

For happy and disgust emotions out of 10 samples only 6 samples were accu-

rately detected. However this result can be considered quite accurate since other

emotions were detected accurately.
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Figure 25: Bangla Trained & English TESS Tested

When the Bangla dataset was tested by the English TESS data samples the recog-

nition rate was not satisfactory. The performance rate for emotion recognition

stood out to be 55% which can considered to be quite low when comapared against

the English dataset. This maybe justified because the emotions fear and disgust

were not at all detected.

Out of the 10 audio samples for fear and disgust none was detected by the system.

But other emotions such as happy, anger, neutral and sad were detected quite

prominently by the model.

6.6.2 English TESS trained & Bangla, English Tested

When the dataset trained with English TESS was tested by Bangla the emotion

recognition accuracy was 45%. This is a very poor result when compared against

other recognition rates. The emotions anger and sad were detected with good
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precision but the emotions happy and neutral were detected averagely.

Figure 26: English TESS trained & Bangla Tested

For happy emotion out of 10 samples only 5 samples were accurately detected.

For neutral emotion out of 10 samples only 4 samples were accurately detected.

The emotions fear and disgust were not detected at all which may be the reason

for which the accuracy was so low.
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Figure 27: English TESS trained & English Tested

When the dataset was tested by English the emotion recognition accuracy was

45% which is the same as the Bangla dataset’s performance. The emotions anger

and sad were detected with good precision but the emotions happy and neutral

were detected averagely.

The reason of this poor recognition rate can again be credited to the failure of

detecting emotions fear and disgust. This time as well the emotions fear and dis-

gust were not detected at all and had 0% accuracy. Therefore for this experiment

whatever irrespective of the language(Bangla & English) used the emotions fear

and disgust were not detected at all.
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7 Result Analysis

A total of 3 experiments were conducted to investigate whether a SER system

can identify the emotional state of a person regardless of the language(Bangla &

English).

• In the first experiment it can be observed that individually the datasets

have an impressive emotion recognition rate. The recognition rates for the

datasets Bangla, English and English TESS were 88.3%, 85% and 93.3%

respectively. Each of these datasets could predict the emotional states anger,

happy, sad, neutral, fear and disgust accurately. The emotion recognition of

English dataset maybe low since it was developed by Bangladeshi speakers

whose second language is English.

• In the second experiment the accuracy of Bangla and English(developed by

Bangladeshi speakers) on the integrated Bangla-English dataset were 88.3%

and 81.7% respectively. The recognition rate of English is lower than Bangla

since native Bangla speakers developed this dataset. Thus they may have

not express their feelings well in English. Again, for the recognition rates of

Bangla and English TESS on the dataset Bangla-English TESS were 75%

and 91.7%. This dataset was developed by the native speakers of the lan-

guage. However, the English TESS recognition rate was higher than Bangla

which suggests that there maybe language specific differences in emotion

recognition.

• In the third experiment when English TESS was tested on a model trained

by the Bangla dataset and vice versa the emotion recognition rate was sig-

nificantly low. This decrease in accuracy may be credited to the failure of

recognizing the emotions fear and disgust. The prosodic cues generated dur-

ing fear and disgust may be different in Bangla and English. There is a

possibility of being influenced by culture and background. Thus it may be

deduced that there maybe language specific differences in emotion recogni-

tion.

47



Figure 28: Accuracy across different experiments
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8 Conclusion and Future Works

Our analysis focused on two languages which are English and Bangla. The data

analysis from this study demonstrated three experiments to detect discrete emo-

tions. Although recognition of emotions was reliable, the accuracy rate varied in

our three speech corpora of interest when the recognition rates of emotions where

scrutinized under assorted circumstances.

This shows that there are language specific differences in emotion recognition in

which the emotions fear and disgust appeared to give contradictory results. This

study also demonstrated that emotions expressed by native speakers have higher

accuracy rates. Thus there are language specific differences in emotion recognition

and emotions expressed by native speakers have a higher accuracy rate.

Hence, we hope that the findings of this study will help to lift up the global

accuracy of Speech Emotion Recognition. Our future research focus is to enhance

these findings by including more languages and more emotional status. Another

direction of the future research will be to determine whether there are any speech

features that contribute exclusively to emotion recognition of a selected language.
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