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Abstract

Global optimization algorithms are becoming popular in a fast rate as they are able to
solve different real life challenges. Swarm based nature inspired optimization tech-
niques are developing in a fast pace due to its global acceptance and their capability in
replicating various real life challenges and solving them efficiently with a better com-
putation rate. Hybridization of these swarm based intelligent techniques with multi-
objective based solution techniques is creating a wide door in the field of optimization
as many real problems include multiple objectives which needs to be optimized. In
this dissertation, two nature inspired hybrid optimizing algorithm is proposed incor-
porating swarm intelligence based firefly algorithm (FA) with multi objective based
non-dominated sorting technique to form Non-dominated Sorting Firefly Algorithm
(NSFA) and Non-dominated Sorting Whale Optimization Algorithm (NSWOA) where
swarm based intelligence technique of Whale Optimization is hybridized with non-
dominated sorting technique. This study also demonstrates their application in op-
timization of controller parameter of islanded microgrid . Moreover, how the opti-
mized parameter affects the dynamic performance of microgrid during load variation
is also demonstrated in this dissertation. The purpose of incorporating FA and WOA
with non-dominated sorting technique to form NSFA and NSWOA respectively is to
enhance global searching capability of conventional FA and Whale Optimization Al-
gorithm (WOA) for complex optimization problems. Based on statistical tool, SPSS
software, statistical analysis was carried out where the performance of the proposed
hybrid NSWOA algorithm is compared with the performance of multi objective Non-
dominated sorting genetic algorithm (NSGA) and Strength Pareto Evolutionary Algo-
rithm (SPEA) in optimizing the controller parameters for the microgrid model used
in this study. Similarly performance of NSFA is also compared with NSGA-II to an-
alyze the ability of NSFA. This dissertation shows that NSWOA and NSFA is able
to stabilize the system with faster computation rate with lesser number of iteration.
Moreover, the system optimized using NSWOA and NSFA techniques provides bet-
ter damping performance compared to NSGA-II. From this study it is obtained that
NSWOA and NSFA requires 4.033 and 2.3667 iterations respectively to reach to best
optimum solution which is significantly less than other existing algorithms. Moreover,
the computational time required by NSWOA and NSFA is 2.9201 sec. and 4.5459 sec.

respectively which proves that they reach to convergence at a much faster rate which
is significantly less than existing NSGA-II and SPEA algorithms.

xiii



Chapter 1

Introduction and Background

Electrical energy and use of power grids for production of this electrical energy perhaps
opened the door of new era in field of engineering. Although the modernization of
these grids for uninterrupted and continuous supply of power to satisfy the electricity
demand of the mass became a challenging issue for the engineers. Moreover, due to
centralised generation of power there persists transmission loss and sudden blackouts
and burnouts cause the total development of the certain area standstill [1]. In the world
of increasing energy demand with increased blackouts, burnouts; microgrid came as
a competent solution due to it being pollution free, energy saving and smart energy
system with diversified energy sources [2].

1.1 Microgrid

Renewable energy sources are gaining more popularity now a day due to production
of clean energy with no emission and requiring less dependency on limited fossil fuel
resources. Micro-grids (MGs) are a competent solution for power system manage-
ment, control and integration of renewables as Distributed Sources (DS) within utility
grid [3]. Microgrid evolved as a solution to global energy crisis and at the same time
it became a talking point in between the researchers for its advancement and develop-
ment. [4, 5].

Microgrid also came as a solution to centralized power generation system problems
like land, establishment and transmission loss constraints and helped in the develop-
ment of the concept of distributed generation (DG) or localized generation. Microgrid
is not an alternative to centralized generation rather it provides power to the load center
of the locality with minimum transmission loss, better efficiency and cheaper rate [6,7].
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1.2 Importance of Controller Parameter Optimization

MGs have two modes of operation- one is grid connected and the other is islanded. In
islanded mode, basically there is one or more reliable energy source or energy storage
compensating for generated power fluctuation of renewables [8], [9]. MG performance
depends upon the selection of MG sources, controller performance and load schedul-
ing.

Voltage source converters are used to interface a majority of distributed generation
(DG) units to network. Optimal selection of controller parameters improves the sys-
tem performance as well as helps in quality assurance of power developed [10]. Even if
there exists any type of disturbance in the system, selection of proper controller param-
eters and tuning them at optimized value ensures stable operation of the system [11].
Optimizing the system controller parameters of microgrid with a view to enhancing the
performance, efficiency and making it inexpensive became the prime concern for the
researchers [12–14]. In order to run a microgrid smoothly and efficiently there must
be some control over the operation, current, voltage and power supply of the inverters
of a microgrid. So, it is inevitable that controller parameters play a vital role in proper
operation of microgrid.

1.3 Importance of Multi-objective optimization

In single objective optimization, generally aim is to search for the best design or de-
cision, which is usually the global solution of the optimization problem. But in the
case of multiple objectives, there may exist one or more solutions which may be the
best (global minimum or maximum) with respect to all objectives [15]. Generally,
a set of solutions is obtained for this type of problem which may be better than the
rest of solutions in the search space. Multi-objective and single-objective optimiza-
tion techniques both have different methodology of ranking the generated population.
Multi-objective optimization techniques have the advantage of selecting the best op-
timum global solution from a set of solutions arranged in a pareto-front using hyper
volumetric measure which are ranked according to their fitness value and satisfying the
constraints as well as finding optimal solution for the multiple objective functions [16].
On the contrary nature inspired single objective optimization techniques ranks the fit-
ness function using bio-type ranking where a single optimal solution is considered as
the global solution [17]. Most of our real challenges do not remain limited to only
a single objective or single function rather there exist several self contrary objectives
with numerous constraints which need to be solved simultaneously. So, it is inevitable
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that multi-objective optimization techniques also provides the flexibility in demonstrat-
ing the real life challenges and provide the methodology in optimizing them and find
the optimal solution of them.

1.4 Literature Review

Global optimization algorithms have gained lot of attention in last few years due to
its ability to solve different real life challenges. Due to non-linear and multi-modality
nature as well as presence of multi-local optima make it difficult to solve global opti-
mization problems. Researchers are now moving towards stochastic algorithms which
mostly include metaheuristics methods like Genetic Algorithm (GA) [18], Particle
Swarm Optimization (PSO) [19], Evolutionary Programming (EP) [20], Ant Colony
Optimization (ACO) [21], Modified Particle Swarm Optimization [22, 23] and Arti-
ficial Bee Colony (ABC) [24] which have shown great potential in solving complex
global optimization problems. All these are swarm intelligence (SI) algorithms as
they are based on the biological nature of breeding, food searching and other biotic
processes of different creatures. Due to it’s efficiency in dealing with non-linear mul-
timodal global optimization problem, Firefly Algorithm (FA) is being used in different
sectors for optimization.

Firefly Algorithm (FA) was first introduced in 2008 by Xin-She Yang where flash-
ing lights produced by fireflies known as bio-luminescence along with general be-
havior of the tropical fireflies were taken into consideration for developing the al-
gorithm [25], [26]. Firefly Algorithm (FA) has been used in different engineering
applications like in - ref. [27] it was used to solve economic emissions of load dis-
patch problem, in ref. [28] to design digital controlled re-configurable switched beam
concentric ring array antenna, in ref. [29] for minimization in permutation flow shop
scheduling problems. In ref. [30] and [31] FA was used to minimize the computa-
tional time for digital image compression. It was seen from ref. [32] and ref. [33]
that FA is capable of producing better global solution for linear antenna array design
compared to Artificial Bee Colony (ABC) and PSO respectively. The pioneering FA
algorithm works on the basis of light intensity variation and attraction capability of
the fireflies which were further modified to improve the performance of the algorithm.
Generation of random directions for determination of the best direction of fireflies with
highest brightness and modification of attractiveness was initiated to observe it’s effect
on objective function [34]. Several Binary FA algorithms were also developed as a
potential solution for different problems like in ref. [35] binary FA was developed to
decode cipher to plain text and results of this algorithm outperformed Genetic Algo-
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rithm (GA) in terms of efficiency. In order to speed up the convergence of solution
of the algorithm, Gaussian distribution was introduced so that all fireflies move to the
global best after each iteration and eventually this modified algorithm outperformed
the classical firefly algorithm [36]. In ref. [37] combination of FA with chaotic maps
was proposed where introduction of chaotic sequence helped in escaping local optima
efficiently. In ref. [38] a Hybrid Evolutionary Firefly Algorithm (HEFA) was proposed
where classical Firefly Algorithm was incorporated with the evolutionary process of
the Differential Evolution (DE) algorithm for better searching efficiency.

Whale optimization algorithm (WOA) was first introduced by Mirjalali and Lewis
in 2016 where they adopted the hunting behavior of whales [39]. For this they con-
sidered a specific breed of whale known as humpback whales as these types of whales
use their unique bubble net feeding method for hunting their prey. In reference [40] a
hybrid whale PSO algorithm (HWPSO) was developed combining WOA with PSO to
address the limitation of PSO algorithm in exploration. Due to better exploration abil-
ity of WOA in different uncertain and small space region, many other researchers hy-
bridized this WOA to overcome the time constraints and accuracy in obtaining global
optimum solution of the problem. In reference [41] and [42] this ability of WOA was
used with PSO and local search strategy respectively where [42] showed the ability of
WOA in solving permutation flow shop scheduling problem. In reference [43] mean
grey wolf optimizer (MGWO) [44] was combined with WOA to prevent local optima
problems and obtain global optima at a faster rate. Similar approach was followed
in [45–50] where WOA has been hybridized with chaotic local search in ref. [45],
Simulated Annealing (SA) in ref. [46], Moth- Flame optimization in ref. [47], Grey-
Wolf Optimizer in ref. [48], Sine-Cosine in ref. [49] and Brain Storm Optimization
in ref. [50] to solve various real life problems and find the global optimum solution
for those situation with a better accuracy, computation time and efficiency. Ref. [51]
used WOA with Colliding Bodies Optimization (CBO) [52] forming WOA- CBO in
building layout planning.

The above mentioned algorithms initially have been developed as a single objective
based optimization algorithm with a view to optimizing any single objective function
and all of these proposed algorithms efficiently handled single objective optimization
problems. But in most cases the problems do not remain limited to only a single objec-
tive function rather there appears various multiple functions which may be conflicting
with the other but all needs to be optimized. For multi objective optimization prob-
lems, Non-dominated Sorting Genetic Algorithm (NSGA) which was introduced by
N. Srinivas and Kalyanmoy Deb in ref. [53] gained much appreciation due to it’s abil-
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ity to solve such problems with better search results and efficiency. But NSGA had
few limitations i.e. complex computational strategy due to absence of crowding dis-
tance calculation; better solutions are lost due to huge number of solutions; and lack
of sharing parameters being specified [54]. So to solve the lacking of NSGA a new
improved algorithm namely NSGA-II has been introduced in [55] which overcomes
the mentioned problems of NSGA. NSGA-II basically introduces crowding distance
calculation after non-dominated sorting of population which reduces the number of
solutions. It also adds a diversity factor amongst the solutions.

Voltage source converters are used to interface a majority of distributed generation
(DG) units to network. Droop control is a well-established approach for autonomous
microgrid operation. Due to the low-inertia nature of such converter-dominated sys-
tems, the stability of autonomous micro-grids is a critical issue. In ref. [56] and [11]
small-signal-based stability analysis has been reported for studying the stability of au-
tonomous droop-controlled microgrid system. Here, static (RL-type) loads are consid-
ered to simplify the modeling and analysis tasks addressing microgrid stability issues.
In future power networks and recent advances in power converter ratings and topolo-
gies, medium-voltage (MV) multi-MW microgrid systems will be created with a wide
pattern of both static and dynamic loads. The operation of dynamic induction motor
loads in droop-controlled converter based microgrids yields special characteristics due
to direct and relatively fast frequency control (e.g., droop control) using load power.
Modeling of the small signal dynamic equations is very cumbersome because of com-
plex control strategy for DGs. Ref. [57] characterizes small-signal stability of a hybrid
AC/DC microgrid with static and dynamic loads using state-space and dynamic simu-
lation models developed in MATLAB but it faced challenges in maintaining the voltage
and frequency within permissible limits during the standalone mode. The impedance
mismatch between inverter-interfaced distributed generation (IIDG) units and induc-
tion motor (IM) loads, addressed in [58] and [59], showed that the presence of IM
load causes frequency instabilities in the system. Ref. [60] investigates the impact of
load dynamics and load sharing among IIDG units on the stability and dynamic per-
formance of islanded AC microgrids but lacks on description of controller requirement
for damping out unstable, inter-area and low frequency oscillations introduced by dy-
namics of active and IM loads.

For maintaining required control performance and power quality during severe con-
ditions, excessive trial-and-error-based repeated tuning process is required. The prob-
lem of tuning control parameters optimally based on control objectives has been men-
tioned in many researches. There are traditional methods for tuning PI controllers such
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as Ziegler Nichols method, frequency domain methods considering gain and phase
margins. Since, change of one PI control parameter tuning is likely to affect other pa-
rameter tuning, applying these methods to multiple DG controllers tuning is critical.
Ref. [61] first presented control schemes for coordination of multiple microgrid gener-
ators, so that they can work on both grid-connected and autonomous modes. They used
PSO algorithm for control parameter tuning during islanded mode operation. Ref. [62]
proposed an effective control parameter-tuning method for multiple distributed gener-
ators in a microgrid using the PSO algorithm and gain-scheduling method which are
found to be effective for weak power systems only. In ref. [63] PSO has been used to
give optimal settings of the optimized control parameters in each mode. Moreover, they
proposed eigenvalue-based objective functions for enhancing the damping characteris-
tics and finally presented non-linear time domain based simulation for minimization of
error in the measured power. In ref. [64] (GA) was introduced to optimize the control
parameters to improve the dynamic performance of microgrid under load variation.
Similarly in ref. [65] artificial fish swarm algorithm (AFSA) was used to optimize the
gains of a PI controller to obtain better frequency output during islanded operation of
microgrid. All the aforementioned work gained decent performance by optimizing the
control parameters and treating the controller parameter tuning as a single objective
optimization problem however, in ref. [66] a multi objective based genetic algorithm
was used to optimize the control parameters for stable operation of microgrid but left
much opportunity for improvement.

1.5 Motivation

The aforementioned literature review gives an acumen about the current progress in
optimization of controller design using multi-objective optimization techniques for
an islanded microgrid and also addresses the necessity of development of controller
design methodologies for islanded microgrids. Most of the aforementioned works
were limited to single objective optimization techniques. Single-objective optimiza-
tion techniques limits the ranking of the fitness function into an individual function
with highest fitness value. It considers this individual function with highest fitness
value as the optimum global solution. On the contrary in multi-objective optimization
techniques a number of objective functions with numeral constraints exist which are
needed to be satisfied. Thus, this creates a chance for exploring multi-objective opti-
mization techniques.

Microgrid developed as a blessing in implementation of small scale power grid in
localized area but stable operation of this microgrid with stable dynamic performance
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is a challenge to modern day engineers. For proper stable operation of a microgrid and
maintain the quality of power supply it is essential to analyze the small scale model
of a microgrid and observe its dynamic performance [64]. One of the characteristics
of microgrid is its low physical intertia which result the system to be more oscillatory
compared to traditional systems due to faster dynamic response of microgrid [67, 68].
Development of dynamic model of a microgrid is a difficult issue due to the complex-
ity of the equations. In day to day life usage both static and dynamic type loads are
included so, this gives an opportunity to develop a microgrid model consisting of both
static and dynamic load and analyze the dynamic performance of the system.

The performance as well as the quality of power of the microgrid along with the
proper distribution of power to the load centre depends on the proper operation and
selection of the control parameters [66]. In the aforementioned literature review it is
seen that several researchers worked in order to obtain optimal controller parameters
and obtain steady state performance of microgrid. But most of them were either single
objective based optimized parameters or some were trial and error based parameters.
This enables the vision of optimizing the controller parameters of a microgrid with
both static and dynamic load using the developed multi-objective based optimization
techniques.

1.6 Thesis Objectives

The aim of this thesis is addressing the limitations of the aforementioned works and
develop a nature-inspired meta-heuristic multi-objective based optimization algorithms
for controller design of an islanded AC microgrid. The following objectives need to be
satisfied in order to reach the thesis goal:

• To obtain a linearized dynamic model of a microgrid system having both static
and nonlinear dynamic loads.

• To identify the controller parameters that play a vital role in the microgrid sta-
bility, oscillation and damping under load variation.

• To propose hybrid optimizing algorithms for finding the optimized controller
parameters to improve the performance of the system for both static and dynamic
load variation.

• To perform comparative study among the proposed and available optimizing al-
gorithms for obtaining the best outcome.
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1.7 Thesis Outline

The total thesis has been arranged in different chapters where each chapter describes
different portion of the work.

Chapter 1 discusses the background history of different optimization algorithms
and their contribution in optimization of the controller parameters of an islanded AC
microgrid. A brief description about the importance of controller parameter optimiza-
tion and use of multi-objective optimization has been also included. In the later part of
the chapter motivation of this work and thesis objectives were also mentioned.

Chapter 2 explains the linearized mathematical modelling of the microgrid. In this
chapter detailed illustration of the mathematical model of the microgrid consisting of
static load and induction motor as dynamic load has been given.

Chapter 3 In this chapter the problem statement along with the objective functions
has been mentioned. A root locus analysis was shown as well.

Chapter 4 illustrates the methodology of the proposed nature inspired algorithm
i.e. Non-dominated Sorting Whale Optimization Algorithm (NSWOA). Detailed flow
chart along with step-wise methodology has been included in this chapter. In this
chapter another proposed nature inspired algorithm i.e. Non-dominated Sorting Fire-
fly Algorithm (NSFA) has been also described with detailed flow chart and step-wise
procedure.

Chapter 5 shows the performance analysis, results and discussion of the proposed
NSWOA technique. In this chapter eigen value analysis, time domain analysis and
statistical analysis of the proposed algorithms are shown with proper graphical repre-
sentations. Moreover this chapter also shows comparative analysis of NSWOA with
other prominent multi-objective algorithms.

Chapter 6 illustrates the detailed performance analysis, results and discussion of
the proposed NSFA technique. A comparative study of NSFA has been carried out
with well known multi-objective algorithm.

Chapter 7 lastly discusses the concluding part of the total work as well as gives an
insight about the future scope of this work.
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Chapter 2

Mathematical Modelling of an AC Microgrid with Dy-
namic Load

An islanded microgrid consisting of both static and dynamic load has been used for
this study. The Microgrid model shown in Figure 2.1 consists of two DG units where
static load has been installed on one unit and induction motor as dynamic load on the
other unit. In this section the dynamic model of the aforementioned islanded microgrid
will be discussed where necessary static and dynamic load equations, line equations
and controller equations will be developed for completion of a total state-space model
of the studied microgrid. Necessary study was done from [11, 59] for development of
the equations for the complete microgrid model.

Modeling of microgrid is basically comprised of three main segments: inverter,
loads and network. Inverters were designed in their individual (dij − qij) reference
frame and power sharing controller was used to fix their angular frequency ωij . In
this study, reference frame of one of the inverters was taken as the common reference
frame (D − Q) and the load and network state equations were transformed into that
(D−Q) frame including the other inverters. D−Q transformation technique was used
for this purpose as shown in Eqs. (2.1) and (2.2) [69]. Here D-Q axes was taken as
common reference frame where (d − q)i and (d − q)j were taken as the the reference
frame of ith and jth inverters respectively and angle δi is taken as the reference angle
for ith inverter as shown in Figure 2.2. D −Q axes rotates at a frequency ωcom which
is taken as the common reference frame frequency whereas (d− q)i and (d− q)j axes
rotates with frequency ωi and ωj respectively. Now angle δ denotes the difference of
angle between individual reference frame and common reference frame which can be
calculated following Eq. (2.3). There is exist an angular frequency difference between
commonD−Q reference frame and individual d−q reference frame as the components
in common D −Q reference frame rotates at a synchronous speed where as the speed
is not synchronous for the components in their individual (d− q) reference frame.
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Figure 2.1: DGs with both static and dynamic load

Figure 2.2: Transformation of Reference Frame

[fDQ] = [Ti][fdq] (2.1)

[Ti] =

[
cos(δi) − sin(δi)

sin(δi) cos(δi)

]
(2.2)

δ =

∫
(ω − ωcom)dt (2.3)

A DG inverter block diagram has been shown in Figure 2.3 which is connected
to the microgrid. There are three controller units of which power controller has been
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designed for determining the magnitude and frequency of the inverter output voltage
(vod, voq) following droop characteristics [70]. For obtaining characteristics of the out-
put voltage, voltage control unit has been used and current control unit is used for con-
trolling the LC filter current and damp out the high frequency disturbances [71, 72].
The state space model for each of these controllers is represented in this section.

2.1 Power Controller

A power controller successive block diagram has been depicted in Figure 2.4 which
shows power calculation, filtration stage and droop control strategy in a power con-
troller. At first the instantaneous active power, p(t), and instantaneous reactive power,
q(t), is calculated from output voltage, (vodq) and output current, (iodq) as shown in Eq.
(2.4). The average active power, P , as well as average reactive power, Q, is obtained
by passing the instantaneous values of active, p(t) and reactive, q(t) power through
a low pass filter as depicted in Eq. (2.5). The droop controller in power controller
loop generates the output reference voltage magnitude (vo) and frequency (ω) of the
DG units depending upon their active and reactive power values and the controller also
allows them to share their active and reactive power demand.

p(t) = 1.5(vodiod + voqioq), q(t) = 1.5(vodioq − voqiod) (2.4)

P =
ωc

s+ ωc
p(t), Q =

ωc
s+ ωc

q(t) (2.5)

Here, ωc is the cut off frequency of the low pass filter, s is the Laplace operator and
vod, voq are the output voltage and iod, ioq are the output current in d-q reference frame.
Now the power sharing between active and reactive power due to droop controller is
depicted in Eqs. (2.6) and (2.7) where mp and nq are static active and reactive power
droop gains respectively.
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Figure 2.3: Block Diagram of the DG Inverter

12



Figure 2.4: Power Controller of the Microgrid

ω = ωnl −mpP (2.6)

v∗od = Vn − nqQ, v∗oq = 0 (2.7)

Here, ω represents the output angular frequency reference of the inverter, ωnl is the no
load frequency set point, Vn is the output voltage nominal set point and superscript ‘*’
represents a reference value. The output voltage magnitude reference is the direct d−
axis component of the inverter reference frame as the quadrature q− axis component
is made zero. This strategy is followed to assist and expedite voltage attuned control
system. The static droop control gainsmp and nq are calculated for a certain bandwidth
of frequency and magnitude of voltage for real and reactive power respectively using
the following equations as shown in Eq.(2.8). The values of ωmax, ωmin, Vodmin and
Vodmax can be selected based on the system ratings.

mp =
ωmax − ωmin

Pmax
, nq =

Vodmax − Vodmin
Qmax

(2.8)

2.2 Voltage Controller

A block diagram of output voltage controller consisting of the controller gains and
feedback is shown in Figure 2.5. A standard PI regulator has been used here for con-
trolling the output voltage. The main objective of voltage controller is to compare the
voltage (v∗od, v

∗
oq) reference value with the actual value of voltage (vod, voq) and then

using the PI regulator generate inductor output currents (i∗ld, i
∗
lq). The corresponding

voltage controller equations are given below in Eqs.(2.9)-(2.12).

ϕ̇d = v∗od − vod (2.9)
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Figure 2.5: Voltage Controller of the Microgrid

ϕ̇q = v∗oq − voq (2.10)

i∗ld = Kpvϕ̇d +Kiv(

∫
ϕ̇ddt)− ωnlCfvoq + Fiod (2.11)

i∗lq = Kpvϕ̇q +Kiv(

∫
ϕ̇qdt) + ωnlCfvod + Fioq (2.12)

Here, Kpv and Kiv are proportional and integral gains respectively for controller of d-q
axis ; ϕd, ϕq are the voltage controller’s integrator states and F is the feed forward gain
which is used to minimize the disturbance effect of output grid current components iod
and ioq.

2.3 Current Controller

The current controller shown in Figure 2.6 basically compares the measured filter cur-
rents with the reference inductor current (i∗ldq) . It controls the voltage across the in-
ductor in such a way that the current error becomes minimum. Standard PI regulators
helps in controlling the output inductor current. The corresponding current controller
dynamic equations are given in Eqs. (2.13) - (2.15).Here, γd and γq denotes state of
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Figure 2.6: Current Controller of the Microgrid

current controller. Kpc and Kic are proportional and integral gains of current controller
respectively. v∗id and v∗iq are the reference values of firing voltage for d − axis and
q − axis respectively which is used for firing the gate pulse of inverter after d − q to
abc transformation. Here, Lf is the inductance of the filter.

γ̇d = i∗ld − ild, γ̇q = i∗lq − ilq (2.13)

v∗id = Kicγd +Kpc(i
∗
id − iid)− ωnLf ilq (2.14)

v∗iq = Kicγq +Kpc(i
∗
iq − iiq) + ωnLf ild (2.15)

2.4 LCL Filter

The LCL filter in this work mainly includes the inductor in filter (Lf ), capacitor in
filter (Cf ) along with the coupling inductor (Lc) and coupling resistance Rc of the
transformer. Rf is a series resistance along with the LCL filter and vbd, vbq are the
d − q frame bus voltages on the grid side. Figure 2.7 depicts the circuit configuration
of a LCL filter. Here it is assumed that voltage on input and output side of the inverter
is equal i.e. vi = v∗i considering zero loss in the diode and transistor of the inverter
[11] [59]. The LCL filter dynamics states are shown in the following equations.
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Figure 2.7: LCL filter of the Microgrid

i̇ld = ωilq −
1

Lf
(vod − vid +Rf ild) (2.16)

i̇lq = −ωild −
1

Lf
(voq − viq +Rf ilq) (2.17)

i̇od = ωioq −
1

Lc
(vbd − vod +Rciod) (2.18)

i̇oq = −ωiod −
1

Lc
(vbq − voq +Rcioq) (2.19)

v̇od = ωvoq +
1

Cf
(ild − iod) (2.20)

v̇oq = −ωvod +
1

Cf
(ilq − ioq) (2.21)

2.5 Linearized Complete Inverter Model

There are two DG units along with an induction motor as dynamic load in the microgrid
model. The model developed in the previous sections is a non-linear model which
needs to be linearized for developing the linearized dynamic equation of the system as
linearized system benefits in ease of study of small signal stability. The inverter model
has been linearized using Taylor′s series expansion. Now after linearizing the Eqs.
(2.3) - (2.7) , linearized power controller model is shown in Eqs. (2.22)- (2.25).

∆δ̇ = ∆ω (2.22)

∆Ṗ = 1.5(ωc∆vodIod + ωcVod∆iod + ωc∆voqIoq + ωcVoq∆ioq)− ωc∆P (2.23)

∆Q̇ = 1.5(ωc∆vodIoq + ωcVod∆ioq − ωc∆voqIod − ωcVoq∆iod)− ωc∆Q (2.24)

∆ω = −mp∆P (2.25)
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Linearizing Eqs. (2.9) - (2.12) of the voltage controller, the linearized equations of the
controller are represented below in Eqs. (2.26) - (2.29)

∆ϕ̇d = −nq∆Q−∆Vod (2.26)

∆ϕ̇q = −∆Voq (2.27)

∆i∗ld = F∆iod − ωnlCf∆voq +Kpv
˙∆ϕd +Kiv∆ϕd (2.28)

∆i∗lq = F∆ioq + ωnlCf∆vod +Kpv
˙∆ϕq +Kiv∆ϕq (2.29)

Current controller used in the inverter model is linearized by linearizing Eqs. (2.13) -
(2.15). The linearized equations are shown in Eqs. (2.30) - (2.33)

∆γ̇d = F∆iod − ωnlCf∆voq −Kpvnq∆Q−Kpv∆vod +Kiv∆ϕd −∆ild (2.30)

∆γ̇q = F∆ioq + ωnlCf∆vod −Kpv∆voq +Kiv∆ϕq −∆ilq (2.31)

∆v∗id = Kic∆γd +Kpc∆γ̇d − ωnlLf∆ilq (2.32)

∆v∗iq = Kic∆γq +Kpc∆γ̇q + ωnlLf∆ild (2.33)

Similarly, linearizing Eqs. (2.16) - (2.21) following linearized equations of LCL filter
are obtained.

∆i̇ld = Ilq∆ω + ω∆ilq −
1

Lf
(∆vod −∆vid +Rf∆ild) (2.34)

∆i̇lq = −Ild∆ω − ω∆ild −
1

Lf
(∆voq −∆viq +Rf∆ilq) (2.35)

∆i̇od = Ioq∆ω + ω∆ioq −
1

Lc
(∆vbd −∆vod +Rc∆iod) (2.36)

∆i̇oq = −Iod∆ω − ω∆iod −
1

Lc
(∆vbq −∆voq +Rc∆ioq) (2.37)

∆v̇od = Voq∆ω + ω∆voq +
1

Cf
(∆ild −∆iod) (2.38)

∆v̇oq = −Vod∆ω − ω∆vod +
1

Cf
(∆ilq −∆ioq) (2.39)

Here in Eqs. (2.36) and (2.37), vbd and vbq are the bus voltages which are input to
the subsystem. As vbdq is not a state variable so using Eqs. (2.1) and (2.2) vbdq can be
transferred to globalD−Q reference frame. Equations (2.40) and (2.41) represent vbD
and vbQ respectively where iloadDQ is load current and ilineDQ is line current in D −Q
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frame.
vbD = Rn(ioD + iLineD − iLoadD) (2.40)

vbQ = Rn(ioQ + iLineQ − iLoadQ) (2.41)

Equations (2.40) and (2.41) needs to be represented with respect to their state variable
as ioDQ is not a state variable. Now, ioDQ is transformed to iodq using Eqs. (2.1) and
(2.2).

For completion of the whole microgrid state space model each of the states were
transferred to a common global reference frame using Eqs. (2.1) and (2.2). The com-
plete linearized inverter state space model is given in the Eqs. (2.42) - (2.44).

∆ẋINV i = AINV i∆xINV i +BINV i∆vbDQi +Bcom∆ωcom (2.42)

∆ioDQi = CINV i∆xINV i (2.43)

∆xINV i = [∆δi ∆Pi ∆Qi ∆ϕd ∆ϕq ∆γd ∆γq ∆ild ∆ilq ∆vod ∆voq ∆iod ∆ioq]

(2.44)
An individual inverter model basically consist of thirteen states here. The components
of AINV i, BINV i, Bcom and CINV i are given in matrix form in Eqs. (2.45) - (2.47)

AINV i =



0 −mp 0 0 0 0 0 0 0 0 0 0 0

0 −ωc 0 0 0 0 0 0 0 1.5ωcIodi 1.5ωcIoqi 1.5ωcVodi 1.5ωcVoqi

0 0 −ωc 0 0 0 0 0 0 1.5ωcIoqi −1.5ωcIodi −1.5ωcVoqi 1.5ωcVodi

0 0 −nq 0 0 0 0 0 0 −1 0 0 0

0 0 0 0 0 0 0 0 0 0 −1 0 0

0 0 −nqKpv Kic 0 0 0 −1 0 −Kpv −ωnl F 0

0 0 0 0 Kic 0 0 0 −1 ωnl −Kpv 0 F

0 −mpIlqi
−nqKpcKpv

Lf

KivKpc

Lf
0 Kic

Lf
0

−Kpc−Rf

Lf
ω − ωnl −KpcKpv−1

Lf

−ωnlCfKpc

Lf

KpcF

Lf
0

0 mpIldi 0 0 KivKpc

Lf
0 Kic

Lf
ω − ωnl −Kpc−Rf

Lf

ωnlCfKpc

Lf

−KpcKpv−1
Lf

0 KpcF

Lf

0 −mpVoqi 0 0 0 0 0 1
Cf

0 0 ωo
−1
Cf

0

0 −mpVodi 0 0 0 0 0 0 1
Cf

ω 0 0 −1
Cf

1
Lc

(
VbDi sin δi

−VbQi cos δi

)
−mpIoqi 0 0 0 0 0 0 0 1

Lc
0 −Rc

Lc
ωo

1
Lc

(
VbDi cos δi

+VbQi sin δi

)
mpIodi 0 0 0 0 0 0 0 0 1

Lc
−ωo −Rc

Lc


(2.45)
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Figure 2.8: Line Network of the Microgrid

BINV i =

[
0 .... 0 − cos δi

Lc

− sin δi
Lc

0 .... 0 sin δi
Lc

− cos δi
Lc

]T
13×2

Bcom =
[
−1 0 0 0 ..... 0

]T
13×1

(2.46)

CINV i =

[
−Iodi sin δi − Ioqi cos δi 0 0 .... 0 0 cos δi − sin δi

Iodi cos δi − Ioqi sin δi 0 0 .... 0 0 sin δi cos δi

]
2×13

(2.47)

2.6 Line Network and Static Load Model

Line current flows from one node to other node of the line connecting the buses. As
the system has one single line network so if two nodes of a line is j and k then the state
equations of line network of the microgrid can be shown in Eqs. (2.48) and (2.49).
Now after linearizing Eqs. (2.48) and (2.49), the obtained linearized state equations
are given in Eqs. (2.50) and (2.51).

i̇LineD =
vbDj

LLine
− vbDk

LLine
− RLine

LLine
iLineD + ωiLineQ (2.48)

i̇LineQ =
vbQj

LLine
− vbQk

LLine
− RLine

LLine
iLineQ − ωiLineD (2.49)

∆i̇LineD =
1

LLine
(∆vbDj

−∆vbDk
)− RLine

LLine
∆iLineD +ω∆iLineQ + ILineQ∆ω (2.50)

∆i̇LineQ =
1

LLine
(∆vbQj

−∆vbQk
)− RLine

LLine
∆iLineQ−ω∆iLineD − ILineD∆ω (2.51)

Equation (2.52) shows the state space representation of the line network. A network
model for two bus system is shown in Figure 2.8 where on one bus static load is con-
nected and on other bus dynamic load is connected.

[∆i̇LineDQ] = ALine[∆iLineDQ] +B1Line[∆vbDQ] +B2Line[∆ω] (2.52)
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The load model of the microgrid is formulated in Eqs. (2.53) - (2.57) in a similar
way like the line network. All state equations formulated for line network and load
model are considered on the common global D −Q reference frame.

i̇LoadD =
vbD
LLoad

− RLoad

LLoad
iLoadD + ωiLoadQ (2.53)

i̇LoadQ =
vbQ
LLoad

− RLoad

LLoad
iLoadQ − ωiLoadD (2.54)

∆i̇LoadD =
1

LLoad
∆vbD −

RLoad

LLoad
∆iLoadD + ω∆iLoadQ + ILoadQ∆ω (2.55)

∆i̇LoadQ =
1

LLoad
∆vbQ −

RLoad

LLoad
∆iLoadQ − ω∆iLoadD − ILoadD∆ω (2.56)

[∆i̇LoadDQ] = ALoad[∆iLoadDQ] +B1Load[∆vbDQ] +B2Load[∆ω] (2.57)

Now the components of ALine, B1Line, B2Line, ALoad, B1Load and B2Load are given
below in Eqs. (2.58) and(2.59).

ALine =

[
−RLine

LLine
ωo

−ωo −RLine

LLine

]
, B1Line =

[
1

LLine
0 −1

LLine
0

0 1
LLine

0 −1
LLine

]
, B2Line =

[
ILineQ

−ILineD

]
(2.58)

ALoad =

[
−RLoad

LLoad
ωo

−ωo −RLoad

LLoad

]
, B1Load =

[
1

LLoad
0 −1

LLoad
0

0 1
LLoad

0 −1
LLoad

]
, B2Load =

[
ILoadQ

−ILoadD

]
(2.59)

2.7 State Space Model of Induction Motor as Dynamic Load

In our study an induction motor has been used as a dynamic load. The stator and
rotor voltages of an induction motor developed in common reference frame is given in
Eqs. (2.60) - (2.63) following ref. [31] where vDQs and vDQr are stator and rotor side
voltage respectively; iDQs and iDQr are stator and rotor current respectively; Ls, Rs are
the stator inductance and resistance respectively; Lr, Rr are the rotor inductance and
resistance respectively; Lm is the mutual inductance; ω is stator angular frequency and
sl is the rotor slip.

vDs = RsiDs + Ls
d

dt
iDs + Lm

d

dt
iDr − ωLsiQs − ωLmiQr (2.60)

vQs = RsiQs + Ls
d

dt
iQs + Lm

d

dt
iQr + ωLsiDs + ωLmiDr (2.61)
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vDr = RriDr + Lr
d

dt
iDr + Lm

d

dt
iDs − ωslLmiQs − ωslLriQr (2.62)

vQr = RriQr + Lr
d

dt
iQr + Lm

d

dt
iQs + ωslLmiDs + ωslLriDr (2.63)

The relationship between mechanical speed of motor and electro-mechanical torque
developed by the motor is shown in Eq. (2.64) and (2.65) respectively where TE is
electromagnetic torque, TL is load torque, J is the combined inertia of the rotating
masses of motor and load and ρ is the number of poles of the motor.

TE =
3ρLm

4
(iQsiDr − iDsiQr) (2.64)

TE − TL = J
d

dt
((1− sl)ω) (2.65)

Now after linearizing the motor equations using Taylor′s series expansion and rear-
ranging them, the state space model of induction motor is given in Eq. (2.66) where
the components of ∆XIM , ∆UIM , AIM , BIM , CIM and DIM are given below in Eqs.
(2.68) - (2.71). Here ∆ω can be transferred and expressed according to the states of
microgrid using equation (2.25). ∆ω̇ is expressed according to Eq. (2.67)

∆ẊIM = (−A−1IMBIM)∆XIM + A−1IM∆UIM + (−A−1IMCIM)∆ω + (−A−1IMDIM)∆ω̇

(2.66)
∆ω̇ = −mp∆Ṗ (2.67)

∆XIM =


∆iQs

∆iDs

∆iQr

∆iDr

∆sl

 , ∆UIM =


∆vQs

∆vDs

∆vQr

∆vDr

∆TL

 (2.68)

AIM =


Ls 0 Lm 0 0

0 Ls 0 Lm 0

Lm 0 Lr 0 0

0 Lm 0 Lr 0

0 0 0 0 4Jω
3ρ

 (2.69)

BIM =


Rs ωLs 0 ωLm 0

−ωLs Rs −ωLm 0 0

0 slωLm Rr slωLr −ω(LmiDs0 + LriDr0)

−slωLm 0 −slωLr Rr ω(LmiQso + LriQro)

LmiDr0 −LmiQr0 −LmiDs0 LmiQs0 0


(2.70)

21



CIM =


LsiDs0 + LmiDr0

−LsiQs0 − LmiQr0
slLmiDs0 + slLriDr0

−slLmiQs0 − slLriQr0
0

 , DIM =


0

0

0

0
−4J(1−sl)

3ρ

 (2.71)

For ease of calculation (−A−1IMBIM), A−1IM , (−A−1IMCIM) and (−A−1IMDIM) were con-
sidered as EIM , FIM , GIM and HIM respectively.

2.8 Complete Microgrid Model

Complete microgrid model of the proposed system is developed by combining the
individual inverter, line network, load and induction motor state space models from
Eqs. (2.42), (2.52), (2.57) and (2.66) respectively. The complete microgrid model is
depicted in Eq. (2.72).

∆ẊMG = AMG∆XMG (2.72)

where ∆XMG is the integrated states of the microgrid model. The components of
∆XMG and AMG are given in Eqs. (2.73) and (2.74)

∆XMG = [∆xINV 1 ∆xINV 2 ∆iLineDQ ∆iLoadDQ ∆XIM ]1×35 (2.73)

AMG =


[AINV +BINVRNMINVCINV ]26×26 [BINVRNMNET ]26×4 [BINVRNMIM ]26×5

[B1LineRNMINVCINV +B2LineCINVω ]2×26 [AINV +B1LineRNMNET ]2×4 [B1LineRNMIM ]2×5

[B1LoadRNMINVCINV +B2LoadCINVω ]2×26 [B1LoadRNMNET ]2×4 [ALoad +B1LoadRNMIM ]2×5

[[FIMT ][RNMINVCINV ] +GIMCINVω +HIMCINVωAINV ] [FIMT ][RNMNET ] EIM + [FIMT ][RNMIM ]


35×35

(2.74)

CINVωcom = [0 −mp 0 .... 0]1×13, CINVω = [CINVωcom 0 .... 0]1×26 (2.75)

MINV , MNET and MIM are used for mapping the connection points between nodes of
the network and line. In this study the system has 2 nodes, 2 inverters a single line. The
size of MINV is (2× no. of nodes)× (2× no. of inverters). Similarly size of MIM

is (2 ×no. of nodes)× (no. of connection points of induction motor i.e. 5) as this
indicates the induction motor connection points with the nodes. Size of MNET is (2×
no. of nodes)×(2×No. of Lines) andRN is (2×no. of nodes)×(2×no. of nodes).
The diagonal elements of RN are equal to Rn. Components of MNET are either +1 or -
1 depending upon the direction of line current means if current is entering the node then
+1 is considered and if leaving the node then -1 is considered. For linking the stator
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voltage dynamics of induction motor with the microgrid system matrix T is used whose
size is (no. of connection points of induction motor i.e. 5) × (2× no. of nodes).

The system parameters of the above mentioned mathematical model have been
given in Table 2.1.

Table 2.1: System Parameters

Parameters Value Parameters Value
ωnl 377 rad/s ωc 69 rad/s
mp 10000 W/rad/s Rc 1.7 Ω

nq 4000 VAR/V Lc 4 mH
RLine 3.3 Ω Cf 50 µ F
LLine 0.15 mH Lf 4.2 mH
RLoad 24 Ω Rf 0.1 Ω

LLoad 7.8 mH Rs 3.5 Ω

sl 0.1 Rr 0.3 Ω

Lm 30 mH Ls 3 mH
J 63.67 kgm−2 Lr 20 mH
F 105 TL 7964.04 N.m
ρ 4

2.9 Summary

This chapter gives an insight about the mathematical model of the microgrid consisting
of static load and induction motor as dynamic load. The detailed linearized model of
the system has been also mentioned in this chapter. This linearized model needs to
be optimized for stable operation of the microgrid system. In the later subsequent
chapters this linearized model of the system has been optimized to obtain a stable
operating microgrid system including both static and dynamic load.
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Chapter 3

Problem Statement and Proposed Solution

Stable operation of microgrid in islanded mode in the presence of both static and dy-
namic load is a challenge that is addressed in this work. In the aforementioned chapters
as it is mentioned that for efficient, fast and stable operation of microgrid the role of
controller parameters are noteworthy. In autonomous mode of operation of a microgrid
controller parameter settings plays an important role in system stability. Moreover, the
effect of controller parameters in system stability can be well understood from the root
locus of the system.

3.1 Root Locus Analysis

Root locus analysis enables to study the effect of controller parameters in system sta-
bility. In this study, the controller parameters whose effect will be analyzed are the PI
gains in voltage and current controller. Root locus analysis mainly gives idea about
the damping properties and oscillatory properties of the system [59,73].The root locus
analysis of the controller gains are shown in Figure 3.1 - Figure 3.4 which gives the
idea about the effect of controller gain in system stability. Eigen value nearer to the
imaginary axes are of low frequency values. Now, if eigen value moves away from the
real axes then the system becomes more oscillatory and unstable. On the other hand, if
eigen value moves away from the imaginary axes and goes more on the left half plane
then damping performance of the system gets improved.

The eigen value of the system is depicted in Table 3.1 where eigen value of each of
the states has been mentioned.
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Table 3.1: Eigen Value Of the System

Index States Eigen Value

1 ∆δ1 -2909410.542 +12209388.904i
2 ∆P1 -2909410.542 - 12209388.904i
3 ∆Q1 -3261123.439 + 8309127.704i
4 ∆ϕd1 -3261123.439 - 8309127.704i
5 ∆ϕq1 -55.194 + 45315.607i
6 ∆γd1 -55.194 - 45315.607i
7 ∆γq1 -352.417 + 44476.812i
8 ∆ild1 -352.417 - 44476.812i
9 ∆ilq1 -4107.969 + 31524.405i

10 ∆vod1 -4107.969 - 31524.405i
11 ∆voq1 -5629.972 + 29764.098i
12 ∆iod1 -5629.972 - 29764.098i
13 ∆ioq1 -8720.541 + 8365.113i
14 ∆δ2 -8720.541 - 8365.113i
15 ∆P2 -6328.127 + 8624.675i
16 ∆Q2 -6328.127 - 8624.675i
17 ∆ϕd2 -1291.429 + 0i
18 ∆ϕq2 213.426 + 784.754i
19 ∆γd2 213.426 - 784.754i
20 ∆γq2 -81.284 + 376.280i
21 ∆ild2 -81.284 - 376.280i
22 ∆ilq2 -162.677 + 0i
23 ∆vod2 -70.227 + 1.578i
24 ∆voq2 -70.227 - 1.578i
25 ∆iod2 -67.497 + 0i
26 ∆ioq2 22.647 + 0i
27 ∆iLineD 1.315 + 0i
28 ∆iLineQ -2.394 + 0i
29 ∆iLoadD -2.393 + 0i
30 ∆iLoadQ -0.018 + 0.045i
31 ∆iQs -0.018 - 0.045i
32 ∆iDs -0.021 + 0i
33 ∆iQr -0.329 + 0i
34 ∆iDr -0.200 + 0i
35 ∆sl -0.202 + 0i
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In Figure 3.1 it is seen that as Kpv increases the most dominant eigen value (9, 10)
moves away from the real axes making the system oscillatory but as it moves towards
the left hand plane of the imaginary axes so this improves the damping performance
of the system. Eigen value (15, 16, 19, 23, 24, 30) moves along the left half of s plane
improving the damping performance. On the other hand, eigen value (17, 18) moves
towards the real axes and also moves away from the imaginary axes towards left half
of s plane improving system’s damping and oscillatory performance.

Figure 3.2 shows that as Kpc increases the unstable eigen values (9, 10, 11, 12, 13,
14, 15, 16) moves towards the left hand plane of imaginary axes improving system sta-
bility but at the same time as they moves away from the real axes so this makes system
more oscillatory. Now, eigen value (23, 24, 25, 26) which are dominant low frequency
values moves towards the real axes making system less oscillatory.

Now, if Kiv increases as shown in Figure 3.3 then eigen value (21, 22, 29, 30, 31)
which are dominant low frequency values move away from the imaginary axes towards
left half of s plane improving damping performance of the system and improving sys-
tem stability.

Similarly Figure 3.4 shows if Kic is increased then eigen value (1, 2, 3, 4) moves
away from the real axes and imaginary axes making system oscillatory and improving
damping performance of the system respectively. On the other hand, eigen value (19,
20) moves towards real axes making system less oscillatory but as they are moving
towards right half plane of imaginary axes so damping ratio of the system decreases
making system less stable.

From the root locus analysis it is observed that the controller parameters have sig-
nificant effect on system stability. So, for stable operation of the microgrid optimized
controller parameters are inevitable.
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Figure 3.1: Root Locus of the system for Kpv ε [0, 500]

Figure 3.2: Root Locus of the system for Kpc ε [0, 500]
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Figure 3.3: Root Locus of the system for Kiv ε [−10, 300]

Figure 3.4: Root Locus of the system for Kic ε [0, 200]

3.2 Objective Functions

In Chapter 2, the mathematical model of the microgrid was developed where Kpv1,
Kiv1, Kpc1, Kic1, Kpv2, Kiv2, Kpc2 and Kic2 are the controller parameters. Now, from
the root locus analysis it is evident that these controller parameters plays a key role
is damping and oscillatory characteristics of the system and eventually they controls
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system stability. The main objective of this work is to optimize these controller param-
eters in order to obtain a stable microgrid consisting of both static and dynamic load.
The objective functions based on the damping ratio and eigen value are stated below
in Eq. (3.1).

J1 = (−σdesired −Minimum(σN)), J2 = (ζdesired −Minimum(ζN)) (3.1)

Here σ and ζ represents real part of eigen values and damping ratio respectively. Here
N represents the number of states. For this study N = 1, 2, 3, ...... 35 as there
are 35 states in the system as per the mathematical model developed in Chapter-2.
This indicates that the σ and ζ value will be evaluated for each of the states and the
objective of this study is to optimize the σ and ζ value for each of the states to obtain
stable performance of the microgrid system.

ζN =
−σN√

σN 2 + ωN 2
(3.2)

σdesired and ζdesired are taken as reference values in order to limit the objective func-
tions within the desired boundary [74].

The problem constraints for the developed model are given below in Eq. (3.3).
Now as seen from root locus analysis that as the controller gains increases from zero
to positive value, the damping performance improves but at times makes system more
oscillatory. So, in order to obtain a stable system with less oscillations and improved
damping performance the controller gains are limited from 0 to 500.

0 < Kpv, Kpi, Kiv, Kic < 500 (3.3)

Here, the controller parameters are aimed to be kept within the given range in order
to obtain stable performance from the microgrid system. Thus, these are the objective
functions which need to be optimized using optimizing algorithms in order to obtain
optimized controller parameters for stable operation of microgrid.

3.3 Proposed Solution

In this study multi-objective based optimization algorithms have been proposed in or-
der to develop an autonomous AC microgrid with optimal controller parameters. As
mentioned in earlier sections that there are two objective functions that need to be op-
timized for obtaining a stable system. The objective functions mentioned in previous
section are conflicting in nature as if σ increases then ζ becomes more negative i.e. it
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decreases and vice versa condition if σ decreases. So, with a view to optimizing these
functions multi-objective based non dominated sorting technique has been incorpo-
rated with nature inspired algorithms to form hybrid algorithm. Detailed methodology
of the proposed algorithms has been included in later sections of this chapter.

3.4 Non-dominated Sorting Technique

In this technique basically pareto-dominance criterion is used to sort the solutions ob-
tained from the generated population. Here, at first a set of solutions is created from
the initial randomly generated population and each of these solutions is again com-
pared with the other solutions generated from the population. Then the solutions are
sorted amongst themselves from which two sets of solutions are developed, one is non-
dominated solutions i.e. they are not dominated by any other solutions and other set
is known is dominated solutions i.e. they are dominated by any one of the solution at
least. Moreover, in this technique domination count of the solutions are kept in account
which means if one solution suppose A dominates another solution B then domination
count of A is 0 and domination count of B is 1. Now again if there is another solution
C which is being dominated by A and B then domination count of C is 2. The first set
of non-dominated solution is assigned to a particular front suppose, F1 for instance in
this case that solution is A which is is removed from the generated population. Now
solution in front F1 is assigned a rank r1 which means rank value of the solution is 1.
In the next step the remaining solutions i.e. B and C are again compared with each
other and as solutionA has been removed so domination count ofB is reduced to 0 and
that of C is reduced to 1. Similarly another set of non-dominated solution is obtained;
for this case it is B which is assigned to another front suppose, F2 and the solution in
front F2 is assigned to rank, r2 which means the rank of the solution is 2. This process
is continued in a loop till all the solutions generated from the population are assigned
to any specific front. Each of these fronts are known as pareto fronts and each of those
fronts are assigned a particular rank on the basis of the number of comparison required
for those solutions to be included in a front.

Pareto-dominance method is based on two criterion [55] [75]. Suppose if there are
two solutionsX1 andX2 to be compared thenX1 will dominateX2 if both of the given
conditions are fulfilled.

Condition 1: For both the objectives J1 and J2 in our study, solution X1 is not
worse than solution X2 .

Condition 2: For at least one objective J1 or J2, solution X1 is definitely better
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than solution X2.

Following the above criterion non-dominated sorting is performed. Now in the
above methodology the solutions having lower rank value are always preferred i.e.
r = 1 is preferred over r = 2 as solutions with lower rank value have better
fitness value [54]. Now, solutions in a particular front have same rank and same fitness
value. So, in order to separate the solutions and determine better solution calculation
of crowding distance is required. Solutions in a front having more crowding distance
i.e. surrounding area is less crowded; is preferred over solutions with less crowding
distance due high possibility of diversity preservation [76].

3.5 Crowding Distance Calculation

Crowding distance means the distance between two solutions in a front. It helps to
determine the concentration of solutions around a specific solution in a front [55]. The
methodology of crowding distance calculation is given below:

Step 1: Suppose F is a pareto front which contains X number of solutions. Now
at first for all the individual solutions in the fronts, the crowding distance is initiated
to zero. If Fi(Dj) represents crowding distance of jth solution in the ith front then
Fi(Dj) = 0, ∀ i, j.

Step 2: Now for each objective function, the solutions in a front are sorted on the
basis of their fitness value in ascending order. If m represent objective functions then
for this study m = [ J1, J2 ]. Now at first for m = J1 the solutions in the front Fi
are sorted. Mathematically it can be represented as S = sort(Fi, J1).

Step 3: The boundary values for each objective functions in a front is assigned in
this step. The solutions with highest and lowest fitness values in a front are assigned
infinite crowding distance value i.e. for front Fi, S(D1) = S(DX) = ∞. Here, X
represents final number of solution.

Step 4: Depending on the boundary limits calculated in the previous step, in this
step the crowding distance for the intermediate solutions i.e. crowding distance L =

D2 ........ DX−1 for front Fi needs to be calculated. This calculation is done following
eq. (4.1). Here fmaxm and min

m are maximum and minimum value of fitness values

31



respectively for m = [ J1, J2 ] objectives.

S(DL) = S(DL) +
SL+1.m− SL−1.m
fmaxm − fminm

(3.4)

Step 5: Now similar procedure is followed for m = J2 i.e. same procedure will
be repeated in a loop and crowding distance of a particular solution is summation of
distance calculated for both the objectives.

Following the above procedure crowding distance is calculated.

3.6 Optimization Process of Non-dominated Sorting Whale Opti-
mization Algorithm (NSWOA)

Non-dominated sorting based optimization technique has been incorporated with Whale
optimization algorithm (WOA) to form a nature inspired hybridized algorithm. As
multi-objective optimization problems often requires various conflicting objectives to
be solved so it is challenging in satisfying each of the conflicting objectives and opti-
mize them [15]. At times there exist different discordant objective functions so non-
dominated sorting technique at first sorts a set pareto-optimal solutions which can be
considered as the optimal solutions. In order to differentiate between dominated and
non-dominated sets of data pareto-optimal value is computed from the pareto-optimal
solutions. As mentioned earlier the sorting is done by moving the optimal solutions to-
wards pareto-front by non-dominated sorting of their rank values. The obtained results
are then again optimized using WOA technique in order to obtain a better, efficient
result with less computational time. As non-dominated sorting technique is hybridized
with WOA so this proposed technique is named as Non-dominated Sorting Whale Op-
timization Algorithm (NSWOA).

Whale optimization algorithm consists of three stages. At first the humpback
whales encircle their preys and in the next step they use bubble hunt method to attack
their prey. Next the whales again begin to search for their prey randomly depending
upon the position of each other [39, 77]. A flowchart is given in Figure 3.5 showing
detailed procedure of NSWOA. The step-wise procedure of NSWOA is described as
follow:

Step 1: The first step is to initialize the system parameters as well as define the
number of iteration and generate the initial population for the controller parameters
which are to be taken into consideration for optimization. Size of initial population of
whale i.e search agent was taken as 50.
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Figure 3.5: Flow chart depicting NSWOA
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Step 2: In this step the fitness of each search agent is evaluated using fitness func-
tion i.e. the objective functions J1(x) and J2(x) of this study.

Step 3: In this step initially generated search agents are sorted according to their
fitness function using non-dominated sorting technique as mentioned in the previous
section.

Step 4: In this step a loop is run to evaluate the position of the search agent so that
they can encircle their prey. Humpback whales considers current solution as the best
solution and detects that as the target prey . Now if ~X∗ as the position of current best
solution which is updated on the basis of better solution being obtained then encircling
behaviour of the whales can be represented by Eqs. (3.5) and (3.6) [39].

~D = |~C. ~X∗(t)− ~X(t)| (3.5)

~X(t+ 1) = ~X∗(t)− ~A. ~D (3.6)

Here ~X is the position vector, | | represents absolute value, ′ . ′ is used for element
by element multiplication, t represent the number of current iteration, ~A, ~C are co-
efficient vectors which are updated to adjust the latest position of prey around the
search agent following Eqs. (3.7) and (3.8) [39].

~A = 2~a.~r − ~a (3.7)

~C = 2.~r (3.8)

Here, ~a decreases linearly from 2 to 0 as the iteration progresses which make ~A vary
in [−a, a] range and ~r is a random vector between [0, 1].

Step 5: The next stage of WOA technique is spiral positioning update of the
humpback whales which is done to replicate their helix-shaped movement. Position of
the search agent are updated using Eq. (3.9) as given in [39].

~X(t+ 1) = ~D
′
.ebl. cos(2πl) + ~X∗(t) (3.9)

where, b defines the shape of the logarithmic spiral movement of the whales and it is a
constant value, l is a random number between [-1, 1] and ~D

′
= | ~X∗(t) − ~X(t)| indi-

cates the distance between the position of prey ( ~X∗) from position ( ~X) of search agent .

Step 6: Now, there are two cases for updating the position of the whales: one
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is by waning or reducing the encircling procedure and the other one is using spiral
model [39]. So probability is indicated by p which is a random number between [0,
1]. In this step an if else condition is run to satisfy the objective. If random number
p < 0.5 and | ~A| < 1 then position of search agent is updated using Eqs. (3.5) and
(3.6).

Alternately, if p < 0.5 and | ~A| ≥ 1 then a random search agent is selected and
~Xr denotes the position of that search agent in the current population. For that random

search agent the distance between prey and search agent is determined using Eq. (3.10)
and position of search agent is updated using Eq. (3.11).

~D = |~C. ~Xr − ~X| (3.10)

~X(t+ 1) = ~Xr − ~A. ~D (3.11)

Step 7: If the conditions of step 6 are not satisfied and if p ≥ 0.5 then position of
search agent is updated using Eq. (3.9)

Step 8: Fitness function values of the search agent of the whales are evaluated in
this step which is the new fitness value N .

Step 9: Initial generation of fitness function values is merged with the WOA opti-
mized new fitness values generated in step 8.

Step 10: Here, non dominated sorting of the combined fitness function values is
carried out. A loop is run from step 4 to step 10 till the maximum number of iteration
is reached and stopping criterion is fulfilled.

Step 11: The best possible position of the search agent is determined after the
loop ends and that is the optimal solution.

Thus, in this way NSWOA optimization technique is being implemented.

3.7 Optimization Methodology of Non-dominated Sorting Firefly
Algorithm (NSFA)

The technique used for optimization of the controller parameters in the proposed sys-
tem is non-dominated sorting which is used mostly for multi-objective problems. This
non-dominated sorting is hybridized with firefly algorithm to form Non-dominated
sorting Firefly Algorithm (NSFA). The detailed step wise procedure of non-dominated
Sorting Firefly Algorithm (NSFA) is explained through a flowchart shown in Fig-
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ure 3.6.
Step 1: At first the system parameters are defined and initial population of fireflies

are generated for the controller parameters to be optimized. Initial population size was
50 for making the iteration quicker.

Step 2: Fitness functions J1(x) and J2(x) of the fireflies are evaluated where basi-
cally the light intensity I of the fireflies were determined as attractiveness of a firefly
depends on its brightness [26]. This light intensity is the initial fitness function value.

Figure 3.6: Flow chart for NSFA
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Step 3: In this step non-dominated sorting of the initial fitness function is per-
formed for sorting the fireflies of initial generation.

Step 4: In the next step, the rank of fireflies are determined according to their fit-
ness function and the best fitness amongst them is noted.

Step 5: Now, two for loops are run as there are two fireflies i and j respectively
and their fitness values are compared. If jth firefly is brighter than ith firefly then ith

firefly is moved towards the jth firefly using the formula shown in Eq. (3.12) [26].

xi(t+ 1) = xi(t) + β exp−γr
2

(xi − xj) + αεi (3.12)

where β denotes attractiveness of fireflies, α denotes mutation coefficient, γ is light ab-
sorption coefficient and r represents distance between ith and jth firefly respectively.
The values of β, α and γ were 2, 0.2 and 1 respectively [26,30]. β exp−γr

2
(xi − xj) is

used for the attraction of jth firefly and αεi is used as a randomization parameter.

Step 6: If previous step is not satisfied then again fitness function of the fireflies
is evaluated. Rank and the best fitness are updated accordingly. From this step we
determine the new fitness value of the fireflies.

Step 7: In this step initial and new fitness values of the fireflies are merged and
non-dominated sorting of the fitness function is carried out. If the condition given in
step 5 is satisfied then step 6 is skipped and result is moved directly from step 5 to this
step.

Step 8: The loop from step 4 is continued to run till maximum number of iteration
defined at the beginning and finally the best fitness is determined after completion of
all the iteration. Thus, by this methodology NSFA algorithm is implemented.

3.8 Summary

In this chapter the problem statement of this study has been described along with the
proposed solution for that problem statement. At the beginning a root locus analysis
using the mathematical model of the system was described in order to justify the ob-
jective functions for this study. In the later part proposed solution for the objective
functions has been mentioned where a detailed overview, methodology and implemen-
tation of two proposed hybridized algorithms namely : NSWOA and NSFA has been
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discussed. Moreover the detailed procedure of non-dominated sorting and crowding
distance calculation were also discussed in this chapter.
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Chapter 4

Performance Analysis of NSWOA

The mathematical model of the aforementioned microgrid is being designed using the
software MATLAB. In this chapter the model developed is used for stability and per-
formance analysis of the system using the proposed NSWOA algorithm. The compar-
ative study between NSWOA, NSGA-II and SPEA algorithms based on the developed
model is discussed in three segments namely - (i) Eigen value Analysis, (ii) Time Do-
main Simulation and (iii) Statistical Tests where performance of each of the algorithms
has been analysed.

4.1 Simulation Setup

The simulating parameters for all the optimizing algorithms namely: NSWOA, NSGA-
II and SPEA are kept same due to the comparative study that is to be made amongst
these algorithms in order to compare their performance. The initial population size for
NSWOA, NSGA-II and SPEA are taken as 50 and maximum number of iterations for
each case is 100. As all these algorithms consists of a common trait that is randomness
so each algorithm was run 30 times to find the average performance of each of the
algorithms and compare their performance.

Now for NSWOA, the random vector ~r is defined between [0, 1], ~a is also defined
so that it linearly decrease from 2 to 0 which results in ~A to limited in range of [−a, a]

as per Eq. (3.7) and Eq. (3.8). b is taken as 1 to define the logarithmic shape of spiral
movement and p is defined as a random number between [0, 1]. All these parameters
are set following ref. [39].

Similarly for NSGA-II, rate of mutation was defined as 0.02. Percentage of Crossover
and percentage of mutation was taken as 0.7 and 0.4 respectively.

Finally for SPEA, the archive size was defined as 50, percentage of crossover is
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same as NSGA-II i.e. 0.7 and percentage of mutation is 0.3.

4.2 Eigen Value Analysis

Eigen value analysis is carried out for determination of the capability of the proposed
NSWOA algorithm in stabilization of the proposed system containing both static and
dynamic loads. The eigen value state of the proposed system has been reflected on
Figure 4.1 which shows the initial state i.e. before optimization condition. It is notable
from Figure 4.1 and Table 4.1 that there exists instability in the system as the eigen
values of states ∆ϕq2, ∆γd2, ∆ioq2 and ∆iLineD are situated on the right half portion of
s plane which means the values are positive. As a result, for making the system stable,
the proposed NSWOA algorithm is being used for optimization of the system which
results in making the unstable positive values of the states negative. The parameters
optimized areKpv1 = 60.0229, Kiv1 = 339.6462, Kpc1 = 105.3193, Kic1 = 155.0871,
Kpv2 = 129.8271, Kiv2 = 227.7560, Kpc2 = 240.2978, and Kic2 = 97.3373.

Figure 4.2 shows the eigen value of the states after optimizing the system using
NSWOA algorithm and it is observable that the unstable positive eigen values of the
states ∆ϕq2, ∆γd2, ∆ioq2 and ∆iLineD have moved from positive axis to negative axis
i.e. from right half of s plane to the left half of s plane. The eigen values of the system
before and after optimization are mentioned in Table 4.1. Moreover the eigen values
nearer to the imaginary axes i.e of states ∆iLoadQ, ∆iQs, ∆iDs, ∆iQr, ∆iDr and ∆sl

have moved further away from the imaginary axes towards in the left hand portion of
s plane which indicates that system has become more stable after using NSWOA tech-
nique.

The above discussion indicates the ability of the proposed NSWOA algorithm in
stabilization of the unstable system using optimized setting for the controllers.
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Table 4.1: Eigen Value Analysis

Index States
Eigen Value of the System

Before Optimization
Eigen Value of the System After

Using NSWOA Optimization

1 ∆δ1 -2909410.542 +12209388.904i -2909410.508 + 12209388.839i
2 ∆P1 -2909410.542 - 12209388.904i -2909410.508 - 12209388.839i
3 ∆Q1 -3261123.439 + 8309127.704i -3261123.425 + 8309127.501i
4 ∆ϕd1 -3261123.439 - 8309127.704i -3261123.425 - 8309127.501i
5 ∆ϕq1 -55.194 + 45315.607i -28863.554 + 384659.375i
6 ∆γd1 -55.194 - 45315.607i -28863.554 - 384659.375i
7 ∆γq1 -352.417 + 44476.812i -28820.165 + 384322.746i
8 ∆ild1 -352.417 - 44476.812i -28820.165 - 384322.746i
9 ∆ilq1 -4107.969 + 31524.405i -12450.226 + 172830.502i

10 ∆vod1 -4107.969 - 31524.405i -12450.226 - 172830.502i
11 ∆voq1 -5629.972 + 29764.098i -12497.721 + 172390.083i
12 ∆iod1 -5629.972 - 29764.098i -12497.721 - 172390.083i
13 ∆ioq1 -8720.541 + 8365.113i -8197.709 + 21329.295i
14 ∆δ2 -8720.541 - 8365.113i -8197.709 - 21329.295i
15 ∆P2 -6328.127 + 8624.675i -12535.996 + 19463.657i
16 ∆Q2 -6328.127 - 8624.675i -12535.996 - 19463.657i
17 ∆ϕd2 -1291.429 + 0i -2217.887 + 515.833i
18 ∆ϕq2 213.426 + 784.754i -2217.887 - 515.833i
19 ∆γd2 213.426 - 784.754i -22.813 + 194.338i
20 ∆γq2 -81.284 + 376.280i -22.813 - 194.338i
21 ∆ild2 -81.284 - 376.280i -138.088 + 0i
22 ∆ilq2 -162.677 + 0i -4.848 + 52.592i
23 ∆vod2 -70.227 + 1.578i -4.848 - 52.592i
24 ∆voq2 -70.227 - 1.578i -70.683 + 0i
25 ∆iod2 -67.497 + 0i -67.556 + 2.059i
26 ∆ioq2 22.647 + 0i -67.556 - 2.059i
27 ∆iLineD 1.315 + 0i -5.740 + 0.974i
28 ∆iLineQ -2.394 + 0i -5.740 - 0.974i
29 ∆iLoadD -2.393 + 0i -2.801 + 0i
30 ∆iLoadQ -0.018 + 0.045i -1.715+ 0i
31 ∆iQs -0.018 - 0.045i -0.188 + 0i
32 ∆iDs -0.021 + 0i -1.472 + 1.870e-06i
33 ∆iQr -0.329 + 0i -1.472 - 1.870e-06i
34 ∆iDr -0.200 + 0i -0.405 + 0i
35 ∆sl -0.202 + 0i -0.405 + 0i
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Figure 4.1: Eigen Value of the system before optimization

Figure 4.2: Eigen Value of the system after optimization
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4.3 Time Domain Simulation Analysis

In this section, results of proposed NSWOA algorithms is being compared with both
NSGA-II and SPEA algorithms to differentiate their performance. The comparison of
performance was done on the basis of amount of overshoot and oscillation frequency
of real power, reactive power, inductor current (d − q) and output voltage (d − q) of
DG-1 and DG-2. The comparison is presented in Table 4.2. The step response of the
above mentioned parameters for DG-1 and DG-2 are represented in Figure 4.3 - Fig-
ure 4.14. For real power of DG-1 and DG-2 it is visible from Table 4.2 and Figure 4.3,
Figure 4.4 that SPEA has overshoot percentage of 75.1 compared to zero overshoot
in NSGA-II and NSWOA though oscillation frequency is comparable for all these al-
gorithms. Similarly from Figure 4.5, Figure 4.6 and tabulated data in Table 4.2 it is
seen that NSWOA has zero overshoot for both the DGs. But both NSGA-II and SPEA
have very high overshoot percentage of 7.54e + 13 and 5.73e + 13 respectively for
DG-1. For DG-2 only SPEA produces overshoot percentage of 15. The oscillation fre-
quency of reactive power is comparable for all the algorithms in case of DG-1; whereas
for DG-2, SPEA provides more oscillation frequency i.e. 5025.729 Hz compared to
3093.626 Hz of NSGA-II and 3097.737 Hz of NSWOA.

Now, for inductor current (d − axis) it is observed from Figure 4.7 and Fig-
ure 4.8 that in case of DG-1 all optimizing algorithms provide zero overshoot among
which NSWOA has the least oscillation frequency of 61166.864 Hz compared to
64349.572 Hz of NSGA-II and 75598.184 Hz of SPEA. Again for DG-2, SPEA gives
largest overshoot value of 15% whereas NSWOA and NSGA-II provides the least zero
overshoot. Here, oscillation frequency of NSGA-II and NSWOA is zero compared
to larger oscillation frequency of SPEA which is 6.785 Hz. Figure 4.9, Figure 4.10
and tabular data in Table 4.2 shows that, for DG-1, SPEA has the largest overshoot of
2.31e + 3% where as NSGA-II provides overshoot percentage of 132% and NSWOA
provides zero overshoot which is the least overshoot whereas SPEA has the least oscil-
lation frequency of 18305.6577Hz compared to NSGA-II and NSWOA. For DG-2 the
oscillation frequency and overshoot values of NSGA-II and NSWOA are comparable
and less compared to SPEA where SPEA produces largest overshoot of 55.8

In case of output voltage (d− axis) of DG-1 as shown in Figure 4.11 it is seen that
all algorithms produces zero overshoot whereas from Figure 4.12 it can be observed
that for DG-2 though SPEA gives small overshoot of 2.03e − 7 but other algorithms
have zero overshoot. Now, SPEA and NSWOA have relatively lower oscillation fre-
quency for the output voltage (d − axis) for both DGs. Similarly for output voltage
(q − axis) represented in Figure 4.13, Figure 4.14 and Table 4.2, NSWOA provides

43



zero overshoot for both DGs with better oscillation frequency response.

The time domain analysis of the system using the algorithms namely NSGA-II,
SPEA and NSWOA shows that though all the optimizing techniques have the capabil-
ity to optimize and improve damping characteristics of the system but from compar-
ison it is clearly observed that the proposed NSWOA algorithm provides better step
response compared to the other mentioned algorithms.

Table 4.2: NSGA-II, SPEA and NSWOA comparison on the basis of overshoot and oscillation
frequency

Criterion Parameters NSGA-II SPEA NSWOA
Real Power of DG-1 Overshoot (%) 0 75.1 0

Oscillation Frequency (Hz) 1943184.58924875 1943184.58908575 1943184.58590787

Real Power of DG-2 Overshoot (%) 0 1.83e -07 0
Oscillation Frequency (Hz) 3093.62629126010 5025.72911114868 3097.73723900745

Reactive Power of DG-1 Overshoot (%) 7.54e +13 5.73e +13 0
Oscillation Frequency (Hz) 1322438.73204884 1322438.73035667 1322438.71460419

Reactive Power of DG-2 Overshoot (%) 0 15 0
Oscillation Frequency (Hz) 3093.62629126010 5025.72911114868 3097.73723900745

Output Voltage of DG-1 (d-axis) Overshoot (%) 0 0 0
Oscillation Frequency (Hz) 42789.3365339348 18305.6577760513 27506.8287713625

Output Voltage of DG-2 (d-axis) Overshoot (%) 0 2.03e -07 0
Oscillation Frequency (Hz) 8.10924153674564 2.04792679461399 8.37029981802671

Output Voltage of DG-1 (q-axis) Overshoot (%) 8.56 612 0
Oscillation Frequency (Hz) 42858.5317697674 18218.3019399697 27436.7338495822

Output Voltage of DG-2 (q-axis) Overshoot (%) 0 15.1 0
Oscillation Frequency (Hz) 0.931166398517253 2.04792679461399 0

Inductor Current of DG-1 (d-axis) Overshoot (%) 0 0 0
Oscillation Frequency (Hz) 64349.5728503008 75598.1848439340 61166.8648946795

Inductor Current of DG-2 (d-axis) Overshoot (%) 0 15 0
Oscillation Frequency (Hz) 0 6.78536409154396 0

Inductor Current of DG-1 (q-axis) Overshoot (%) 132 2.31e +3 0
Oscillation Frequency (Hz) 42789.3365339348 18305.6577760513 27506.8287713625

Inductor Current of DG-2 (q-axis) Overshoot (%) 24.6 55.8 20.9
Oscillation Frequency (Hz) 8.10924153674564 6.78536409154396 8.37029981802671
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(a) Real Power of DG-1

(b)Real Power of DG-1 (Zoomed View)

Figure 4.3: Step Analysis of Real Power of DG-1
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(a) Real Power of DG-2

(b)Real Power of DG-2 (Zoomed View)

Figure 4.4: Step Analysis of Real Power of DG-2
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(a) Reactive Power of DG-1

(b) Reactive Power of DG-1 (Zoomed View)

Figure 4.5: Step Analysis of Reactive Power of DG-1
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(a) Reactive Power of DG-2

(b) Reactive Power of DG-2 (Zoomed View)

Figure 4.6: Step Analysis of Reactive Power of DG-2
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(a) Inductor Current (d axis) of DG-1

(b) Inductor Current (d axis) of DG-1 (Zoomed View)

Figure 4.7: Step Analysis of Inductor Current (d axis) of DG-1
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(a) Inductor Current (d axis) of DG-2

(b) Inductor Current (d axis) of DG-2 (Zoomed View)

Figure 4.8: Step Analysis of Inductor Current (d axis) of DG-2
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(a) Inductor Current (q axis) of DG-1

(b) Inductor Current (q axis) of DG-1 (Zoomed View)

Figure 4.9: Step Analysis of Inductor Current (q axis) of DG-1
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(a) Inductor Current (q axis) of DG-2

(b) Inductor Current (q axis) of DG-2 (Zoomed View)

Figure 4.10: Step Analysis of Inductor Current (q axis) of DG-2
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(a) Output Voltage (d axis) of DG-1

(b) Output Voltage (d axis) of DG-1 (Zoomed View)

Figure 4.11: Step Analysis of Output Voltage (d axis) of DG-1
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(a) Output Voltage (d axis) of DG-2

(b) Output Voltage (d axis) of DG-2 (Zoomed View)

Figure 4.12: Step Analysis of Output Voltage (d axis) of DG-2
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(a) Output Voltage (q axis) of DG-1

(b) Output Voltage (q axis) of DG-1 (Zoomed View)

Figure 4.13: Step Analysis of Output Voltage (q axis) of DG-1
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(a) Output Voltage (q axis) of DG-2

(b) Output Voltage (q axis) of DG-2 (Zoomed View)

Figure 4.14: Step Analysis of Output Voltage (q axis) of DG-2
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4.4 Statistical Tests

In order to ratify the competence of the aforementioned algorithms a statistical as-
sessment was enacted using SPSS software where independent sample t − test was
carried out for determination of the uniqueness of each of the algorithms. In this
test the parameters taken under consideration were total number of iterations needed
by each of the algorithms to satisfy the objective functions, total time required for
completion of the iteration and total summation of real part of eigen values for de-
termination of the algorithm providing most negative eigen values. The data sets in-
cluded here are for 30 independent runs from which the average data is being tabu-
lated. Levene′stestforequalityofvariances [78] i.e. F − test was also carried out
alongside the t − test. F − test is used for determination of the variances in the
data sets of the algorithms. F − test determines whether there exist any equal vari-
ances amongst the algorithm depending upon the condition that the Sigma(p) value
is greater than 0.05 or not. If the value is greater than 0.05 then equal variances be-
tween the data sets of the algorithms are assumed. Similarly, in t − test assumption
of null hypothesis (Ho) and alternative hypothesis H1 are determined on the basis of
Sigma(2− tailed)(p) value. If the value is greater than 0.05 then null hypothesis (Ho)

needs to be considered which indicates the mean values of the algorithms’ group data
are equal. But if Sigma(2− tailed)(p) is less than 0.05 then alternative hypothesis H1

can be taken into consideration which indicates mean value of group data is not equal.
This independent sample t − test basically helps in determining the homogeneity of
the algorithms.

Table 4.3 shows the F − test and t− test analysis of NSWOA and NSGA-II. It is
observable from the above mentioned table that in F − test, Sigma(p) value is greater
than 0.05 for total time required for completion of iteration only but for all other cases
it is less than 0.05. So, it concludes that the population variance of NSWOA and
NSGA-II are not spread equally. Now, for equality means t − test it is seen from
Table 4.3 that equality means exist for total summation of eigen values only where
Sigma(2 − tailed)(p) is higher than 0.05. For total number of iterations and total
summation of real eigen values it is less than 0.05 which indicates that null hypothesis
is rejected and the difference in means between NSGA-II and NSWOA is statistically
significant.

Similarly Table 4.4 shows the analysis of NSWOA with SPEA. From Table 4.4 it is
seen that Sigma(p) value is less than 0.05 for total summation of eigen values though
for total number iterations it is slightly greater than 0.05. Moreover, from t− test it is
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observed that Sigma(2 − tailed)(p) is significantly lower than 0.05 for total number
of iterations and total summation of real eigen values. Thus from Table 4.4 it can be
analyzed that there exist significant difference in means between NSWOA and SPEA
statistically.

Table 4.5 shows the group data of NSGA-II, SPEA and NSWOA from which it is
clearly visible that for NSWOA, even though total summation of eigen values is least
negative but NSWOA takes significant lesser number of iterations and less time of
convergence compared to NSGA-II and SPEA. Eigen value analysis proved the ability
of NSWOA in obtaining a much stable system which ensures that despite of having
least negative total summation of eigen values, NSWOA is much efficient and much
faster in obtaining optimized values for the controller.

Table 4.3: NSGA-II and NSWOA comparison on the basis of F-test and t-test

Parameters
Levene’s Test for Equality of Variances

(F- test)
Equality Means Test

(t - test)
F Sig (p) t df Sig. (2- tailed) Mean Difference

Total Number of iterations 5.069276 .028 4.040 52.273 .000 7.50000

Total summation of Eigen Values (Real) 8.947109 .004 -1.795 42.743 .078 -45741.56900

Total time required 2.758497 .102 3.473 58 .001 3.80446

Table 4.4: SPEA and NSWOA comparison on the basis of F-test and t-test

Parameters
Levene’s Test for Equality of Variances

(F- test)
Equality Means Test

(t - test)
F Sig(p) t df Sig. (2- tailed) Mean Difference

Total Number of iterations 3.092900 .084 2.287 58 .029 2.56667

Total summation of Eigen Values (Real) 8.527837 .005 -.942 42.896 .350 -24030.48633

Total time required 1.622513 .208 3.603 58 .001 2.74787

Table 4.5: Group Statistical Data of NSGA-II, SPEA and NSWOA

Parameters Algorithm Mean Standard Deviation Standard Error Mean
Total Number of iterations NSGA-II 11.5333 8.29513 1.51448

SPEA 10.1333 4.24047 .77420
NSWOA 4.0333 5.88091 1.07370

Total Summation of Eigen Values (Real) NSGA-II -12734141.7097 62613.54069 11431.61621
SPEA -12709722.4533 60017.17312 10957.58652

NSWOA -12688400.1407 124729.01128 22772.29768

Total Time Required(sec) NSGA-II 6.7245 4.57376 .83505
SPEA 4.2842 1.88320 .34382

NSWOA 2.9201 3.88320 .70897
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4.5 Summary

In this chapter at first the eigen value analysis of NSWOA was shown which proved
the ability of NSWOA in optimizing the system and ensured stabilized operation of
the system. In the later part time domain simulation analysis and statistical test was
performed to compare the performance of NSWOA with existing NSGA-II and SPEA
algorithms. Results suggest than NSWOA has better damping performance compared
to NSGA-II and SPEA as well as the convergence speed of NSWOA is better than
NSGA-II and SPEA as it takes lesser number of iteration and less time to converge to
the best solution.
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Chapter 5

Performance Analysis of NSFA

This chapter discusses about performance analysis of another proposed hybridized op-
timization algorithm namely: NSFA. The detailed study is carried out using the math-
ematical model of the microgrid developed in Chapter 2. MATLAB software is used
here to develop the aforementioned mathematical model. The performance analysis is
subdivided into three parts namely - (i) Eigen value Analysis, (ii) Time Domain Sim-
ulation and (iii) Statistical Tests. Eigen value analysis gives an idea about the ability
of the NSFA algorithm in providing stability to the system by optimizing the required
parameters. Later on, time domain simulation and statistical test were performed in
order to carry out a comparative study between NSFA and NSGA-II.

5.1 Simulation Setup

The simulating parameters for all the optimizing algorithms namely: NSFA and NSGA-
II are kept same as like as in Chapter 4 due to the comparative study that is to be made
amongst these algorithms in order to compare their performance. The initial popula-
tion size for NSFA and NSGA-II are taken as 50 and maximum number of iterations
for each case is 100. As randomness is the common behaviour of these algorithms,
so each algorithm was run 30 times to find the average performance of each of the
algorithms and compare their performance.

The simulating parameters of NSGA-II is kept as like as mentioned in section 4.1
of Chapter 4. But for NSFA, there are several parameters to be defined. For NSFA, the
light absorption co-efficient is taken as 1, base value of attraction co-efficient is taken
as 2, mutation co-efficient is 0.2 and mutation co-efficient damping ration is taken as
0.98.
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5.2 Eigen Value Analysis

At first eigen value analysis was carried out for determination of the ability of the
proposed algorithm in obtaining stability of the proposed system. Figure 4.1 men-
tioned in Chapter 5 showed the condition of the eigen values of the system before
optimization, where it can be seen that there exist some eigen values at the right
half plane i.e. on the positive axis which proved that the system is not stable. Now
using the proposed NSFA algorithm, optimization of the system is performed and
from the Figure 5.1 it is noticeable that the system has become stable as the unsta-
ble eigen values have moved from positive axis to negative axis i.e. on the left half
of s plane. This indicates the ability of NSFA algorithm in obtaining a stable system
by optimizing the controller parameters. The optimized values of the controller pa-
rameters are Kpv1 = 60.4500, Kiv1 = 155.1168, Kpc1 = 354.7484, Kic1 = 490.0740,
Kpv2 = 100.7187, Kiv2 = 439.9541, Kpc2 = 499.6512, and Kic2 = 436.8814.

Table 5.1 shows the detailed values of the eigen values of the system before op-
timization as well as after optimization of the system using NSFA. From the table it
is seen that eigen value of the states ∆ϕq2, ∆γd2, ∆ioq2 and ∆iLineD which were pre-
viously lying on the right half of s plane i.e on the right side of imaginary axis have
now moved to the left half of s plane i.e on the left side of imaginary axis. Moreover,
the eigen values of the states ∆iLoadQ, ∆iQs, ∆iDs, ∆iQr, ∆iDr and ∆sl which were
closer to the imaginary axis have now moved further away from the imaginary axis on
the left hand side.

This proves the ability of the proposed NSFA algorithm to stabilize an unstable
system with optimized control parameter settings.
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Table 5.1: Eigen Value Analysis

Index States
Eigen Value of the System

Before Optimization
Eigen Value of the System After

Using NSFA Optimization

1 ∆δ1 -2909410.542 +12209388.904i -2909410.529 + 12209388.805i
2 ∆P1 -2909410.542 - 12209388.904i -2909410.529 - 12209388.805i
3 ∆Q1 -3261123.439 + 8309127.704i -3261123.517 + 8309127.438i
4 ∆ϕd1 -3261123.439 - 8309127.704i -3261123.517 - 8309127.438i
5 ∆ϕq1 -55.194 + 45315.607i -59787.105 + 486045.795i
6 ∆γd1 -55.194 - 45315.607i -59787.105 - 486045.795i
7 ∆γq1 -352.417 + 44476.812i -59850.414 + 486371.709i
8 ∆ild1 -352.417 - 44476.812i -59850.414 - 486371.709i
9 ∆ilq1 -4107.969 + 31524.405i -42180.718 + 316294.548i

10 ∆vod1 -4107.969 - 31524.405i -42180.718 - 316294.548i
11 ∆voq1 -5629.972 + 29764.098i -42190.874 + 316724.711i
12 ∆iod1 -5629.972 - 29764.098i -42190.874 - 316724.711i
13 ∆ioq1 -8720.541 + 8365.113i -8158.994 + 20798.414i
14 ∆δ2 -8720.541 - 8365.113i -8158.994 - 20798.414i
15 ∆P2 -6328.127 + 8624.675i -12454.773 + 18925.811i
16 ∆Q2 -6328.127 - 8624.675i -12454.773 - 18925.811ii
17 ∆ϕd2 -1291.429 + 0i -2178.097 + 516.632i
18 ∆ϕq2 213.426 + 784.754i -2178.097 - 516.632i
19 ∆γd2 213.426 - 784.754i -23.436 + 200.800i
20 ∆γq2 -81.284 + 376.280i -23.436 - 200.800i
21 ∆ild2 -81.284 - 376.280i -137.294 + 0i
22 ∆ilq2 -162.677 + 0i -7.810 + 49.700i
23 ∆vod2 -70.227 + 1.578i -7.810 - 49.700i
24 ∆voq2 -70.227 - 1.578i -70.767 + 0i
25 ∆iod2 -67.497 + 0i -67.341 + 2.142i
26 ∆ioq2 22.647 + 0i -67.341 - 2.142i
27 ∆iLineD 1.315 + 0i -7.426 + 0i
28 ∆iLineQ -2.394 + 0i -4.239 + 0i
29 ∆iLoadD -2.393 + 0i -2.637 + 0.2744i
30 ∆iLoadQ -0.018 + 0.045i -2.637 - 0.2744i
31 ∆iQs -0.018 - 0.045i -0.207 + 0i
32 ∆iDs -0.021 + 0i -1.381 + 1.122e-05i
33 ∆iQr -0.329 + 0i -1.381 - 1.122e-05i
34 ∆iDr -0.200 + 0i -0.873 + 0i
35 ∆sl -0.202 + 0i -0.874 + 0i
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Figure 5.1: Eigen Value of the system after optimization

5.3 Time Domain Simulation Analysis

The results obtained using NSFA optimization techniques is compared with NSGA-II
optimization technique to determine their differences in performance. The overshoot
and oscillation frequency of real power, reactive power, inductor current and output
current of DG-1 and DG-2 for both NSFA and NSGA-II algorithms have been repre-
sented in a tabulated form in Table 5.2. Along with the tabulated data, the unit step
response of real power, reactive power, inductor current (d − q) and output current
(d− q) are shown in Figure 5.2 - Figure 5.13.

In Figure 5.2 and Figure 5.3 it is seen that for real power in both DG-1 and DG-
2; zero overshoot is given by NSFA whereas NSGA-II provides overshoot of 0.658%

for DG-1 and 2.89e − 7% for DG-2. Again, for DG-1 both NSFA and NSGA-II
have similar oscillation frequency but for DG-2, NSGA-II has oscillation frequency of
3530.539 Hz whereas NSFA has 3012.1365 Hz which is less than that of NSGA-II.

From Figure 5.4, Figure 5.5 and Table 5.2 in case of reactive power it is seen
that for DG-1 both NSGA-II and NSFA algorithm provides similar oscillation fre-
quency. For DG-2, NSFA gives oscillation frequency of 3012.136 Hz which is less
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Table 5.2: NSGA-II and NSFA comparison on the basis of overshoot and oscillation frequency

Criterion Parameters NSGA-II NSFA
Real Power of DG-1 Overshoot (%) 0.658 0

Oscillation Frequency (Hz) 1943184.60945872 1943184.58052368
Real Power of DG-2 Overshoot (%) 2.89e -7 0

Oscillation Frequency (Hz) 3530.53971016327 3012.13652730558
Reactive Power of DG-1 Overshoot (%) 0 0

Oscillation Frequency (Hz) 1322438.80856331 1322438.70465282
Reactive Power of DG-2 Overshoot (%) 0 0

Oscillation Frequency (Hz) 3530.53971016327 3012.13652730558
Inductor Current of DG-1 (d-axis) Overshoot (%) 0 0

Oscillation Frequency (Hz) 66757.6167391984 77408.4617388257
Inductor Current of DG-2 (d-axis) Overshoot (%) 0 0

Oscillation Frequency (Hz) 0 0
Inductor Current of DG-1 (q-axis) Overshoot (%) 132 63.5

Oscillation Frequency (Hz) 46067.9986622605 50339.8409294205
Inductor Current of DG-2 (q-axis) Overshoot (%) 24.6 27.5

Oscillation Frequency (Hz) 8.62138639160466 7.91008749588845
Output Voltage of DG-1 (d-axis) Overshoot (%) 0 0

Oscillation Frequency (Hz) 46067.9986622605 50339.8409294205
Output Voltage of DG-2 (d-axis) Overshoot (%) 0.077 0

Oscillation Frequency (Hz) 8.62138639160466 7.91008749588845
Output Voltage of DG-1 (q-axis) Overshoot (%) 211 0

Oscillation Frequency (Hz) 46139.9805662976 50408.3033958121
Output Voltage of DG-2 (q-axis) Overshoot (%) 1.09e -8 0

Oscillation Frequency (Hz) 0.358162462584608 0

than 3530.539 Hz given by NSGA-II. Now for both the DGs there is zero overshoot
provided bt NSGA-II and NSFA.

From Figure 5.6 and tabulated data it is observable that for inductor current of DG-
1 (d − axis), both algorithms provides zero overshoot but NSFA has 77408.46 Hz

oscillation frequency which is more compared to 66757.616 Hz of NSGA-II. Again,
for DG-2 (d−axis) from Figure 5.7 it is seen that both NSFA and NSGA-II gives zero
oscillation frequency and zero overshoot.
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(a) Real Power of DG-1

(b) Real Power of DG-1 (Zoomed View)

Figure 5.2: Step Analysis of Real Power of DG-1
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(a) Real Power of DG-2

(b) Real Power of DG-2 (Zoomed View)

Figure 5.3: Step Analysis of Real Power of DG-2
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(a) Reactive Power of DG-1

(b) Reactive Power of DG-1 (Zoomed View)

Figure 5.4: Step Analysis of Reactive Power of DG-1
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(a) Reactive Power of DG-2

(b) Reactive Power of DG-2 (Zoomed View)

Figure 5.5: Step Analysis of Reactive Power of DG-2
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(a) Inductor Current (d axis) of DG-1

(b) Inductor Current (d axis) of DG-1 (Zoomed View)

Figure 5.6: Step Analysis of Inductor Current (d axis) of DG-1
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(a) Inductor Current (d axis) of DG-2

(b) Inductor Current (d axis) of DG-2 (Zoomed View)

Figure 5.7: Step Analysis of Inductor Current (d axis) of DG-2
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(a) Inductor Current (q axis) of DG-1

(b) Inductor Current (q axis) of DG-1 (Zoomed View)

Figure 5.8: Step Analysis of Inductor Current (q axis) of DG-1
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(a) Inductor Current (q axis) of DG-2

(b) Inductor Current (q axis) of DG-2 (Zoomed View)

Figure 5.9: Step Analysis of Inductor Current (q axis) of DG-2
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(a) Output Voltage (d axis) of DG-1

(b) Output Voltage (d axis) of DG-1 (Zoomed View)

Figure 5.10: Step Analysis of Output Voltage (d axis) of DG-1
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(a) Output Voltage (d axis) of DG-2

(b) Output Voltage (d axis) of DG-2 (Zoomed View)

Figure 5.11: Step Analysis of Output Voltage (d axis) of DG-2
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(a) Output Voltage (q axis) of DG-1

(b) Output Voltage (q axis) of DG-1 (Zoomed View)

Figure 5.12: Step Analysis of Output Voltage (q axis) of DG-1
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(a) Output Voltage (q axis) of DG-2

(b) Output Voltage (q axis) of DG-2 (Zoomed View)

Figure 5.13: Step Analysis of Output Voltage (q axis) of DG-2
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Figure 5.8 and tabulated data in Table 5.2 show that for inductor current of DG-1
(q − axis), NSFA’s overshoot is 63.5 which is lower compared to NSGA-II’s over-
shoot of 132% but oscillation frequency of NSFA is 50339.840 Hz which is higher
than oscillation frequency of NSGA-II i.e. 46067.998 Hz. Vice-versa performance
was found for overshoot of inductor current of DG-2 (q−axis) as shown in Figure 5.9
where NSFA produces slightly higher overshoot than NSGA-II. But in this case of DG-
2, oscillation frequency of NSFA is 7.910 Hz which is less than 8.621 Hz of NSGA.

Finally, for output voltage it is clearly seen from Figure 5.10 - Figure 5.13 and
tabulated data in Table 5.2 that the performance of NSFA is better than that of NSGA as
overshoot and oscillation frequency is higher with NSGA algorithm. For both the DGs
NSFA provides zero overshoot whereas there exist negligible overshoot for NSGA.
From the performance analysis it can be seen that damping characteristics of the system
has better response by using NSFA compared to NSGA.

5.4 Statistical Tests

An statistical analysis was performed using SPSS software to validate the performance
analysis of the algorithms on the basis of obtained values as like as described in Chap-
ter 5. Independent sample t − test was performed to determine how the algorithms
are unique from each other. The test was performed on the basis of total number of
iteration required by each algorithm for convergence, total time for convergence and
total summation of real part of eigen values. F − test was also obtained along with
the t− test. F − test basically finds out the variances of the sample data sets of NSFA
and NSGA and determines whether equal variances prevails between them or not. If
the Sigma(p) value from F − test is greater than 0.05 then the group variances of
the data sets are said to have equal variances or-else group variances of the data sets
are not taken as equal. Similarly, in t − test if Sigma(2 − tailed) value is greater
than 0.05 then null hypothesis (Ho) cannot be rejected i.e. it is considered that mean
values of the group data are equal but if is less than 0.05 then alternative hypothesisH1

can be considered where mean values of group data are not equal. From Table 5.3 it
can be seen that except for total summation of eigen values in t− test, all other cases
have Sigma(2− tailed) value less than 0.05 which indicates that null hypothesis can
be rejected. For F − test, Sigma(p) is less than 0.05 for all the cases which means
there exist no equal variances between NSFA and NSGA. So, it can be said that there
is significant differences in the means of NSGA and NSFA algorithms ensuring both
are unique in their own way.
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Table 5.3: Results of F − test and t− Test for NSGA-II and NSFA

Parameters for Test

Levene’s Test
for equality of

Variances
(F-Test)

Equality Means
Test

(t-Test)

F Sig. t df Sig.(2-talied) Mean Difference
Total number of iterations 62.115019 .000 5.383 30.164 .000 6.50000

Total time required 45.776540 .000 4.354 29.841 .000 7.99043
Total summation of Eigen Values(Real) 6.342609 .015 .923 58 .360 21204.25933

Table 5.4: Group Statistical Data

Parameters
for Test

Algorithm Mean
Standard
Deviation

Standard Error Mean

Total number of iterations NSGA-II 8.8667 6.54814 1.19552

NSFA 2.3667 .92786 .16940

Total Time Required(sec) NSGA-II 12.5364 9.97964 1.82203

NSFA 4.5459 1.20166 .21939

Total summation of Eigen values (Real) NSGA-II -12683862.1353 66179.19802 12082.61320

NSFA -12705066.3947 107004.22337 19536.20896

Now, Table 5.4 shows the mean, standard deviation and standard mean error in total
number of iteration, total time and total summation of eigen values for NSGA-II and
NSFA from which it is seen that NSFA requires less number of iteration and less time
to reach convergence compared to NSGA-II and also have more negative eigen values
compared to NSGA-II. The above data includes 30 independent runs from which the
best data is being tabulated.

5.5 Comparison between NSWOA and NSFA

In this study as two novel algorithms namely NSWOA and NSFA have been proposed
and as both of these algorithms shows better performance than NSGA-II so a compar-
ative study between NSWOA and NSFA is discussed in this section.

Table 5.5 shows the comparison of NSWOA and NSFA on the basis of overshoot
and oscillation frequency where it is seen that NSWOA and NSFA both provides zero
overshoot for real and reactive power of both DG-1 and DG-2, inductor current (d-
axis) of DG-1 and DG-2, output voltage (d-q axes) of both DG-1 and DG-2. More-
over for inductor current (q- axis) of DG-1 the overshoot percentage of NSWOA zero
which is lower than that of NSFA. Similarly for inductor current (q- axis) of DG-2
the overshoot of NSWOA is 20.9% which is less than 27.5% overshoot of NSFA. The
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Table 5.5: NSWOA and NSFA comparison on the basis of overshoot and oscillation frequency

Criterion Parameters NSWOA NSFA
Real Power of DG-1 Overshoot (%) 0 0

Oscillation Frequency (Hz) 1943184.58590787 1943184.58052368
Real Power of DG-2 Overshoot (%) 0 0

Oscillation Frequency (Hz) 3097.73723900745 3012.13652730558
Reactive Power of DG-1 Overshoot (%) 0 0

Oscillation Frequency (Hz) 1322438.71460419 1322438.70465282
Reactive Power of DG-2 Overshoot (%) 0 0

Oscillation Frequency (Hz) 3097.73723900745 3012.13652730558
Inductor Current of DG-1 (d-axis) Overshoot (%) 0 0

Oscillation Frequency (Hz) 61166.8648946795 77408.4617388257
Inductor Current of DG-2 (d-axis) Overshoot (%) 0 0

Oscillation Frequency (Hz) 0 0
Inductor Current of DG-1 (q-axis) Overshoot (%) 0 63.5

Oscillation Frequency (Hz) 27506.8287713625 50339.8409294205
Inductor Current of DG-2 (q-axis) Overshoot (%) 20.9 27.5

Oscillation Frequency (Hz) 8.37039981802671 7.91008749588845
Output Voltage of DG-1 (d-axis) Overshoot (%) 0 0

Oscillation Frequency (Hz) 27506.8287713625 50339.8409294205
Output Voltage of DG-2 (d-axis) Overshoot (%) 0 0

Oscillation Frequency (Hz) 8.37029981802671 7.91008749588845
Output Voltage of DG-1 (q-axis) Overshoot (%) 0 0

Oscillation Frequency (Hz) 27436.7338495822 50408.3033958121
Output Voltage of DG-2 (q-axis) Overshoot (%) 0 0

Oscillation Frequency (Hz) 0 0

oscillation frequency of NSWOA is also lower than that of NSFA for inductor current
(d-q axes) of DG-1 and output voltage (d-q axes) of DG-1.

Similarly, Table 5.6 shows the group statistical data of both NSWOA and NSFA.
From the table it is seen that NSWOA requires less time to converge to the best solution
even though the number of iteration required for that purpose is more. So from this
tabular analysis it can be concluded that NSWOA performs slightly better than NSFA
in optimizing the system and obtains a stable system in less amount of time.

Table 5.6: Group Statistical Data

Parameters
for Test

Algorithm Mean
Standard
Deviation

Standard Error Mean

Total number of iterations NSWOA 4.033 5.88091 1.07370

NSFA 2.3667 .92786 .16940

Total Time Required (sec) NSWOA 2.9201 3.88320 .70897

NSFA 4.5459 1.20166 .21939

Total summation of Eigen values (Real) NSWOA -12688400.147 124729.01128 22772.29768

NSFA -12705066.3947 107004.22337 19536.20896
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5.6 Summary

In the beginning of this chapter the eigen value analysis of NSFA was shown which
proved the ability of NSFA in optimizing the system and ensured stabilized operation
of the system. Subsequently, time domain simulation analysis and statistical test was
performed to compare the performance of NSFA with existing NSGA-II algorithm.
Results suggest than NSFA has better damping performance compared to NSGA-II
and also the convergence rate of NSFA is better than that of NSGA-II since NSFA
requires lesser number of iteration and less time to converge to the best solution.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this work two new hybridized optimization algorithm namely, Non-dominated Sort-
ing Whale Optimization Algorithm (NSWOA) and Non-dominated Sorting Firefly Al-
gorithm (NSFA) have been developed by combining nature inspired swarm intelli-
gence based Whale Optimization Algorithm (WOA) with multi-objective based non-
dominated sorting technique to form NSWOA and for NSFA, nature inspired Firefly
Algorithm (FA) was combined with non-dominated sorting technique. The total work
was divided into six (6) chapters where detailed demonstration about the literature re-
view, development of mathematical model, development of the proposed algorithms
and finally result analysis was performed.

At first, a brief introduction about the microgrid was given where an insight about
the importance of microgrid as well as the importance of controller optimization was
also mentioned including the detailed literature review about the optimization tech-
niques and controller optimization. In the next part, a linearized mathematical model
of the microgrid was developed which consisted of static load as well as induction
motor as dynamic load. This model is being used in our study for controller optimiza-
tion. Root locus analysis was performed with this system to justify the significance
of controller parameter optimization as well as to observe the effect of the controller
parameters on system stability. On the basis of root locus analysis the objective func-
tion was developed. In order to satisfy the objective functions two novel hybridized
algorithms has been formed.

The performance analysis of NSWOA and NSFA mentioned in Chapter 4 and
Chapter 5 justifies the ability of these two algorithms in obtaining stable operation
of the microgrid system by optimizing the controller parameters. In order to compare
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the performance of the proposed NSWOA and NSFA with existing well established
NSGA-II and SPEA algorithm a time domain analysis and statistical analysis was car-
ried out.

From the result analysis it can be concluded to the fact that the proposed NSWOA
technique is able to obtain a stable system with less overshoot and oscillation fre-
quency in the mentioned cases compared to the well recognized NSGA-II and SPEA
technique. Moreover, the computation speed of NSWOA is much faster than NSGA-II
and SPEA as well it takes less number of iteration for reaching convergence which
adds to the beneficial characteristics of NSWOA. For instance the total number of iter-
ation required by NSWOA to reach convergence is 4.033 compared to 11.533 iterations
of NSGA-II and 10.13 iterations of SPEA. Similarly, the time to reach convergence is
2.92 for NSWOA which is much faster than 6.72 s of NSGA-II and 4.28 s of SPEA.
From the statistical F − test and t− test it is also proved that all NSWOA, NSGA and
SPEA techniques are different from each other and there are unique features in each
of these algorithms. Similarly for NSFA the analysis done in the result and discussion
section indicates that NSFA is able to stabilize a system with improved damping char-
acteristics requiring much lesser time than NSGA-II. The results shows that overshoot
and oscillation frequency response is much better with NSFA algorithm and it also
requires significantly less number of iteration and less amount of time to reach con-
vergence to obtain the best value. NSFA requires 2.366 number of iteration and takes
4.54 s to reach convergence which proves NSFA requires significantly lesser number
of iterations and time to reach to convergence.

So, both NSWOA and NSFA justifies their ability in obtaining a stable microgrid
system where NSWOA requires less time to reach convergence compared to NSFA
but on the other hand NSFA requires less number of iterations to reach convergence
compared to NSWOA.

6.2 Future Scope of this work

Whale optimization algorithm itself gained much appreciation due to its better search-
ing capability and convergence rate as well as evolved as an efficient technique. Now,
combining this whale optimization technique with multi objective based non-dominated
sorting technique opens a new door in the field of optimization as it is known to all that
multi-objective optimizer are capable in solving many pragmatic problems. In the field
of controller optimization of microgrid this NSWOA technique will enlighten the re-
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searchers in further improvement of this field as NSWOA provides better response for
multi-objective problems compared to NSGA and SPEA. Similarly for NSFA it can be
added that Firefly Algorithm itself evolved as an efficient optimization technique and
combining it with non-dominated sorting method to optimize multi objective functions
opened a new opportunity for the researchers as well.

Moreover, researchers can also implement the proposed algorithms in optimizing
the load flow as well as cost optimization of the microgrid.
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