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Abstract 

A social networking service is a platform to build social networks or social 

relations among people who, share interests, activities, backgrounds or real-life 

connections. Social network analysis is needed because the number of users is 

increasing rapidly day by day. Now days, users are involved themselves in to 

communities. They share post, their views, what they like in communities. So it is 

important for them to find suitable communities where they have common 

factors like friends, followers and their activities etc. Here we are working with a 

technique for recommending a community in social network like Facebook, 

twitter etc. We use some graph terminologies and graph mining techniques. 

Finding strong friends, we recommend communities for a user in a social network. 

We apply data mining techniques to help social users to pick out suitable 

community of a social network like Facebook, twitter etc. Big social network sites 

use their own algorithm. Here we are not improving an existing algorithm but 

giving a new method for community recommendation in social network. That is 

workable for both real and synthetic data. As real data are not given by any big 

social network so we use sample data to prove our algorithm. And we make a 

survey and thus we improve our Community Recommendation Algorithm (CRA).  
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Chapter 1            

Introduction 

Now a days, the rapid growth and exponential use of social digital media has 

led to an increase  in popularity of social networks and the emergence of social 

computing [1].In general social networks are structures made of social entities that 

are linked by some specific types of interdependency(e.g., kinship, friendship, 

common interest, beliefs, or financial exchange).The main types of social 

networking services are those that contain category places (such as former school 

year or classmates), means to connect with friends, community and a 

recommendation system for selecting the appropriate community. 

Recommendation system like social graph generation & forecasting using 

social network mining [1], Finding strong groups of friends [3], finding popular 

friends [4] in social network are well known. In this paper we develop a 

recommendation system based communities. Day by day community is increasing 

with rapid growth of social user. Nowadays we see the vast activity of social life. 

All those community can't be suitable for social users. So our recommendation 

system will find suitable community for a user. For example, a social user has 

created a new profile in social network service. He or she has some common 

interests with some stranger user or his/her friend. So they can create a 

community where being friend is not important but sharing the common interest 

is important. Suppose a cricketer always like to join in such groups which are 

involved with cricket. He must have some friends in his friend list  who are 

interested in playing cricket  and based on those friends who are connected with 

some groups associated with cricket we will recommend him a community which 

will be suitable for him.  
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We propose a mining algorithm to help users to find suitable community. 

Mining algorithms like F-Tree mining, Association rule mining seems difficult and 

time consuming to work with this large dataset. So we design a new algorithm for 

this recommendation system. 
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Chapter 2            

Problem Definition 

In this section, we present the problem formulation and basic definitions for 

mining set of friends having higher strength and set of communities which is 

associated with them.  

Let us consider a sample database in Table-I that captures some users in a 

social network. The table consists of the friend lists of five users. For example, Jack 

records the list of jack’s friends namely- Harry, Pet, James, Oliver and Kan. The list 

also shows the interaction strength (e.g., connectivity of each friend of Jack). For 

example, “James (15)” in the list may record that the interaction between them is 

15, these interactions may be of various types like posting message on wall , 

chatting , giving likes to photos or status etc. in any social network like Facebook . 

Now in table II, we have listed those set of communities that is associated 

with each user in a social Community. For example, Jack is a member of C3, C4 

and C5 communities. Based on this connectivity information, we have find out 

which community is recommended for the particular user. For example, if we see 

Table-2, jack is connected with community C3, C4 and C5 but he is not connected 

with C1, C2 and C6 whereas his friend Harry, Pet, Kan, James, Oliver and Tom are 

connected with C1 and C2. Based on his friends we first differentiate his strong 

and weak friends and thus applying our algorithm we recommend a community 

between C1 and C2 for Jack. 
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Chapter 3            

Related Works 

As we work on recommending a community for a user in a social network, 

there are some existing works on it [1], [2], [9]. One of those is Social Graph 

Generation & Forecasting using Social Network Mining [1]. Here they used one 

way communication between the users and his corresponding friends and 

assigned a strength value for each of the friends and based on those values they 

came to an decision according their rule to recommend a community as well as 

the second one Graph Based Forecasting For Social Networking Site, 

“Communication [2], where  the difference is the second one used two way 

directed graph to assign the strength values for defining the interactions between 

the users and  his corresponding friends. But the problem is, they used some rules 

those are not well defined or proved and for a large dataset it will take more time 

and the accuracy was not so good. As we have used some basic graph techniques 

like clique and quasi-clique [7] and based on those techniques we divide all the 

friends of a user into two groups, strong and weak, and for these we can access a 

portion of his friends at a time. For finding strong friends [3] or popular friends [4] 

the existing researches worked on finding a group of friends not on finding a single 

friend who is strong or weak for a particular user. Here we have used 

normalization and a minimum strength value to detect a particular friend who is 

weak or strong for a particular user. Then we used our algorithm for comparing 

those communities and thus we recommend one for the particular user.     
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Chapter 4            

Ours Approach 

In section-3 (Related work), we have discuss the main problem of [1] (Social 

Graph Generation & Forecasting using Social Network Mining). Here they used 

one way communication between the users and his corresponding friends and 

assigned a strength value for each of the friends. Based on those values they 

came to a decision according their rule to recommend a community. In [2] (Graph 

Based Forecasting for Social Networking Site), two way directed graph is used to 

assign the strength values for defining the interactions between the users and his 

corresponding friends.  

It is obvious that this algorithm can’t work with big data set. A simple well 

defined reason is that they assign a range and point to identify the rank of users/ 

friends based on their communication [1].So our approach is solve the strength 

values for defining the interactions between the users and his corresponding 

friends in a well-defined method. Then we have to sort it so that we get our 

useful data. We have used some basic graph techniques like clique and quasi-

clique [7] and based on those techniques we divide all the friends of a user into 

two groups, strong and weak, and for these we can access a portion of his friends 

at a time. Here we have used normalization and a minimum strength value to 

detect a particular friend who is weak or strong for a particular user. Then we 

used our algorithm for comparing those communities and thus we recommend 

one for the particular user. 
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Chapter 5            

Data Set 

In this section, we present our sample data set. Let us considera sample 

database in Table-I that captures some users in a social network. The table 

consists of the friend lists of five users. In table II we can see that, Jack records the 

list of jack’s friends namely- Harry, Pet, James, Oliver and Kan. The list also shows 

the interaction strength (e.g., connectivity of each friend of Jack). For example, 

“James (15)” in the list may record that the interaction between them is 15, these 

interactions may be of various types like posting message on wall, chatting, giving 

likes to photos or status etc. in any social network like Facebook. 

Users (ui) and friends of each user in a social network 

 

User(ui) List of friends(fui) with interaction strength 

Jack Harry(35),  Pet(25),  James(15),  Oliver(10), 

Kan(10), Tom(5) 

Harry Jack(15),   Pet(5),   Oliver(25) 

Pet Jack(15),  Harry(10),    James(5) 

James Olive(20),  Pet(10),  Jack(15) 

Oliver Harry(5),  Jack(15), Kan(20) 

Kan Harry(5),  Jack(15), Tom(20), Oliver(20) 

Tom Kan(15),  Jack(20), Pet(20) 

 
Table-5.1 
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Now in table III, we have listed those set of communities that is associated 

with each user in a social Community. For example, Jack is a member of C3, C4 and 

C5 communities. 

 

Communities (ci) of each User(ui) 

 

 

 

 

 

 

 

Table-5.2 

 

 

 

 

 

 

User(ui) Communities(ci) 

Jack C3, C4,C5 

Harray C1, C2, C4 

Pet C1, C3 

James C1, C2, C6 

Kan C1, C2, C3, C5 

Oliver C1,C2,C3 

Tom C1,C2 
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Chapter 6            

Definitions 

In the remainder of this section, we provide formal definitions and notations 

required to mine friend groups and communities from asocial media database. 

 

Definition 1: 

User (ui), we define a set U= {u1, u2… un} who are the users of a social 

network site. Example 1: Jack = {Harry (35), Pet (25), James (15), Oliver (10), Kan 

(10), Tom(5)}. 

 

Definition 2:  

Community (cui), A community is a group of people with a common interest 

among them. We define a set C= {C1, C2… Cn} that are the communities in a social 

network. Example 2: Pet is associated with C1, C3 communities. 

 

Definition 3: 

Normalized Interaction Strength (nisui, uj), Interaction strength is the value 

or weight that defines the interaction of a user (ui) with one of his friends (uj) and 

we normalize these values based on the total number of interactions of the user 

(ui). Example 3: Jack = {Harry (35), Pet (25), James (15), Oliver (10), Kan (10), Tom 
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(5)}.  Here Harry and Jack are friends and the interaction value for them is 35 and 

the normalized interaction strength (nisui, uj) is 0.35. 

Definition 4: 

Strong Friends (sui), We define Sui= {s1, s2, …….., sn} as a set of ordered based 

on nisui,ujstrong friends of user (ui) whose normalized cumulative interaction 

strength (ascending order) is less than minstr value. The set indicates that given a 

minstr value, the user (ui) is most likely going to interact with a member of set (sui). 

Definition 5: 

Weak Friends (wui), we define Wi= {w1, w2… wn} as a set of weak friends 

whose normalized interaction strength is below a minstr value. 

Definition 6: 

 Minimum strength (minstr), Minimum strength value (minstr) is the 

threshold or base value for recognizing strong and weak friends. 

Definition7: 

Clique, A set of vertices S is called a clique if the sub graph G(S) induced by S 

is complete and there is an edge between any two vertices in G(S). [7] 

 

 

 

 

 

 

S = {1, 2, 3, 4, 5} 
 

     Figure 6.1: Clique 

3 

5 2 

4 
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Definition 8: 

γ-quasiclique,A graph G = (V , E ) is a γ -quasi-clique (0 ≤γ ≤ 1) if G is 

connected , and for every vertex v ∈ V , deg G(v) ≥ [ γ.(|V |−1)]. [7] 

 

 

 

 

 

 

  

 

 

 

 

 
0.5-quasi-clique       0.6-quasi-clique 

 
Figure 6.2: γ -quasi-clique: 
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Chapter 7            

How Algorithms Works 

Our proposed approach for recommending a community is based on several 

steps. We use some graph mining method to get result. Our algorithm first scans 

the friend database. After scanning, they follow some steps  which are 

described below. 

7.1 STEP-1(Normalization): 

First we normalize the value of interaction strength. We calculate the 

normalization value of interactive strength for every friend by dividing the 

interaction strength with the total number of interaction. The total value of 

normalized interaction strength should be equal to 1. Example: For Jack in table 1 

the normalized values for his friend set (fi) = {Harry (0.35), Pet (0.25), James (0.15), 

Oliver (0.10), Kan (0.10) and Tom (0.05)}. Then we arrange these normalized 

values in a descending order. The order of normalized interaction strength (nisui, uj) 

for our input dataset is given below. 

Normalization and minstr= 0.7 
 

 

Cumulative nisui, uj<= minstr 
Table-7.1:Normalization 

Friends Of Normalized Cumulative 
Jack  Interaction Normalized 

  Strength Interaction 
   Strength 

Harry  0.35 0.35 
    

Pet  0.25 0.60 
    

James  0.15 0.75 
    

Oliver  0.10 0.85 
    

Kan  0.10 0.95 
    

Tom  0.05 1.00 
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7.2 STEP-2 (Recognizing sui and wui): 

 Here we divide the friend dataset for a particular user (ui) into two 

sets. One is strong friend set sui and other one is weak friend set wui. According to 

Table-3 the result for strong friend set (sui) and weak friend set (wui) is given 

below. 

Set of strong friends Sui= {Harry (0.35), Pet (0.25), James (0.15)}. 

Set of weak friends Wui= {Kan (0.10), Oliver (0.10), Tom (0.05)}. 

7.3 STEP-3 (Creating Dense Sub graph): 

Here we create the dense sub graph for differentiating strong and weak group of 

friends. The strong friends of a user (ui) creates a subgraph of strong friend group 

sui and weak friends group wui. Then we calculate the γ -quasi-clique value for 

each sub graph. The friends of a user who are also friend with one another from 

the friend database should be connected with one another. Suppose for our input 

data set Pet and Harry are also friends. So they should be connected. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.1: Dense Subgraph 

James 

Pet 

Harry 

Tom 

Jack 

Oliver 

Kan 

As Pet and 

harry are 

friends  

As Kan and 

Tom are 

friends  

Strong friend 

subgraph 

Weak friend 

subgraph 



Page 18 of 35 
 

 

7.4 STEP -4 (Comparing Communities): 

1. The user should not be connected with the communities which will be 

compared for recommendation. 

2. Take two communities from the list of communities of the user’s friends. 

3. Only consider those friends with that particular community. 

Find the γ -quasi-clique value for each sub graph for each community and then 

apply our comparison algorithm for recommending a community. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.2: Community C1 
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Figure 7.3: Community C2 

The steps are defining that first we consider only those communities with 

which the user is not connected. Then take two communities for comparing which 

are in the list of communities for the friends of (ui). Then calculate the γ -quasi-

clique value for each subgraph and for each community. 

 

7.5 Community Recommendation Algorithm (CRA): 

Here qi [sui] denotes the γ-quasi-clique value for strong friends sub graph 

for ithcommunity and qi [wui] denotes the γ -quasi-clique value for weak friends 

sub graph for ithcommunity. ni denotes the number of nodes for each sub graph 

and gi denotes the corresponding subgraph.  

Community recommendation algorithm (CRA):  

Input: (i) Friend database (FDB), (ii) user specified minimum strength value 

(minstr), (iii) Community database (CDB)  

James Harry 

Tom 

Jack 

Oliver 
Kan 

0.5 quasi-clique 

value 

0.3 quasi-clique 

value 
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Output: A recommended community (ci)  

 

1.   If no friends are connected with the community then qi = 0  

 2.   Else if  qi [sui] > qi+1 [sui] and  ni[sui]  > ni+1 [sui]     

 3.    Then   ci = Recommended  

 4.   Else if  ni[sui]  < ni+1 [sui] and  gi[sui]  ⊂ gi+1 [sui]    

5.        Then ci+1 = Recommended      

6.    Else if   qi+1 [sui] > qi [sui] and ni+1[sui] >ni [sui]   

7.     Then ci+1 = Recommended    

8.     Else if ni+1[sui] <ni [sui] and gi+1 [sui] ⊂gi [sui]   

9.       Then ci= Recommended  

10.  Else if qi [sui] = qi+1 [sui] then 

11.    If qi [wui] > qi+1[wui] and ni[wui]  > ni+1 [wui]   

12.       Then ci = Recommended  

13.             Else if ni[wui]  < ni+1 [wui] and  gi[wui]  ⊂ gi+1 [wui]    

 14.      Then ci+1 = Recommended 

15.     Else if qi+1 [wui] > qi [wui] and ni+1[wui]  >ni[wui]  
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16.      Then ci+1 = Recommended  

17.             Else if ni+1[wui] <ni [wui] and gi+1[wui] ⊂gi [wui]     

18.      Then ci = Recommended      

19.   Else if qi [sui] = qi+1 [sui] and qi [wui] = qi+1 [wui] and ni=  ni+1 

20.     Then calculate the ∑ nisui,fj for each ci  

21.    IF for strong friend sub graph,  

22.       ci[∑ nisui,fi ] > ci+1 [∑ nisui,fi]    

 

 23.   Then   ci = Recommended  

24.   Else If ci+1 [∑ nisui,fi] > ci [∑ nisui,fi]   

25.     Then ci+1 = Recommended    

26.   Else If ci [∑ nisui,fi ] = ci+1 [∑ nisui,fi]     

27.       Then for weak friend sub graph  

 28.           If ci [∑ nisui,fi] > ci+1[∑ nisui,fi]   

 29.      Then ci = Recommended  

 30.     Else if ci+1 [∑ nisui,fi] > ci [∑ nisui,fi]  
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 31.      Then ci+1 =Recommended  

 32.   Else both ci and ci+1 recommended. 

According to our CRA algorithm for community C1 in Figure-IV the γ -quasi-

clique value for strong friend sub graph is 0.6 and the number of nodes is 4 and in 

Figure-V for community C2 the γ -quasi-clique value is 0.5 and the number of 

nodes is 3. And it full fills CRA’s first condition. So C1 is the selected community 

for the user. 
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Chapter 8            

Experimental Results 

We made a survey on amount of hundred friends in Facebook. And there 

we found some interesting problem. Thus we bring out the concept of subgraph 

in our algorithm. Such cases are given below:  

Community-C11      Community-C12 

CASE-1 

           

 

1-clique        0.5-quasi clique  

Figure 8.1: ExperimentalCase-1 

 

CASE-2 

           

  

1-clique        0.3-quasi clique 

 

Figure 8.2: ExperimentalCase-2 
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CASE-3 

           

  

1-clique        0.5-quasi clique  

Figure 8.3: ExperimentalCase-3 

 

CASE-4 

           

  

 

0.6-quasi clique       0.25-quasi clique  

Figure 8.4: ExperimentalCase-4 

 

CASE-5 

           

  

 

1-clique        0.25-quasi clique  

Figure 8.5: ExperimentalCase-5 
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For case-4, community C11 the value of γ -quasi-clique is 0.6 but for 

community C12 the value of γ -quasi-clique is 0.25. If we only consider the γ -

quasi-clique value then the resultant community is C11. But it seems that C12 is 

more connected. To solve this problem in our algorithm, we introduce comparing 

sub graph.  When the γ -quasi-clique value of one sub graph is greater than the 

sub graph of other community, we count the number of nodes of that sub graph 

and compare with the other ones nodes. If the sub graph which has higher γ -

quasi-clique value and has more nodes than the other one, it is recommended. 

But if the number of nodes is less than the other one, we check whether it’s a sub 

graph of other one or not. If it is, then we recommend the community which has 

lower quasi-clique value.  Here C12 is a super graph of C11 though having lower γ 

-quasi-clique value. So we will recommend C12 for the user. As we work on a 

survey of the users of Facebook, we have found our algorithm more accurate. For 

the fresh start problem the solution will be the user opinion. Whenever a user 

connects with one or more friends than using our algorithm we can recommend 

him some communities according to his activities or interactions with his friends. 
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Chapter 9            

Evaluation 

In this paper, we proposed an algorithm to recommending a community to 

a particular social user. For that, we take many step like normalization, 

recognizing suiand wui, create dense sub graph etc. then we apply our algorithm.In 

[1] (Social Graph Generation & Forecasting using Social Network Mining), they 

build their algorithm based on specific points table (Table 9.1) and they propose 

an equation (Figure 9.1).which is used in selecting a community. Their approach is 

simple but this is not helpful for big social network like Facebook or Twitter or 

LinkedIn etc. In their paper, they introduce activeness which is very good 

approach, we didn’t see any active use of it. In their equation, they only use weigh 

and Assigned point of table (Table 9.1). 

 

Figure 9.1- Equation of Algorithm [1]  Table 9.1-Specificpoint of table 

At the early stage, their algorithm will work as they proposed but when the 

interaction increases and weight increases then many of the friends will be in 
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same category. At that stage their algorithm is insufficient. This algorithm can’t 

handle   large data set. 

In Algorithm of “Graph Based Forecasting for Social Networking Site” [2], 

same thing reflect here again. They also have specific points table. They named it 

as Strength of Relationship (Table 9.2).They introduce weight in this algorithm. 

For specific weight limits, they assigned a value. Based on this value, they 

presents an equation(figure 9.2). Still they will face same problem, when the 

interaction increases and weight increases then many of the friends will be in 

same category.This algorithm also can’t handle large data set. 

 

 

Table 9.2-Rule based mining  Figure 9.2: Strength relationship 

But according ours approach we deal with the friendship strength by a different 

technique. If we see Table-7.1 (Normalization) we see that if the interaction 

increases there is no problem with dividing them in strong and weak subgroups. 

And our mining process which is fully graph based and we used established graph 

mining techniques which are capable of dealing with large data set which we will 

explore later. We also consider the relation among friends of a user. 
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Chapter 10           

Conclusion 

Data processing takes time. A huge dataset represented in a database may 

not be as understandable as a visualized dataset like a graph. When the dataset is 

converted to a graph, processing of  data  becomes  easier  and  more  feasible  

due  to  a higher  level  of  understandability. By only  creating some mathematical  

rules  applied  on  the  graph,  we could  easily  project  the  future  activities  of  

users  in terms  of  community  memberships.  This  is  only  a small  subset  of  all  

the  processing  which  can  be performed on the generated graph. Marketing 

agents can take advantage of such predictions. Today lots of research is being 

carried out on machine learning and understandability. The integration of data 

mining and machine learning is still an open area to work on. The rapid growth 

and exponential use of social digital media has led to an increase in popularity of 

social networking sites and services such as Facebook, Google+, LinkedIn and 

Twitter. Groups of individual users of these sites form social networks. Taking  

Idea from graph mining and machine learning, we build our algorithm to 

recommend a community to a social user. As ongoing work, we plan to simplify. 

Our algorithm and add experimental results on real social network data. 
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Coding part 

A few portions of implementation is given below: 

 

Normalization 

 

 

Cumulative Score 
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Strong Friends 

 

Weak Friends 
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Quasi-clique Value for C1 (Strong) 

 

 

Quasi-clique Value for C1 (Weak) 
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Comparison 

 

Result 
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